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The Role of Productivity in the Czech Republic: Does Balassa-

Samuelson Effect Still Exist?  
Emil Adámek1 

Abstract. The Purchasing Power Parity (PPP) theory claims that price level (or its 

changes in the case of relative version of PPP) is the only determinant of the develop-

ment of exchange rate. Nevertheless, it does not provide good empirical results, espe-

cially in the case of transitive economies. One of possible explanation is the existence 

of Balassa-Samuelson (BS) effect. It is one of the theoretical approaches which try to 

explain the development of exchange rate and price level. It proposes that faster 

growth of productivity leads to appreciation of domestic currency and/or to growth of 

domestic price level. The aim of this paper is to assess the role of BS effect in the 

Czech Republic. Nevertheless, this approach includes some strong assumptions such 

as validity of PPP theory for tradeable goods or, in the case of the “domestic” BS 

effect, the assumption that wages tend to be equalized across tradable and non-trada-

ble sectors. In this paper, the significance of BS effect is tested even if some of these 

conditions are not valid. We use quarterly data (2000 – 2015) in regression analysis. 

The Ordinary Least Squares (OLS) method is used to assess the influence of produc-

tivity on inflation rate.  

Keywords: balassa-samuelson effect, price level, inflation rate, exchange rate, 

productivity, regression analysis, czech republic 

JEL Classification: C22, E52, E58 

AMS Classification: 62-07 

1 Introduction  

Balassa-Samuelson (BS) effect was described in [1] and [14]. According to this approach the prices of tradable 

goods and services are determined by arbitrage opportunity, so the relative version of PPP is valid for them. On 

the other hand PPP is not valid in case of non-tradable goods and services (because arbitrage is not possible). The 

theory states that faster growth of productivity in tradable sector leads to faster growth of prices in non-tradable 

sector.  

Nevertheless, this effect seems to be almost insignificant in the case of developed countries, because the 

productivity growth difference between two developed countries is negligible. On the other hand, transitioned 

economies have experienced rapid productivity growth. Moreover, the growth in the tradable sector exceeded the 

growth in the non-tradable one. That is why the discussions about BS effect related to transition countries has 

arisen in nineties. A lot of studies try to estimate its influence in the case of Central European (CE) or Central and 

East European (CEE) countries. The aim of this paper is to assess the impact of BS effect in the Czech Republic.  

2 Theoretical Backgrounds 

2.1 Computing BS effect 

While computing BS effect, at first, the price levels (𝑝)  are decomposed into traded (𝑝𝑇) and non-traded (𝑝𝑁) 

components in domestic and foreign (*) countries: 

 𝑝𝑡 = 𝛼𝑝𝑡
𝑇 + (1 − α)𝑝𝑡

𝑁, (1) 

 𝑝𝑡
∗ = 𝛼∗𝑝𝑡

𝑇∗
+ (1 − α∗)𝑝𝑡

𝑁∗
, (2) 

where t denotes time and parameter  is share of traded components in consumption basket. The real exchange 

rate (q) can be expressed as the relative price of goods produced abroad to those produced in domestic country: 

                                                           
1 VŠB-Technical University of Ostrava, Faculty of Economics, Department of National Economy, Sokolská tř. 

33, 701 21 Ostrava 1, Czech Republic, e-mail: emil.adamek@vsb.cz 
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 𝑞𝑡 = (𝑒𝑡 + 𝑝𝑡
∗) − 𝑝𝑡, (3) 

where e stands for nominal exchange rate (CZK/EUR in this paper). By substituting equations (1) and (2) into 

(3), the changes of real exchange can be written as:  

 Δ𝑞𝑡 = (Δ𝑒𝑡 + Δ𝑝𝑡
𝑇∗

− Δ𝑝𝑡
𝑇) + [(1 − 𝛼∗)(Δ𝑝𝑡

𝑁∗
− Δ𝑝𝑡

𝑇∗
) − (1 − 𝛼)(Δ𝑝𝑡

𝑁 − Δ𝑝𝑡
𝑇)]. (4) 

PPP claims that prices of tradable goods can be expressed as: 

 Δ𝑝𝑡
𝑇 = Δ𝑒𝑡 + Δ𝑝𝑡

𝑇∗
. (5) 

If it was true, the first term on the right side of equation (4) would disappear:  

 Δ𝑞𝑡 = (1 − 𝛼∗)(Δ𝑝𝑡
𝑁∗

− Δ𝑝𝑡
𝑇 ∗

) − (1 − 𝛼)(Δ𝑝𝑡
𝑁 − Δ𝑝𝑡

𝑇). (6) 

Assuming that output of economy (Y) is determinated by a Cobb-Douglas production function, it can be ex-

pressed as: 

 𝑌𝑡
𝑇 = 𝐴𝑡

𝑇(𝐿𝑡
𝑇)𝛾(𝐾𝑡

𝑇)1−𝛾, (7) 

 𝑌𝑡
𝑁 = 𝐴𝑡

𝑁(𝐿𝑡
𝑁)𝛿(𝐾𝑡

𝑁)1−𝛿 , (8) 

where A represents productivity, L stands for labor, K is capital and parameters ,  denote labor intensities in 

tradable and non-tradable sector respectively. Under perfect competition the profit of firm () can be written as:  

 𝛱𝑡 = 𝑌𝑡
𝑇(𝐿𝑡

𝑇 , 𝐾𝑡
𝑇) + 𝑃𝑁/𝑇𝑌𝑡

𝑁(𝐿𝑡
𝑁 , 𝐾𝑡

𝑁) − (𝑊𝑡
𝑇𝐿𝑡

𝑇 + 𝑊𝑡
𝑁𝐿𝑡

𝑁) − 𝑅𝑡(𝐾𝑡
𝑇 , 𝐾𝑡

𝑁), (9) 

where PN/T  is the ratio of prices in non-tradable to tradable sector, W denotes wages (costs of labor) and R repre-

sents interest rate (costs of capital). Function described by equation (9) will be maximized while conditions (10), 

(11) and (12) are valid:  

 
𝜕𝑌𝑡

𝑇

𝜕𝐾𝑡
𝑇 = 𝑃𝑁/𝑇

𝜕𝑌𝑡
𝑁

𝜕𝐾𝑡
𝑁 = 𝑅𝑡, (10) 

 
𝜕𝑌𝑡

𝑇

𝜕𝐿𝑡
𝑇 = 𝑊𝑡

𝑇, (11) 

 𝑃𝑁/𝑇
𝜕𝑌𝑡

𝑁

𝜕𝐿𝑡
𝑁 = 𝑊𝑡

𝑁, (12) 

By substituting equations (7) and (8) into these conditions, they can be written (in the logarithm form) as: 

 𝑟𝑡 = log(1 − 𝛾) + 𝑎𝑡
𝑇 − 𝛾(𝑘𝑡

𝑇 − 𝑙𝑡
𝑇) = 𝑝𝑁/𝑇 + log(1 − 𝛿) + 𝑎𝑡

𝑁 − 𝛿(𝑘𝑡
𝑁 − 𝑙𝑡

𝑁), (13) 

 𝑤𝑡
𝑇 = log(𝛾) + 𝑎𝑡

𝑇 + (1 − 𝛾)(𝑘𝑡
𝑇 − 𝑙𝑡

𝑇), (14) 

 𝑤𝑡
𝑁 = 𝑝𝑁/𝑇 + log(𝛿) + 𝑎𝑡

𝑁 + (1 − 𝛿)(𝑘𝑡
𝑁 − 𝑙𝑡

𝑁). (15) 

By solving equation (13) and substituting results into (14) and (15) (assuming that (14) = (15)), the relative 

prices in non-traded sector can be expressed as: 

𝑝𝑁/𝑇 = 𝑝𝑡
𝑁 − 𝑝𝑡

𝑇 = {𝛿 [log 𝛾 +
1−𝛾

𝛾
log(1 − 𝛾) − log 𝛿 −

1−𝛿

𝛿
log(1 − 𝛿) + 𝑟𝑡 (

1−𝛿

𝛿
− −

1−𝛾

𝛾
)]} +

𝛿

𝛾
𝑎𝑡

𝑇 − 𝑎𝑡
𝑁.

  (16) 

Considering that c, which is term in { } and includes interest rates and factor productivities, is constant; equation 

(16) can be written as: 

 𝑝𝑁/𝑇 = 𝑝𝑡
𝑁 − 𝑝𝑡

𝑇 = 𝑐 +
𝛿

𝛾
𝑎𝑡

𝑇 − 𝑎𝑡
𝑁. (17) 
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Equation (17) is the core of all estimated models. Particular forms of models are described in the Section 3.1.  

2.2 Review of Empirical Literature 

The paper [6] analyses the impact of economic catching-up on annual inflation rates in the European Union with 

a special focus on the new member countries of CEE. Using an array of estimation methods, he shows that the 

Balassa–Samuelson effect is not an important driver of inflation rates. Authors [2] investigate the relative price 

and relative wage effects of a higher productivity in the traded sector compared with the non-traded sector in a 

two-sector open economy model. They highlight the role of wages and imperfect mobility of working force. The 

paper [7] studies the Balassa–Samuelson effect in nine CEE countries. Using panel cointegration techniques, they 

find that the productivity growth differential in the open sector leads to inflation in non-tradable goods. The paper 

[12] uses time series and panel regression analyses to estimate role of BS effect in four CE countries (the Czech 

Republic, Slovakia, Poland and Hungary). She finds empirical evidence of BS effect in these countries. Author [5] 

finds long-term cointegration relationship between BS effect and relative prices in the Czech Republic, Hungary, 

Poland, Slovakia and Slovenia during transition process. 

3 Methodology and Data 

3.1 Estimated Models 

Models used in this paper are based on equation (17). The assumption that interest rates are constant seems to be 

strong. That is why all models will be tested with term representing interest rate differential as well (models with 

interest rate differential are labeled as X1, where X denotes model specification and X = A, B, C). As it was 

mentioned above, equation (17) presumes also that the wages in tradable and non-tradable sectors ((14) and (15)) 

are equal. This presumption responds to so called Baumol-Bowen effect or domestic Balassa-Samuelson effect. 

This specification corresponding to Model A used in this paper. By substituting (17) into (4), the inflation rate 

differential in domestic and foreign country can be expressed as: 

 Δ𝑝𝑡 − Δ𝑝𝑡
∗ = Δ𝑒𝑡 + (1 − 𝛼) (

𝛿

𝛾
Δ𝑎𝑡

𝑇 − Δ𝑎𝑡
𝑁) − (1 − 𝛼∗) (

𝛿∗

𝛾∗ Δ𝑎𝑡
𝑇 ∗

− Δ𝑎𝑡
𝑁∗

). (18) 

Assuming that labor intensities in tradable and non-tradable are the same the Model A can be defined as:  

 (Δ𝑝𝐶𝑍 − Δ𝑝𝐸𝐴)𝑡 = 𝛽1Δ𝑒𝑡
𝐶𝑍 + 𝛽2[(1 − 𝛼𝐶𝑍)(Δ𝑎𝑇

𝐶𝑍 − Δ𝑎𝑁
𝐶𝑍)𝑡 − (1 − 𝛼𝐸𝐴)(Δ𝑎𝑇

𝐸𝐴 − −Δ𝑎𝑁
𝐸𝐴)𝑡] + 𝜀𝑡 

  (19) 

where CZ and EA represents the Czech Republic and euro area,  are estimated coefficients and  is error term. 

Throughout the paper parameter 2 stands for BS effect and term in [] is labeled as bs. The assumptions of 

Model A are:  

 labor intensity in tradable sector equals labor intensity in non-tradable sector, 

 capital is mobile,  

 labor is homogenous (in the tradable and non-tradable sectors) and mobile within country, but not interna-

tionally, 

 PPP holds for tradable goods. 

The second form of model (Model B) relaxes the assumption that labor is homogenous and completely mobile 

within country, therefore wages not necessarily tend to be equal in tradable and non-tradable sector. By computing 

capital-labor ratio in equations (14) and (15) by substituting into (13), the relative prices can be expressed as:  

 𝑝𝑁/𝑇 = 𝑝𝑡
𝑁 − 𝑝𝑡

𝑇 = 𝑐 +
1−𝛿

1−𝛾
𝑎𝑡

𝑇 − 𝑎𝑡
𝑁 − (1 − 𝛿)(𝑤𝑡

𝑇 − 𝑤𝑡
𝑁). (20) 

The last term on the right side of equation (20) represents wage differential. By substituting (20) into (4) the rela-

tive prices differential can be written as: 

Δ𝑝𝑡 − Δ𝑝𝑡
∗ = Δ𝑒𝑡 + (1 − 𝛼) (

1−𝛿

1−𝛾
Δ𝑎𝑡

𝑇 − Δ𝑎𝑡
𝑁) − (1 − 𝛼∗) (

1−𝛿∗

1−𝛾∗ Δ𝑎𝑡
𝑇 ∗

− Δ𝑎𝑡
𝑁∗

) + (1 − 𝛿)(1 − 𝛼)(Δ𝑤𝑡
𝑇∗ −

𝑤𝑡
𝑁∗) − (1 − 𝛿)(1 − 𝛼)(Δ𝑤𝑡

𝑇 − Δ𝑤𝑡
𝑁),  (21) 

and Model B is given by equation: 

 (Δ𝑝𝐶𝑍 − Δ𝑝𝐸𝐴)𝑡 = 𝛽1Δ𝑒𝑡
𝐶𝑍 + 𝛽2[(1 − 𝛼𝐶𝑍)(Δ𝑎𝑇

𝐶𝑍 − Δ𝑎𝑁
𝐶𝑍)𝑡 − (1 − 𝛼𝐸𝐴)(Δ𝑎𝑇

𝐸𝐴 − Δ𝑎𝑁
𝐸𝐴)𝑡] +
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𝛽3[(1 − 𝛼𝐸𝐴)(Δ𝑤𝑇
𝐸𝐴 − Δ𝑤𝑁

𝐶𝑍)𝑡 − (1 − 𝛼𝐶𝑍)(Δ𝑤𝑇
𝐶𝑍 − Δ𝑤𝑁

𝐶𝑍)𝑡] + 𝜀𝑡. (22) 

where 𝛽3 measures the influence of wages differential and term connected with wages is label as wdif. The assump-

tions of Model B are: 

 labor intensity in tradable sector equals labor intensity in non-tradable sector, 

 capital is mobile,  

 labor is heterogeneous (in the tradable and non-tradable sectors) and/or not completely mobile within coun-

try, 

 PPP holds for tradable goods.  

The third specification deals with problem of validity of PPP. There are reasons (such as that there is reversible 

causality between exchange rate and price level or that the theory neglects expectations (see [13]) why PPP does 

not have to be valid. Authors such as [11] or [15] doubted its validity in the case of the Czech Republic using 

econometric techniques. If equation (5) does not hold, equation (18) will be as follows:  

 Δ𝑝𝑡 − Δ𝑝𝑡
∗ = Δ𝑝𝑡

𝑇 − Δ𝑝𝑡
𝑇∗ + (1 − 𝛼) (

𝛿

𝛾
Δ𝑎𝑡

𝑇 − Δ𝑎𝑡
𝑁) − (1 − 𝛼∗) (

𝛿∗

𝛾∗ Δ𝑎𝑡
𝑇∗

− Δ𝑎𝑡
𝑁∗

). (23) 

Possible problem with this specification is that the price differential is explained by the price differential in trad-

able sector; hence the danger of possible endogeneity arises. Model C is therefore defined as:  

(Δ𝑝𝐶𝑍 − Δ𝑝𝐸𝐴)𝑡 = 𝛽1(Δ𝑝𝑇
𝐶𝑍 − Δ𝑝𝑇

𝐸𝐴)𝑡 + 𝛽2[(1 − 𝛼𝐶𝑍)(Δ𝑎𝑇
𝐶𝑍 − Δ𝑎𝑁

𝐶𝑍)𝑡 − (1 − 𝛼𝐸𝐴)(Δ𝑎𝑇
𝐸𝐴 − −Δ𝑎𝑁

𝐸𝐴)𝑡] + 𝜀𝑡.
  (24) 

The assumptions of Model C are:  

 labor intensity in tradable sector equals labor intensity in non-tradable sector, 

 capital is mobile,  

 labor is homogenous (in the tradable and non-tradable sectors) and mobile within country, but not interna-

tionally, 

 PPP does not hold for tradable goods. 

Mentioned above the interest rate differential is added to all 3 specifications of model. It was computed as 

follows: 

 𝑖𝑑𝑖𝑓 = ∆𝑖𝐶𝑍 − ∆𝑖𝐸𝐴. (25) 

where i is interest rate and represents additional term in each model. All models were estimated using regression 

analysis.  

3.2 Data 

Prices 

There are two variables which measure prices in this paper. At first it is aggregate price level (P), which is de-

pendent variable in all forms of model. It is measured as GDP deflator. The other variable measures prices in 

traded sector (PT) in Model C and it is defined as Producer Price Index (PPI) in manufactured products. The usage 

of two different price indexes should lower the danger of endogeneity of model. The higher inflation rate in trad-

able sector should cause rising of aggregate inflation rate. Data for both variables were gathered form Eurostat 

Database [8].  

Exchange rate  

Exchange rate (E) is defined as bilateral nominal exchange rate (CZK/EUR) at the end of period in this paper. 

Higher values (depreciation) should cause rising of inflation rate. Data were obtained from Eurostat Database [8].  

Productivity and Wages 

It is important to define tradable and non-tradable sector for variables dealing with productivity and wages. In the 

literature, there is serious discussion about which sectors are tradable. The lack of available data implies that most 

authors consider either all industry [5] or [9] or just manufacturing [10] as tradable sector in case of transition 

countries. Manufacturing is considered as tradable sector for the Czech Republic in this paper for both productivity 

and wages. The remaining sectors are considered as non-tradable.  
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Productivity (A) is defined as value added and divided by number of employees in relevant sector. Wages (W) 

are computed as ratio of wages and salaries to number of employees in relevant sector. Increase in both productivity 

and wages should lead to rising of inflation rate differential. Both series were sessional adjusted using Census X12 

technique. Data were gathered from Eurostat Database [8] based on “Nomenclature générale des Activités 

économiques dans les Communautés Européennes” (NACE) classification.  

Interest rates 

One of assumption of traditional approach to BS effect is that term c in equation (17) is constant. Some authors, 

such as [12] try to improve their models including interest rate differential into that equation. Because both Czech 

National Bank (CNB) and European Central Bank (ECB) targeting inflation rate; the policy rates (I) are used 

instead of money market rates in this paper. This variable is the only one which should have negative influence on 

inflation rate differential. Data (at the end of period) were obtained from ARAD – Data Series System [3] and 

from ECB – Database [4].  

4 Results 

4.1 Results of Unit Root test 

Since a regression analysis is used in this paper, it is important that all variables should be stationary. That is why 

results of unit root test are presented in this section. Augmented Dickey-Fuller (ADF) test is used to assess sta-

tionarity of all variables. The lag length is based on Schwarz Information Criterion. The results are depicted in 

Table 1. It is obvious that none of these variables has a unit root and can be used in regression analysis.   

 

variable t-statistic probability 

Δ𝑒 -7,0098 0,0000 

bs -10,6439 0,0000 

wdif -5,1376 0,0001 

idif -6,7683 0,0000 

ΔpT
CZ - ΔpT

EA -5,0596 0,0001 

ΔpCZ - ΔpEA  -5,8363 0,0000 

Table 1 Results of the ADF test 

4.2 Estimated Models 

In this section the outputs of models are presented. Since variables can influence each other with a lag, all models 

were tested with delays as well. Since the horizon of monetary policy in the Czech Republic come up to six quar-

ters, each variable was lagged up to 6 periods (t = 0, 1, …, 6). Only the best results are depicted in the Table 2. All 

variables except for interest rate should have positive impact on independent variable. Models labeled with number 

include monetary policy rates as well. Nevertheless, this variable turned out to be insignificant in all specifications.  

 

variable A A1 B B1 C C1 

e (4) 0,2560*** 0,2607*** 0,1689* 0,1730* x x 

Bs (4) 0,1928 0,1650 0,2369** 0,2067* 0,1508 0,1210 

idif  x -0,0110 x -0,0122 x -0,0115 

wdif (1) x x 0,4023*** 0,4074*** x x 

pT
CZ - pT

EA(2) x x x x 0,6125** 0,6324*** 

R2 0,123 0,145 0,331 0,358 0,112 0,136 

DW 1,410 1,422 1,957 1,976 1,431 1,458 

F-statistic 3,4943** 2,7717* 8,0815*** 6,7050*** 3,1493* 2,5766* 

Note: Number of lags is in the brackets; values of coefficients are depicted for each variable; OLS method was 

used in all models; each model includes intercept; *, **, *** denote 10%, 5% and 1% probability respectively.  

Table 2 Results of estimated models 

As concerns Model A, the impact of BS effect was insignificant. Also, model is significant only at 5% (1% 

while interest rates are including) significance level. Moreover, the low value of DW-statistic indicates positive 

autocorrelation.  
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Model B includes also wages. In this specification BS effect is significant. Moreover, all variables in this 

specification have a right sign and are significant. The variables explain 33.1 % of variation of inflation rate dif-

ferential. DW-statistic indicates no first-order autocorrelation in this model.  

Model C should be used in the case that PPP is not valid. Nevertheless, results show that only significant 

variable is prices differential in the tradable sector in this model. Based on these results, Model B seems to be the 

best. Based on the empirical results, we can say that percentage point increase of relative productivity growth is 

associated with an increase of 0.24 % of relative inflation rate in the Czech Republic (compared to euro area).  

5 Discussion and Conclusions 

The aim of this paper was to assess the influence of BS effect in the Czech Republic. Six econometric models were 

made. We can divide them into three groups based on their assumptions. The Model B seems to provide best 

results. It claims that growth of inflation rate differential is influenced by nominal depreciation of currency, faster 

growth in the domestic relative (tradable to non-tradable sector) productivity growth and faster growth in the do-

mestic relative (tradable to non-tradable sector) wages. According to [2], the role of wages and imperfect internal 

mobility is important.  

Based on this model, we can assume that there is a positive relationship between BS effect and relative prices. 

This founding is consistent with [5], [7] and [12], nevertheless, the size of the BS effect estimated in this paper is 

lower than in these papers ([12] estimated coefficients of BS effect in size over 2).  
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Italian Saving Banks efficiency, is unity strength? Bank 
groups versus stand-alone 

Simona Alfiero1, Filippo Elba2, Alfredo Esposito3, Giuliano Resce4 

Abstract. This study investigates the Italian SBs sector efficiency over the 2012–
2013 period. The measure of efficiency is estimated via SBM Data Envelopment 
Analysis. In the first stage, we evaluate the SBs efficiency while in the second we 
compare the performance of SBs belonging to bank groups with those stand-alone. 
To evaluate the impact of be part of a bank group we use Policy Evaluation tools, 
performing an impact evaluation with the controlled by a group considered as the 
“treatment” variable and checking for relevant banking ratios. To deal with self-
selection bias (heterogeneity in treatment propensity related to variables), we use the 
PS Matching estimating the average treatment effects with the Ichino-Becker 
propensity scores. The research novelty resides in the combined application of DEA 
and Policy Evaluation tools for the specific field. Results show that when comparing 
SBs belonging to a banks group with stand-alone SBs, although a positive but not 
significant ATT, we find no relevant differences between the SBs part of group and 
the stand-alone. However, with reference to Technical Efficiency the stand-alone 
SBs experience the worst performance while after an insight into the inefficiency 
decomposition is clear that difficulties are due to managerial inefficiency. Finally, 
we present speculation, linked to real circumstances, with respect to the Italian SBs 
sector.   

Keywords: Saving Banks, Efficiency, Data Envelopment Analysis, Policy 
Evaluation, Average Treatment Effect on the Treated 

JEL Classification: G32 - G21 - C61 - C21 - O12 
AMS Classification: 30C40 - 03B48 - 32S60  

1 Introduction 
The banking sector is still playing a crucial role in countries economics and Saving Banks (SBs), part of it, are 
fundamental in the economics developments as in [24]. The global crisis and the weak economic reestablishment 
belong to what Hansen [26] defined during the Great Depression as the economic “secular” stagnation being, in 
such periods, the efficiency pursue vital in supporting local economies mainly composed of SMEs and families. 
During the years, SBs evolved into full-service banks and JSCs (joint stock companies) and currently they are 
full commercial competitors that maximize profits being indistinguishable from other competitors as per [24]. 
Focusing on Italy, local SBs had a great influence on small territories while being the driver of local economies 
development.  

With respect to the present framework, the aim of our study is to investigate whether, and to what extent, belong 
to a banking group improves the performance in terms of efficiency. 

2 Theoretical background and a brief note on the Italian SBs sector  
Studies on the Italian banking sector efficiency are few such as the Favero-Papi [21] and Resti [33] about the 
determinants as scale inefficiencies and regional disparities and one on Italian cooperative banks as per [6]. Casu 
and Girardone [14] compared results obtained in different countries focusing on commercial banks. Since the 
work of Sherman and Gold [37], considered the first on banking industry, scholars refers to the DEA technique 
as a useful tool to measure the relative efficiency of banks as in [13] and [22]. Berger and DeYoung [12] and 
Williams [42] shows that a low levels of efficiency lead to lack of credit monitoring and inefficient control of 
operating expenses. With respect to the role of management and efficiency, from a managerial perspective, the 
“agency theory” as in [20] and [29] is relevant when referring to the separation of ownership and control thus 
implying conflicts of interests between managers and shareholders. On the other hand, the “stewardship theory” 

1 University of Torino, Department of Management, simona.alfiero@unito.it 
2 University of Firenze, Department of Science for Economics and Business, filippo.elba@unifi.it 
3 University of Torino, Department of Management, alfredo.esposito@unito.it 
4 University of Roma 3, Department of Economics, giuliano.resce@uniroma3.it 

                                                      

Mathematical Methods in Economics 2016

7



argues that managers are reliable and there are no agency costs as in [18] and [19]. This latest viewpoint is 
typically a pre-financial scandals one within a paradigm of 10/15 years ago. Currently, the banking efficiency is 
evaluated via financial ratios, parametric and non-parametric approach as in [8] with different results by using 
divers methods as shown by Cubbin and Tzanidakis [16] where the mean DEA efficiency is higher than OLS 
analysis. Thanassoulis [38] found that DEA outperforms regression analysis on accuracy of estimates, but 
regression analysis offers a greater stability of accuracy even if Resti [32] shows that, both scores do not differ 
substantially. The Basel Committee [7] states that frontier efficiency measures are better representative in 
capturing the concepts of “economic efficiency”, “overall economic performance”, and “operating efficiency” 
providing a superior understanding on corporate governance topics. The main reason for the use of DEA 
technique is the smallest number of observations requirement and because it takes into account multiple inputs 
and outputs simultaneously, compared to ratios where one input relates to one output at each time as per [38].  

Italian SBs started operating in the nineteenth century as institutions in which the credit and social aspects were 
living together rooted in the social and economic goals. However, at the end of the twentieth century due to 
sectoral regulatory developments they turn into full joint stock companies operating under complete commercial 
principle taking into consideration both stakeholder values and shareholder value. The Bank of Italy Report for 
2014 [3]) states that in 2008-2014 period the bank employees and branches decreased by about 17,900 (-5.6%) 
and 3,400 (-9%) units because of distribution channels. As contribution to sector, Italian SBs at the end of 2014 
are forty and holds 4,345 branches, more than 36 thousand employees, total assets of 206.2 billion and 144.4 
billion in direct deposits. Currently, groups (which partly belongs to the local territorial Foundations) own SBs to 
cover the link between the ancient SBs and local communities. The SBs nature most of the time is still reflecting 
s the local political powers variable influence. 

Recently, the Italian Government [26] after some financial scandals issued the Law Decree 22 November 2015, 
n. 183 (a.k.a. “decreto salva banche”) and chose to terminate four banks while setting up four new substitute 
entities. It was the de facto transfer on local territories of the high socio-economic cost impacts and families and 
countryside people lost all their money because of the lack of financial skills to understand the nature of the 
business and risk level (a real fraud via the sale of a huge amount of subordinated debt). Interestingly, two 
recipient of the decree are SBs and part of our sample as another well-known troublesome (CR Ferrara, CR 
Chieti and Carige). Currently, the SBs sector is mainly hold by bank groups as result of the last 10/12 years 
mergers and takeovers, which led SBs to the loss of independency and links to territories.  

3 Data specifications and methodology  
The analysis covers a 36 Italian SBs sample during the 2012-2013 and the data source is Bankscope [4]. Four 
SBs were not included due to lacks of data. We have 20 SBs part of a bank group (representing the 55% of the 
sample) and 16 stand-alone SBs (45%). In the first part of the analysis, we evaluate the efficiency of SBs as per 
the Tone [38] SBM model while in the second part we compare the performances of the 20 SBs part of a bank 
group with the performances of 16 stand-alone SBs via policy evaluation tools. Table 1 provides the variables 
descriptive statistics.  

Variables Type 2012 Min Max Std. Dev. 2013 Min  Max Std. Dev. 
Total Assets Input 799,70 49.322,00 10249,91 709,70 50.162,70 9740 

Operating Expenses Input 17,20 1.187,40 237,193 19,80 1.009,90 195,1604 
Impaired Loans Input 45,70 3.141,00 815,513 60,90 3.895,00 1062,465 

Loans Output 703,40 35.128,10 7082,896 639,10 36.391,90 6844,524 
Pre-tax Profit Output -205,10 163,20 50,3527 -2.205,80 251,90 380,1767 

Customer Deposits Output 410,50 22.018,80 4241,049 482,40 23.251,80 4396,648 

Table 1 The 2012 and 2013 Data in Mln. of € – Source: Bankscope - Bureau Van Dijk (2015) 

The most used approach in banking efficiency measurement is the intermediation approach as per [36], which 
considers the bank as intermediators by transforming the production factors into outputs. The alternative 
approach is the production approach that uses traditional factors of production such as capital and labour to 
produce the number of accounts of loan and deposit services. In a mix-approach, deposits are likely to be take 
into account as both inputs and outputs. Referring to the banking sector, Anouze [2] presented a table showing 
that the intermediation approach is the most applied approach while the mix-approach represents 1/5 of the 
studies. The chosen variables able to measure the relative efficiency of the Italian SBs lies within the mix 
approach and the intermediation one. Total assets, operating expenses and impaired loans are inputs variables. 
Total assets is a proxy for the bank size, operating expenses (sum of personnel other operating expenses) 
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represents the labour input. Although many take it into the NPLs, we chose to refer to Impaired Loans as a risk 
proxy as in [33] that need, in any case, a reduction and envelops the potential risks that are likely to hit the banks 
and the stakeholders. With reference to the outputs side we chose the total loans, customer deposits (considered 
by many as an input and by other as an output) and pre-tax profits. The deposit variable is widely used as input 
or output as per [40] with a prevalence for an outputs consideration as in our case, and the pre-tax profits output 
variable is able to encompass both traditional operational and extraordinary activities that may, economically, 
impacts on financial statements.  

To measure efficiency we use DEA as in [5], a non-parametric technique in a SBM as per the Tone [41] version; 
hence, t multiplies all the variables. The linear program is the following: 

min
𝑡𝑡,𝜆𝜆,𝑆𝑆,𝑍𝑍

𝜏𝜏 = 𝑡𝑡 − 𝑃𝑃𝑐𝑐𝑍𝑍

𝑡𝑡 + 𝑃𝑃𝑦𝑦𝑆𝑆 = 1
𝑥𝑥0 = 𝑋𝑋𝑋𝑋 + 𝑍𝑍
𝑦𝑦0 = 𝑌𝑌𝑋𝑋 − 𝑆𝑆

𝑋𝑋 ≥ 0, 𝑆𝑆 ≥ 0, 𝑧𝑧 ≥ 0

 (1) 

where 𝑥𝑥0 is the vector (3x1) of actual inputs under evaluation, 𝑋𝑋 is the costs matrix (3 x 72) of banks sample (36 
times 2 years), 𝑍𝑍 is the vector (3 x 1) for inputs excesses, 𝑦𝑦0 is the vector (3 x 1) of firms outputs under 
evaluation, 𝑌𝑌 is the matrix (3 x 72) with the outputs of all the firms sample, 𝑆𝑆 is the vector (3 x 1) with the output 
slacks, 𝑋𝑋 is the vector (72 x 1) of intensity and 𝑃𝑃𝑐𝑐 and 𝑃𝑃𝑦𝑦 are the vectors (1 x 3) that contains weights.  

The result of the linear program solution (1) is τ, the relative efficiency of the Bank, where (1 - τ) is Technical 
Inefficiency: the averaged distance from the Constant Returns to Scale frontier, it includes both Managerial and 
Scale Inefficiency. The first depends directly on the management while the second is due to the dimension of the 
Bank. The SB is efficient and has an optimal dimension τ = 1. By changing the specification of the problem (1) it 
allows the measure of Managerial Efficiency 𝜏𝜏𝑉𝑉𝑉𝑉𝑆𝑆 (adding eλ = t to the program) (1) as suggested by [5] and 
Scale Inefficiency (𝜏𝜏vrs −  𝜏𝜏). The Managerial Inefficiency (1 - 𝜏𝜏vrs ) is due to the management, being the 
averaged distance from the Variable Returns to Scale frontier. The Scale Inefficiency is due to the dimension, so 
generally in the short run the management does not have enough discretion to fill this gap.  

Uncovering the effects of being part of a group on efficiency is arduous because of the merge of a bank does not 
happens randomly. In order to evaluate this kind of influence, we perform an impact evaluation considering SBs 
part of a group as the “treatment” variable.  Our check relies on a set of banking sector ratios measures such as, 
Impaired Loans to Gross Loans [33], Loans to Customer Deposits [42] and [1], and Interest Income on Loans to 
Average Gross Loans [23]. Moreover, we add the Cost to Income Ratio [9], [27] and [30]) and the Tier 1 
Regulatory Capital [31] and [11]. The last two ratios are significant because of their being a proxy for cost 
efficiency and a benchmark for the operational efficiency while a high Tier 1 shown by banks during the 
subprime crisis led to higher returns; hence to a substantial resilience. 

To address self-selection bias (heterogeneity in treatment propensity that relates to the variables of outcomes), 
we refer to the PS Matching as per Rosenbaum and Rubin [34]: 

𝑃𝑃(𝑋𝑋) =  Pr(𝐷𝐷 = 1|𝑋𝑋) = 𝐸𝐸(𝐷𝐷|𝑋𝑋) (2) 

where 𝑃𝑃(𝑋𝑋) is the PS: the conditional probability of receiving the treatment that in our case is being part of 
group)(𝐷𝐷 = 1) given certain characteristics (𝑋𝑋). The variables taken in to account for the PS estimates (𝑋𝑋) are 
the above-mentioned ratios. Taking the PS, the results of the Average Effect of Treatment on Treated (ATT) is 
the estimation of the Becker-Ichino [10] as follows:  

𝐴𝐴𝐴𝐴𝐴𝐴 =  𝐸𝐸𝑃𝑃(𝑋𝑋)|𝐷𝐷=1{𝐸𝐸[𝑌𝑌(1)|𝐷𝐷 = 1,𝑃𝑃(𝑋𝑋)] − 𝐸𝐸[𝑌𝑌(0)|𝐷𝐷 = 0,𝑃𝑃(𝑋𝑋)]} (3) 

where Y (0) is the performance (efficiency) of non-treated and Y (1) is the performance of treated, with the same 
PS P(X). To derive(3), given(2), we need two hypothesis: the Balancing Hypothesis and Unconfoundedness 
Hypothesis. The Balancing Hypothesis states that observations with the same PS (P(X)) must have the same 
distribution of observable and unobservable characteristics (X), independent of treatment status (D): 

D ⊥ X |  P(X) (4) 

The Unconfoundedness Hypothesis says that the assignment to treatment is unconfounded given the PS: 

Y(0), Y(1) ⊥ X |  P(X) (5) 

with 𝑌𝑌(0) and 𝑌𝑌(1) representing the potential outcomes in the two counterfactual situations of non-treatment 
and treatment. In our case, the Technical Efficiency and the Managerial Efficiency outcome are the measure of 
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(1). As robustness checks, to estimate ATT, we use four matching methods: Stratification as per Rosenbaum and 
Rubin [34], Nearest Neighbour as per Rubin [35], Radius as per Dehejia and Wahba, [17] and Kernel [25]. 

4 Italian SBs efficiency results and Group versus Stand-alone 
The figure 1 highlights the level of the SBM relative efficiency of the SBs part of a group and the stand-alone. 

 
Figure 1 Efficiency of Italian SBs over the 2012 – 2013 period 

The figure 2 and table 3 show the Technical Efficiency and inefficiency decomposition. With reference to 
Technical Efficiency, the stand-alone SBs are experiencing the worst performance while an insight into the 
inefficiency decomposition clarifies that difficulties are mainly due to managerial inefficiency. In terms of 
inefficiency the dimensions (Scale) of the stand-alone SBs allows for a better performance. 

 
Figure 2 The Technical efficiency and Inefficiencies of Italian SBs over the combined 2012 – 2013 period 

SBs efficiency decomposition Technical Efficiency  Managerial inefficiency Scale Inefficiency 

Part of a group 0,359470231  0,495401225 0,145128544 

Stand-alone     0,319707487 0,55351431 0,126778201 

Table 2 The SBs efficiency decomposition over the 2012-2013 period  

The figure 3 refers to the slacks issues. The SBs part of group outperform respect the others when considering 
Loans and Customer deposit while the stand-alone SBs outperform with respect to the pre-tax profit and total 
asset.  

 
Figure 3 The Slacks (refers to the whole 2012 – 2013 period)  

Yet we face the first self-selection problem: the performance difference is due to the Groups policies or to the 
self stand-alone performance? A merger or a takeover is never a casualty. Hence, we choose to compare the last 
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performances by controlling for a set of variables using the PS Matching approach. Having estimated the PS and 
following the Becker-Ichino [10] algorithm, we detect the ATT, where the treatment is to be part of a group. As 
table 3 shows, although the ATT is slightly positive but not particularly significant revealing that the economic 
side controls shows no significant differences between the 20 SBs part of a bank group and the 16 stand-alone. 
 

Method Technical Efficiency Managerial Efficiency 
 ATT Std. Err. 95% Conf. Interval ATT Std. Err. 95% Conf. Interval 
Stratification 0,167 0,132 0,196 0,377 0,271 0,144 0,068 0,616 
Nearest neighbour 0,152 0,097 -0,053 0,315 0,286 0,146 -0,147 0,473 
Radius 0,089 0,090 -0,076 0,271 0,114 0,089 -0,040 0,293 
Kernel 0,123 0,106 -0,087 0,271 0,176 0,136 -0,204 0,342 

Table 3 The ATT Results, Table 3 Stand-alone (0) vs Group (1) - Bootstrap statistics100 replications 

5 Conclusions 
Our study shows the level of relative efficiency of Italian SBs and when consider their belonging to a group or 
not we observe no significant differences. However, with reference to Technical Efficiency the stand-alone SBs 
are experiencing the worst performance while after an insight into inefficiency decomposition it becomes clear 
that difficulties are due to managerial inefficiency. In addition, via policy evaluation tools, we find no relevant 
dichotomies among SBs belonging to groups with those not part of it. It is important to consider that the driver 
that leads to the dismissal of power from local influencing policy-maker politicians’ people, which leads the 
Foundations that formally owns the SBs, usually (in the Italian framework), is the results of a financial scandal. 
According to the mentioned results, statuses are in line with real circumstances such as the Italian Law Decree 
2183/2015 - the first application of the bail-in rules, even before the European Bank Recovery and Resolution 
Directive. Indeed, given the fact that ATT reveals no great differences, currently SBs seems to belong to a bank 
group or not on the base of their previous financial conditions or because of financial crime scandals that are 
always exceptional and not ordinary events. Not only a common bad management behaviour drives merger and 
takeovers but, actually, unrevealed and covered financial crimes, concretely, comparable to exogenous and 
unpredictable shocks. This is also an indirect confirmation that the mergers and takeovers of last 10/12 by large 
bank groups were, mainly, hiding rescue actions (widely known in Italy), being illogical the fact that the loss of 
independency by local political influencers and business groups was due only to low management standards. 
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Are remittances important for the aggregate consumption 

growth? 
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Abstract. Remittances, though often overlooked, can be an important source of in-

come and thus an important determinant of consumption function even at the aggre-

gate level. It is evident that the importance of remittances for the receiving economy 

is given not only by the relative amount of emigrants, but also by its economic level. 

However, the most important factor is the share of remittances on the aggregate in-

come of the receiving country. The aim of this study is to analyze the growth of the 

aggregate consumption in terms of remittance flows. 

To achieve this objective, there is primarily used panel data regression. To avoid 

great differences in economic conditions across the countries with high share of re-

mittances on their national income, the regression was driven on chosen Asian econ-

omies only. The results confirm the statistical significance of the growth of remit-

tances on the aggregate consumption growth in panel regression, the same result was 

obtained from the simple regression with robust estimations. These findings concur-

rently support the idea that remittance flows should be more considered. 

Keywords: remittances, consumption, Asian economics. 

JEL Classification: E21, F24 

AMS Classification: 91B42 

1 Introduction 

Remittances are usually defined as income received by family members abroad. Though it doesn’t have to in-

clude just family members itself, it is still the most common example. But the really important thing here is the 

income nature of remittances. There is no doubt in professional economic circles that income is the key determi-

nant of consumption function for a simple household as well as at aggregate level. But income itself it’s not or at 

least it doesn’t have to be homogenous, which also implies that different sources of household financial budget 

may also influence consumption spending differently. By dividing income into few smaller and more uniform 

parts and by studying this pieces of household budget separately we can possibly find new relationships and 

patterns and thus to significantly enrich our knowledge of consumer behavior. And this is exactly, what this 

paper is about. Particularly the aim of this study is to analyze the growth of the aggregate consumption in terms 

of remittance flows. 

When we analyze the macroeconomic aspects of received remittances, there are some factors determining the 

importance or rather their potential to significantly influence aggregate consumption spending. But all of these 

factors like relative amount of emigrants (relative to country’s population) or economic level of considered coun-

try lead to one thing - the share of remittances on the aggregate income of the receiving country. If the share is 

not high enough, the possibly found pattern may be very interesting and breathtaking, but still couldn’t make any 

significant changes in aggregate consumption behavior. That’s why we choose only countries with this share of 

about 10 % and more. In further regression analysis we focus only on Asian economies just to incorporate their 

specific macroeconomics characteristics and to enable us to better compare results from individual regressions.   

When we mention economies with high share of received remittances on their national income, it’s not sur-

prising that we talk mainly about developing countries. For the huge remittances inflows relative to their gross 

domestic product (GDP) it can be expected that also their effect on the characteristics of income or consumption 

behavior of local households is enormous, even at aggregate level. This logical assumption is then confirmed by 

many empirical studies. Of those which aim was to analyze the impact of this type of international transfers on 

income we can mention for example publications dealing with particular countries such as Hobbs and Jameson 

[5], who deal with the influence of remittances on the distribution of income and poverty in Nicaragua, Lázaro et 
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al [8], who analyze the same issue using data from Bolivia or more general study of Koechlin and Gianmarco 

[7], where authors prove a clear link between international remittances and income inequality using analyzes of 

panel data from 78 countries worldwide. Further it can be mentioned Gibson, Mc Kenzie and Stillman [4], who 

provide another complex view of impact of emigration and remittance flows on income and poverty in develop-

ing world discussing primarily difficulties in estimating those effects. The influence of remittances directly on 

consumption or other characteristics of consumer behavior is then a major goal of papers like Incaltarau Maha 

[6] analyzing so for Romania's macroeconomic environment, Yousafzai [9] or Ahmad, Kahn and Atif [1] dis-

cussing the same problem on the example of Pakistan or Zhu [10] for the data representing the rural areas of 

China, all finally prove the expected influence (weaker or stronger) of remittances on consumption characteris-

tics. Gallegos and Mora [3] then come up with the long term relationship between remittances, consumption and 

human development in Mexico. Again, we can mention studies with a range far wider (international), which may 

be, for example, analysis of panel data of Combes and Sebek [2], which, among other things, points to the fact 

that the inflow of remittances significantly reduces consumer instability. 

All of those studies mentioned above show and prove how remittances can influence aggregate consumption 

spending (and income distribution). The main goal of this paper is then to bring another little contribution to this 

field of knowledge doing so for environment of Asian developing world. 

The paper is organized as follows. The data description and the model are introduced in Section 2. The esti-

mation results are presented in Section 3. Section 4 concludes. 

2 The model 

2.1 The data 

We have tested the significance of remittances on the consumption growth of the yearly data of Armenia (1996-

2014), Bangladesh (1996-2014), Georgia (1997-2014), Jordan (1996-2014), Kyrgyz Republic (1996-2014), 

Nepal (1996-2014), Pakistan (1996-2014), Philippines (1996-2014), and Sri Lanka (1996-2010). These countries 

were chosen according to their high share of remittance inflow to the country on GDP and the availability of the 

data. The share of remittances on GDP expressed in real prices together with the estimated mean value could be 

seen in Figure 1.
3
 

 

 Figure 1 The share of remittances on GDP and its mean value (expressed in real prices) across countries 

The data were downloaded from the World bank database. Because of the non-stationarity the data were 

transformed into their growth rates. All time series used for regression together with the plot of share of con-

sumption on GDP is presented in Figure 3 – 6 in Appendix. 
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 In some cases (for example Kyrgyz Republic) the share of remittances on GDP was quite close to zero in the 

first years of observations, but its mean value is still relatively high, so even these countries are still suitable for 

our analysis.  
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The regression is based on following time series data: 

 growth of cpi (growth_cpi) – the time series was counted as an annual growth rate of the Consumer price 

index (expressed to the baseline 2010 = 100);  

 growth of consumption (growth_c) – the household final consumption expenditure (current US$) were firstly 

expressed in real prices of year 2010 dividing by consumer price index (expressed to the baseline 2010 = 

100), than the annual growth was counted; 

 growth of GDP (growth_gdp) – the annual growth of real GDP was counted from GDP (current US$) divid-

ed by consumer price index (expressed to the baseline 2010 = 100); 

 growth of remittances (growth_remittances) – the annual growth of received personal remittances (current 

US$) divided by consumer price index
4
 (expressed to the baseline 2010 = 100). 

The regression was also controlled for the influence from the changes in short term interest rate, the rate of 

unemployment and the lagged values of all explanatory variables, however their presence in the model was re-

jected on the 10% level of significance. As for the unemployment rate, this result was quite expected. It is no 

secret that there is a strong interdependence of unemployment and development of GDP. Thanks to this correla-

tion it was highly probable that the rate of explained variability in the model would not be significantly increased 

by adding the unemployment rate. Yet even this step was tested just to be sure, as well as the inclusion of lagged 

variables which influence was also not expected due to the annual nature of data. In other words, even the delay 

of one year is probably too much for a consumption function. Short-term interest rate surely should have an 

impact on the development of household consumption, but this "interest rate channel" is primarily significant in 

advanced economies. That’s why we attribute the statistical insignificance of the interest rate in our model to the 

developing nature of the selected countries and thus not fully developed market mechanisms.     

2.2 The model   

The consumption growth expressed in real prices together with its estimated mean value in initial countries could 

be seen in Figure 2. We can see that the mean value as well as the variance of the growth rate of consumption 

differs across the countries, thus the estimation by panel regression was done.  

 

Figure 2 Consumption growth and its mean value across countries 

                                                           
4
 At first it is necessary to convert indicators of consumption and remittances from nominal to real values deflat-

ing by the CPI. First, the meaning of this work is to observe the impact of remittances on real household con-

sumption, hence its explanatory variable must be in real terms and secondly there is already contained a devel-

opment of a price level (through CPI) in remittances in nominal terms, therefore when we include CPI itself 

among the regressors, it is necessary to deflate the indicator of remittances, otherwise the development of CPI is 

included twice among the explanatory variables. 
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Hausmann test rejected the fixed-effect in panel regression on the 5% level of significance, hence the random 

effects were considered:  

RE

it

RE

ititititit ucpigrowthsremittancegrowthgdpgrowthcgrowth   ____ 3210

(1) 

3210 ,,,  are model parameters, 
RE

itu  the between-entity error and 
RE

it  within-entity error. Breusch-

Pagan Lagrange multiplier test did not reject at 5% level of significance the hypothesis that variances across 

countries are zero, thus the simple ordinary least square regression (OLS) was done.  

OLS

ititititit cpigrowthsremittancegrowthgdpgrowthcgrowth   ____ 3210         (2) 

OLS

it  is the error term from OLS regression. The residuals from the OLS model were not autocorrelated but the 

homoscedasticity was at the 5% level of significance rejected, hence the robust estimations were used.  

3 Estimation results 

The estimation results are presented in Table 1 (the parameter estimations are in bold, under the parameter esti-

mations there are standard deviations, the p-value is presented in the braclets). However the random effects in 

panel regression were rejected, we are presented also the estimations from panel regression for comparison only. 

We can see that the results are quite stable and the new estimations of standard errors are similar.  

 

Variable Random-effects 

GLS regression 

OLS regression 

growth_gdp 0.968 0.968 

 0.041 0.054 

 (0.000) (0.000) 

growth_remittances 0.028 0.028 

 0.006 0.005 

 (0.000) (0.000) 

growth_cpi 0.172 0.172 

 0.097 0.093 

 (0.076) (0.066) 

const. -0.016 -0.016 

 0.008 0.007 

 (0.045) (0.027) 

Number of observations 157 157 

R
2
  0.796 

Adjusted R
2
  0.792 

Table 1 Estimation results 

The estimation results confirmed at 5% level of singificance the statistical significance of the growth rate of 

GDP and remittances in the model. The high value of the parameter by GDP growth signalizes the high sensitivi-

ty of the consumption growth on the growth of GDP (the increse of GDP growth per one percent point is connec-

ted with the increase of consumption growth of 0.968 percent point ceteris paribus). Considering that all coun-

tires from the panel are developing countries and the short term interest rate in the model was not significant and 

hence dropped from the regression, the high value of this parameter only confirms that in these countries the 

immediate consumption is mainly prefered to savings. This is perfectly in line with the significance of the 

growth of remittances in the model. However the estimation of parameter of the growth of remittances is only 

0.028, its significance prooved the importance of remittances’ inflow into these countries and its direct contribu-

tion to the consumption growth.  

The statistical significance of the inflation (growth of cpi) was confirmed on the 10% level of significance. 

The positive value of the parameter estimation (0.172) is in accordance with the expected impact of the inflation, 

e.g. that with the increasing price level consumers rather prefer immediate consumption to savings.    
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4 Conclusion 

The aim of this study was to verify the initial hypothesis that international remittances have an impact on aggre-

gate consumption of households using a growth model. This assumption has been actually confirmed in the re-

gression model for environment of Asia described above. As mentioned in the introduction, from the perspective 

of macroeconomic impacts it does not make much sense to examine the impact of the inflow of remittances in 

countries where these flows aren’t sufficiently large relative to the production output of the recipient country. 

That’s why the model was driven only on Asian countries with high share of remittances on their GDP, which de 

facto represents the developing economies. It is necessary to take into account that this fact substantially influ-

ences the explanatory ability of the model itself. 

The results are not fully general, but valid only for specific economic environment, where international trans-

fers like these play an significant role. First, in developing world remittances are often an important part of 

household income and through consumption spending they can regularly increase GDP of the economy and so to 

contribute to real economic convergence. In some case where remittances are also used for investment and sav-

ings (which leads to increase in capital) this effect of long term economics growth and development is even 

raised to power. But it doesn’t have to be the rule. If receiving household gets used to this transfers to much, it 

can lower its nature need to procure the resources itself. In other words, it can lower their labor supply. Another 

problem lies in potential real appreciation of country’s currency, when inflows of remittances are too high. For 

export oriented economies, which developing countries usually are, this effect could be very dangerous. All of 

these aspects could be an important and interesting topic for the further scientific research. 

In the end it is useful to emphasize the fact, that despite the arguable effect of remittances on economy in 

long term, there is no doubt, that in short term it reduces poverty significantly. And because this happens mainly 

through consumption spending (most of remittances received are spend for necessary goods), it is essential to 

explore this impact channel at the first place. The significance of remittances on consumption growth in this 

developing world is now confirmed, but the question of its precise nature and deeper understanding of patterns 

that stand behind, still remains open a thus a potential motive for extension of this work. 
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Appendix 

 

Figure 3 Remittances growth and its mean value 

across countries 

 

Figure 5 CPI growth and its mean value across 

countries 

 
 

Figure 4 GDP growth and its mean value across 

countries 

 

Figure 6 The ratio of consumption on GDP and its 

mean value across countries 
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Semantic Model of Organizational Project Structure 
Jan Bartoška1 

Abstract. The article discusses the use of semantic networks and Analytic Network 
Process (ANP) methods for quantifying a “soft” project structure. International 
standards of project management describe and set organizational, process and 
knowledge areas of project management for common practice, which can be 
designated as the so-called soft project structure. Although the prioritization of 
project roles in communication or project documentation in project management is a 
key to the success of a project, a unique approach to quantify the soft structure of a 
project has not yet been introduced. The semantic networks can be used in project 
management to illustrate and quantify links between internal and external objects of 
an environment of a project. Using the ANP method, it is possible to quantify 
elements even in a soft project structure, i.e. e.g. project roles, project 
documentation, and project constraints. The author of the paper loosely follows 
previous research in the application of semantic networks in the case of soft 
structures. This article aims to propose a procedure for displaying and quantifying 
the soft structure of a project. 

Keywords: Project Management, Semantic Networks, Stakeholder Management, 
Analytic Network Process. 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
Project management is a collection of many professional disciplines and skills when, besides traditional 
quantitative approach, qualitative approach which is the content of international standards is gaining on 
importance. International standards of project management, i.e. PMBOK® Guide [9], PRINCE2 [6], ISO 
21500:2012 [3] and IPMA ICB [1] describe a common practice to set organizational, instrumentation, process 
and knowledge management aspects of a project, giving rise to the so-called "soft" structure of the project, i.e. a 
partially ordered set of documents, roles, workflows and tools with variable influence of internal and external 
environment of the project. Although the prioritization of project roles in communication and project 
documentation in project management is a key for the success of the project, a unique approach to quantifying 
the "soft" structure of the project has not yet been introduced. "Soft" structures of the project are usually just 
displayed in the form of knowledge maps or semantic networks. For potential quantification it is appropriate to 
focus particularly on the use of semantic networks. 

Semantic networks are conventionally utilized in ICT, especially in developing and maintaining software and 
web applications, e.g., Kim et al. [4] uses a semantic model for viewing and extracting structure tags for creating 
and managing web sites, or Zhu and Li [18] focus on developing a semantic approach in IT for the resolution of 
an application and contextual level. The use of semantic networks can lead to the improvement of the systems 
studied, such an example is a case study in the field of IT by Shing-Han, Shi-Ming, David and Jui-Chang [15]. 
Semantic networks are also used for expressing the relationships between users of information systems and 
content web servers, where significance quantification of elements is subsequently conducted with the help of 
the PageRank method [7]. In a similar manner, but using the ANP method (Analytic Network Process) [13], it is 
possible to quantify the elements of the "soft" project structure, i.e. e.g. project roles, project documentation and 
project constraints. 

The use of semantic networks in project management is not yet prevalent. For the environment of IT project 
models, Schatten [14] proposes semantic social networks for the extraction and transfer of knowledge within the 
project team and stakeholders of the project. Whereas Williams [17] uses a semantic network for the display and 
analysis of success factors in the structure of mutual expectations and limitations of the project stakeholders. 
While El-Gohary, Osman and El-Diraby [2] for example indicate that insufficient or inadequate stakeholders' 
involvement in the management of projects, programs and portfolios is the main reason for failure, and they 
further propose the semantic model as a tool to visualize and manage relationships and knowledge towards 
stakeholders in a multi-project environment. Following the example of their use in IT, it is therefore appropriate 

                                                           
1Czech University of Life Sciences in Prague, Department of Systems Engineering, Kamýcká 129, Prague, Czech Republic, 
email: bartoska@pef.czu.cz 
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to continue developing semantic models to meet the needs of project management, i.e. a management structure 
of roles, documentation, and knowledge constraints in a project. 

This article aims to propose a procedure for displaying and quantifying the soft structure of the project. The 
specific outcome of the article will be the draft of the general structure of project management according to 
international standards, using the semantic network, its quantification by means of the ANP method and a 
subsequent interpretation of feedback to project management practice.  

2 Materials and methods 

2.1 Project Management Institute – PMBOK® Guide 

Project Management Institute (PMI) ranks among the largest non-profit associations in the world, dealing with 
project management. The association was founded in the United States in 1969. Since the 80s of the 20th 
century, in a broad discussion among experts and professional public, it has been developing a standard entitled 
"A Guide to the Project Management Body of Knowledge" (PMBOK® Guide). Since its fourth version, the 
PMBOK® Guide has been recognized as the standard of the Institute of Electrical and Electronics Engineers 
(IEEE) in the USA. 

The PMBOK® Guide [9] is process-oriented and in its knowledge areas it presents the set of qualitative (e.g. 
team management, team motivation, etc.) or quantitative approaches (e.g. CPM, EVM, etc.) necessary for project 
management. The PMBOK® Guide is divided into four parts: introduction (18 pages), environment and project 
life cycle (28 pages), project management processes (16 pages), knowledge areas (353 pages).The standard 
defines five process groups (47 in total) for project management and their direct link to the fields of knowledge, 
10 in total. Knowledge areas of project management for the PMBOK® Guide are the following[9]: Project 
Integration Management; Project Scope Management; Project Time Management; Project Cost Management; 
Project Quality Management; Project Human Resource Management; Project Communications Management; 
Project Risk Management; Project Procurement Management; Project Stakeholder Management. Knowledge 
areas of the PMBOK® Guide standard [9] represent the substantive content of the project lifecycle processes. 
The standard thus dissolves project management into atomic transformations where the entry is secured, 
necessary tasks (expert, professional, managerial, etc.) are performed and output is created. Outputs from one 
process become inputs of the second. 

2.2 PRINCE2 – Projects in Controlled Environments 

International project management methodology PRINCE2 originated at Simpact Systems Ltd. in 1975 as a 
methodology of PROMPT projects management. In 1979, the UK government has accepted PROMPT II 
methodology as the official methodology for managing IT projects in public administration. In 1989, the 
methodology was expanded and published under the new name PRINCE - "Projects in Controlled 
Environments''. In 1996, based on the results of international studies in project management (with the 
participation of more than 120 organizations from around the world), the methodology was developed and 
released again in the second version as PRINCE2. Although the methodology has since undergone a series of 
amendments, the name has remained unchanged. For a long time, the owner of the methodology was the UK 
government (Office of Government Commerce). At present, it is again in the hands of a private company 
(Axelos Ltd.). 

Using the topics [6], the methodology indirectly defines its own knowledge areas, i.e. the areas to be 
managed across processes, with the help of specific expertise and with a specific goal. The topics of PRINCE2 
methodology are as follows [6]: Business Case; Organization; Quality; Plans; Risk; Change; Progress. The 
seven processes which PRINCE2 methodology provides describe the life cycle of a project from the position of 
roles and responsibilities. All seven PRINCE2 processes can be continuously connected. The linkage shows a 
full sequence of operations from start to finish of the entire project life cycle. According to PRINCE2, the life 
cycle processes of the project are as follows [6]: Starting up a Project; Directing a Project; Initiating a Project; 
Controlling a Stage; Managing Product Delivery; Managing and Stage Boundary; Closing a Project. PRINCE2 
methodology processes [6] are based on the interaction of project roles and stakeholders in the organizational 
structure of the project. Project roles and roles of stakeholders in PRINCE2 are as follows [6]: Steering 
Committee; Sponsor; Senior User; Senior Supplier; Project Manager; Team Manager; Change Authority; 
Project Support; Project Assurance. 
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2.3 Semantic model 

A semantic model consists of a semantic network that Mařík et al. [5] define as "natural graph representation", 
where each node of a graph corresponds to a specific object and each edge corresponds to a binary relation. 
Mařík et al. [5] further state that "semantic networks can conveniently express the relations of set inclusion and 
membership in a set, and unique as well as general terms can be represented there". Semantic networks emerged 
at the end of the 60s of the 20th century. The term "semantic network" was for the first time used by Quillian 
[10] in his dissertation on the representation of English words. According to Sow [16], semantic networks are 
used for their ability to provide an easy-to-use system of information representation. The semantic networks are 
suitable for displaying and expressing vast information resources, management structures and processes. 

2.4 Analytic Network Process (ANP) 

The ANP (Analytic Network Process) method is the generalization of the AHP (Analytical Hierarchy Process) 
method. The ANP model reflects and explores the increasing complexity of network structure, where the 
network is made up of different groups of elements. Each group (cluster) comprises a homogeneous set of 
elements. Linkages can exist among clusters as well as among the elements. In the ANP model the hierarchy 12], 
[13] is removed.  

 

Figure 1 The structure of elements and clusters in ANP model  

The benefit of the ANP method is the ability to express different preferences of links between elements and 
clusters. To express preferences the method of pair comparison is used. Preferences always occur precisely in 
assessing the importance of the two elements in terms of the element which refers to them - there rises a question 
"which of the elements is more important, and by how much". The resulting values for the sub-clusters are then 
combined into a super matrix where the normalisation of columns is performed [12], [13]. 

 W =
C� C� … C�C�C�⋮C� 	W�� W�� … W�
W�� W�� ⋯ W�
⋮ ⋮ ⋱ ⋮W
� W
� … W



 (1) 

Where each block of the super matrix consists of: 

 W�� = 	w�� w�� … w�
w�� w�� ⋯ w�
⋮ ⋮ ⋱ ⋮w
� w
� … w


 (2) 

Under condition: 

 �w�� = 1, j ∈ 〈1, n〉

�  (3) 

For a weighted super matrix (1) for which the relation (3) is valid, a calculation to obtain limit weights of the 
elements can be performed. The calculation is performed by squaring the weighted super matrix to a sufficiently 
large number. Since the super matrix has NxN size, the squaring is always feasible in a trivial manner (matrix 
multiplication).The result is the approximation of the weighted matrix to the limit matrix. Limit scales can be 
found in any column of the super matrix. The limit weight of each element expresses the strength of the effect on 
the overall structure of elements, i.e. it answers the question of how strongly an element affects the other 
elements [12], [13]. 
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3 Results and Discussion 

3.1 Semantic Model of Organizational Project Structure  

The Semantic Model of Organizational Project Structure [5] which would be based on the definitions and 
procedures of international project management standards can be viewed with the help of individual project 
roles, processes, management practices, parameters (constraints) and documentation. The Organizational Project 
Structure is comprised of the clusters: Project Roles, Project Constraint, Process Groups, Knowledge Area, and 
Project Documentation. 

 

Figure 2 Semantic Model of Project Structure in the ANP model 

The representation of the project management structure in the form of a semantic network in the form of 
Project Roles, Knowledge Areas, Constraints and Project Documentation is based on the processes of a project 
life cycle. In the process of the project life cycle, the roles are an active part, procedures a substantive part and 
documentation an input and output level. The processes define and present in detail both major international 
standards, PMBOK® Guide [9] and PRINCE2 [6]. The semantic network in Figure2 displays an aggregated view 
of the project structure in the form of clusters. The roles are interested in parameters (their value); they use 
management practices (Knowledge Areas) and generate documentation. Parameters (project constraints) define 
the scope and manner of procedures for the management of the project and the content and complexity of 
documentation. The documentation, which captures changes in a project, retroactively updates parameters and is 
a tool in sub-management practices. Clusters and their relations can be further processed in detail in sub-
semantic networks. For example, the cluster of project documentation will look as follows:  

 

Figure 3 Semantic Model of Project Documentation in the ANP model 

 

3.2 Semantic model quantification of the project structure 

The semantic model quantification of the project structure can be performed by the ANP method. The advantage 
of this method is the possibility of bias preferences among elements. For example, with the help of the Saaty 
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scale [13], the addressed roles of the project can differentiate their different attitude toward documentation. 
Creating the calculation of the ANP model (Figure 2) can be performed e.g. in a software tool Super Decisions 
Software 2.2 (http://www.superdecisions.com/). By calculating Calculus Type, a super matrix with limit weights 
can be obtained. The resulting weights of the individual elements reflect the influence of the element on the 
structure of the whole model even within individual clusters: 

 

Project Documentation Weight 
in Model 

Weight 
in Cluster 

Weight 
cumulatively 

Population 
cumulatively 

Project Plan 0.09552 0.216 21.6% 5.9% 
Risk Register 0.07752 0.176 39.2% 11.8% 
Stakeholder Register 0.06071 0.138 53.0% 17.6% 
Project Charter 0.04394 0.100 62.9% 23.5% 
Quality Register 0.03036 0.069 69.8% 29.4% 
Work Package(s) 0.02925 0.066 76.4% 35.3% 
Issues List 0.02809 0.064 82.8% 41.2% 
Tasks List 0.02424 0.055 88.3% 47.1% 
Communication Plan 0.0172 0.039 92.2% 52.9% 
Business Case 0.01626 0.037 95.8% 58.8% 
Budget 0.01309 0.030 98.8% 64.7% 
Work Breakdown Structure 0.00369 0.008 99.6% 70.6% 
Report TM 0.00123 0.003 99.9% 76.5% 
Request PB 0.00028 0.000634 99.9864% 82.4% 
Lessons Report 0.00002 0.000045 99.9909% 88.2% 
Report PM 0.00002 0.000045 99.9955% 94.1% 
Request PM 0.00002 0.000045 100% 100.0% 

Table 1 Limit weights of elements in the ANP model  

The resulting weights from Table 1 can be used for example in the case of project documentation to prioritize 
its creation and sharing in the project. The most important element in the cluster is the Project Plan. 

3.3 Interpretation of the results for the semantic model of a project structure 

Elements within the clusters can be assessed in terms of their weights, i.e. their relevance to the project 
management structure. The impact and abundances of elements in the cluster can be further assessed e.g. from 
the perspective of the existence of the Pareto principle [8] where 20% elements (e.g. project documentation) 
have an 80% impact on the management structure of the project within the same cluster: 

 

 

Figure 4 Pareto chart - Interpretation of the results with project documentation 

For the project documentation (Figure 4) the Pareto principle did not occur. However, it can be concluded 
that the first seven documents (41.2%) have an impact on the management structure of the project within their 
cluster from 82.8%. In case of a real project environment of a company, this finding may lead to greater 
efficiency of project management - if, for example, this result is used in communications or management 
responsibilities for prioritizing in the creation and management of project documentation. By differentiating 
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between e.g. significant and less significant project documentation it is possible to achieve the saving of work 
effort and cost of the project - a bureaucratic burden is thus reduced in a project.  

4 Conclusion 
In the article a semantic model was used for expressing general project structure under international standards 
PMBOK® Guide and PRINCE2 where elements of a semantic network represent specific project roles, 
documents, constraints or knowledge areas. Using the ANP method, the quantification of the model was 
achieved. The differentiation of preferences among elements allowed for an additional expression of the general 
model of reality from the current practice (e.g. the relation of the roles and the documents).The outputs of the 
calculation were the limit weights of the elements expressing the influence of the element on the structure of 
project management. The results elicited in the article were further interpreted against the practice, in particular 
the possible use of the Pareto chart was outlined (the search for the Pareto principle).The benefit of the described 
procedure is the ability to prioritize the elements that exist in a project environment and project culture of a 
company, based on their influence in project management. 
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Modification of the EVM by Work Effort  
and Student Syndrome phenomenon 

 
Jan Bartoška1, Petr Kučera2, Tomáš Šubrt3 

Abstract. Any project as a unique sequence of tasks is a subject to the human agent 
impact. This article aims to analyze the design and use of nonlinear modification of 
BCWS (Budgeted Cost for Work Scheduled) parameter within EVM (Earned Value 
Management) for monitoring project planned progress respecting human factor im-
pact on the actual work effort. Duration of project activities is very often measured 
by the EVM tools, where the BCWS is a key parameter. Because BCWS is derived 
from the work effort in a project, work effort has a hidden influence on EVM. Con-
sequently, in the real world of human resources, the BCWS is not usually linear. To 
express the BCWS parameters, Non-Linear mathematical models are used in this 
paper, describing the course of different work contours incorporating the Student 
Syndrome phenomenon. The human agent impact is apparent especially in the work 
contours of the resources allocated to the project. At the same time, the human agent 
impact manifests itself in the form of the Student Syndrome phenomenon. Hence, 
planning and progress of the project is burdened by the variability of the resources 
work effort affected by both different work contours and the Student Syndrome phe-
nomenon. The article builds on the previous work of the authors.  

Key words: Project management, Earned Value Analysis, Non-Linear mathematical 
model, Work contour, Work effort. 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
Duration of project activities is very often measured by the EVM tools, where the BCWS is a key parameter. 
Because BCWS is derived from the work effort in a project, work effort has a hidden influence on EVM. Conse-
quently, in the real world of human resources, the BCWS is not usually linear. The human agent impact is appar-
ent especially in the work contours of the resource work. At the same time, the human agent impact manifests 
itself in the form of the Student Syndrome phenomenon. Hence, planning and progress of the project is burdened 
by the variability of the resources work effort affected by both different work contours and the Student Syn-
drome phenomenon. 

Earned Value Management [11, 9 or 5] is based on comparing the Baseline and Actual plan of the project re-
alization. Baseline and Actual plan is determined by the partial work of single resources in the particular project 
activities. Baseline is always based on expected resource work contours and the impact of human agent is usual-
ly not included. The impact of human agent is usually expected only in the actual course of the project. The 
versatility of the human agent in projects can be described also by the first “Parkinson’s first law” [8]. It is natu-
ral for people to distribute work effort irregularly to the whole time sequence which was determined by the dead-
line of the task completion. The questions of “Parkinson’s first law” in project management are further dealt with 
in e.g. [4]. 

Work effort of an allocated resource has very often been researched in projects from the area of information 
technologies and software development, as these projects contain a high level of indefiniteness, and even com-
mon and routine tasks are unique. At the same time, it concerns the area where it is possible to find a great num-
ber of approaches to estimate how work-intensive the project will be or how long the tasks will take, and also 
case studies. The proposal for mathematical apparatus for planning the course of tasks within a case study is 
dealt with for instance in [7], or Barry et al. [1]. The authors Özdamar and Alanya [7] propose a particular pseu-
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do-heuristic approach to estimate the tasks course where the indefiniteness in the project is expressed by fuzzy 
sets. Barry et al. [1] concentrate on the existence and expression of the relation between project duration and 
total effort and in their theoretical starting points they point out the dynamics of the relation between the effort 
and project duration when a self-strengthening loop can be expected. The work effort can be described also using 
system dynamic models as presented e.g. in a study from project management teaching by Svirakova [10]. The 
others who research the project complexity and work effort are for instance Clift and Vandenbosh [3], who point 
out a connection between the length of life cycle and project management structure where a key factor is again a 
human agent. 

The aim of this paper is to propose and analyze an application of a non-linear modification of the BCWS pa-
rameter within EVM for the observation of the planned project duration according to the actual work effort of 
the resource considering at the same time the human resource impact. The paper builds on the previous authors’ 
works. 

2 Materials and methods 

2.1 Student Syndrome phenomenon 

If there is a deadline determined for the completion of a task and a resource is a human agent, the resource 
makes its effort during the activity realization unevenly and with a variable intensity. Delay during activity reali-
zation with human resource participation leads to stress or to tension aimed at the resource or the tension of the 
resource him/herself. The development and growth of the tension evokes the increase in the work effort of the 
human agent allocated as a resource. For more details see previous paper [2]. 

2.2 Mathematical model of the Student Syndrome 

Authors in previous paper [2] propose a mathematical expression of the Student Syndrome. Its brief description 
follows: First, a function expressing the proper Student Syndrome denoted by p1 is introduced. It has three min-
ima p1(t) = 0 in t = 0, t = 0.5, and t = 1; and two maxima: former one close to the begin and latter one close to the 
end of the task realization. Beside this, functions denoted by p2 expressing the resource allocation according to 
single standard work contours of flat, back loaded, front loaded, double peak, bell and turtle are proposed. All 
these functions are in the form of 4th degree polynomial. To express the strength of the Student Syndrome mani-
festation during the realization of a task the rate r of the Student Syndrome is introduced. It acquires values be-
tween 0 and 1 (r = 0 represents a situation when the Student Syndrome does not occur at all and the resource 
keep the work contour exactly; r = 1 means that the Student Syndrome manifests in its all strength and the re-
source absolutely ignore the work contour). As a result, the resource work effort during a real task realization 
can be modeled using function p = rp1+(1–r)p2. For more details see previous paper [2]. 

2.3 Modification of the BCWS by Work Effort 

The EVM extension in the form of BCWS parameter modification for different work contours (turtle, bell, dou-
ble peak, back loaded, front loaded, etc.) which is described below and applied in a case study is based on previ-
ous work of the authors of this paper [2, 6]. 

This approach can be applied when computing the BCWS of an activity in the project. It is computed in the 
classical way using the formula: 

BCWS = %PC . BAC (1) 

where %PC is the percentage of the work planned by the work calendar (planned completion percentage) and 
BAC is Budget at Completion of the project. The share of the whole work effort as a part of task duration re-
quires can be calculated for a single resource as: 

1)(
0

=∫
a

dttp
 

(2) 

Let there are n resources, indexed by 1, 2, …, n, allocated at the task. Let rk, p1k, p2k denotes r, p1, p2 for k-th 
resource. Then the BCWS can be calculated:  
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The resource work effort affects the growth of BCWS. It is not possible to expect uniform increase of BCWS 
in general and in case of all project tasks. In case of changing BCWS, EVM may provide fundamentally different 
results for the assessment of the state and development of the project. 

3 Results and Discussion 
The Student Syndrome phenomenon influences resource work effort, changes the work contour shape and trans-
fers itself into the whole project EVM parameters. The work contours of the resources and the Student Syndrome 
impact may have a significant effect on both the actual and planned course of the project. As far as calculations 
in EVM are based on unrealistically expectations of BCWS, EVM may be unsuccessful. 

3.1 Case Study 

An illustrative fictitious case is described in Table 1. It is an IT project of a small extent. Planned tasks are dif-
ferentiated by the type of work contour and by the human factor impact (Student Syndrome rate). IT projects are 
typical by a higher degree of procrastination, in particular in the last part of the project duration. Analytical work 
at the beginning is usually realized with the active participation of the customer side of the project. 

 
  Student Syndrome Rate Work Contour Start Man-day 
Business Requirements 0.3 Front Loaded 0 5 
End-User Requirements 0.3 Front Loaded 0 7 
Conceptual Design 0.3 Front Loaded 7 5 
Architectural Design 0.3 Front Loaded 7 8 
Database Components 0.5 Back Loaded 13 10 
Code/Logic Components 0.5 Back Loaded 13 17 
GUI Interface Components 0.5 Back Loaded 13 15 
User Acceptance Test 0.5 Back Loaded 30 5 
Performance Test 0.5 Back Loaded 32 6 
Product Release 0.5 Back Loaded 35 5 
      Total Scope 83 

Table 1 Case Study – The Project Plan 

The project is planned for 40 working days. The total scope of the planned work is 83 man-days. As well, the 
project plan (see Figure 1) can be subjected to time analysis by Critical Path Method, etc.), however, this paper 
does not further follow up these results. 

 

 
Figure 1 Case Study – Gantt Chart 
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In case of the first 4 tasks we expect the work accumulation at the beginning and a lower Student Syndrome 
phenomenon impact; therefore these tasks work contour is front loaded (see Figure 2) and the Student Syndrome 
rate value r = 0.3 (see Table 1). The reason may be a higher level of cooperation with stakeholders in the project, 
i.e.e.g. the analysis and collection of information with the participation of the contracting authority and end users 
(the meetings are planned in advance and their terms are fulfilled, which has a positive impact on tasks duration). 
In case of the remaining 6 tasks, it is possible to expect the work accumulation at the end and  a higher impact of 
procrastination; therefore these tasks work is back loaded (see Figure 3) and the value r = 0.5 (see table 1). The 
reason may be more technologically demanding nature of these tasks (programming and expert work). 

 

  
Figure 2 Case Study – a task with front loaded work 

contour and r=0,3 
Figure 3 Case Study – a task with back loaded work 

contour and r=0,5 

The application of the work contour of front loaded at the project beginning leads to a higher work effort rate 
of resources planned. The application of the back loaded work contour and a higher human factor impact causes 
significantly lower work effort rate than planned. The resulting difference may be a reason of EVM failures. 

3.2 Linear and Non-Linear BCWS 

The BCWS curves (formula 3 and Figure 4) bring two parts of information: 1) the area below the curve expresses 
the expended work effort by the resource; 2) the function value determines the fulfilled project extent (e.g. on 
40th day it is 83 man-days). The whole planned work effort course is higher than the identified course comprising 
the task nature and human resource impact. 

 

 
Figure 4 Case Study – difference between Linear and Non-Linear BCWS 

From Figure 4 it can be evidently seen that since 13th day the work is carried out with a lower work effort. 
The overall difference between the Linear BCWS and the Non-Linear BCWS is –39.283 man-days (the difference 
between the areas below the curves). The observed difference is not an absent work in the project extent, but the 
work spent by the resources inefficiently due to the human factor impact. The reason lies in the nature of the 
tasks (back loaded versus front loaded) and the expected human factor impact (Student Syndrome phenomenon). 
Although the extent of the project (83 man-days) is completed through 40th day of duration, the allocated re-
sources do not make the expected work effort to the project during its realization. The original work plan 
for single tasks is primarily based on the assumption of uniform work plan and work effort. When including the 
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Non-Linear course of work plan and work effort, a decline of the work effort occurs. At the same time, this work 
effort decline affects the Earned Value and increases the Actual Costs. What is more, the project completion date 
may be threatened. These conclusions should be subjected in further research. 

3.3 Disillusionment in EVM by Linear BCWS 

Including Actual Cost of Work Performed (ACWS) and the value of the actual work performed (% Work Per-
formed per day) to the case study, the different progression of the values of the Linear BCWS and Non-Linear 
BCWS impacts significantly also other EVM parameters. The assessment of project status and development 
becomes inconsistent. Thus, the value of actual work performed may be affected by the Student Syndrome phe-
nomenon e.g. in the following way (see Figure 5; for each day, an estimate of the work performed in relation to 
the plan is calculated). 

 

 

Figure 5 Case Study – % Work Performed per day 

Further, to illustrate, let us expect that the project is in 30th day of its duration at this moment and the Actual 
Cost of Work Performed development is as follows (Figure 6, indicated in Man-days): 

 

 

Figure 6 Case Study – Actual Cost of Work Performed (ACWP) 

Other derived EVM parameters especially CV% (Cost Variance %) and SV% (Schedule Variance %), ex-
press the relative deviation of the project from its budget or plan (Figure 7 and 8): 
  

  
Figure 7 Case Study – Within using Linear BCWS Figure 8 Case Study – Within using Non-Linear BCWS 
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From Figures 7 and 8 it is apparent that the observed project progress in case of the Linear BCWS values ap-
plication differs completely form the identified progress in case of the Non-Linear BCWS values application. 
When including the human factor impact and various shapes of the work contour for single activities (Non-
Linear BCWS, Figure 8), the project is assessed better at the beginning; however, during the course it often gets 
into a negative misalignment – it is more often in delay or over budget comparing to observing the duration with 
the Linear BCWS values (Figure 7). In case of the Linear BCWS values application the project would be as-
sessed positively too: after the first five days mistakenly significant improvement of the state occurs (further-
more, it seems that from 6th to 9th day the project is ahead of time as the SV% values are greater than 0). The 
project is assessed completely differently. The inclusion of the human factor and work contours leads to discov-
ery of a deeper crisis in the project. 

4 Conclusion 
The article discusses an application of a newly proposed BCWS calculation for monitoring the project duration 
within EVM. As the case study shows, as far as the task nature (work contour) and the human resource impact 
(Student Syndrome phenomenon) is comprised, the planned course of work effort (Non-Linear BCWS) may 
significantly differ from the commonly expected one (Linear BCWS). A possible decline or increase of resources 
work effort, which is not evident in case of the uniform work plan with uniform work effort, may manifest itself 
in an irregular increase or decrease of the Earned Value. This may result in malfunctioning EVM and project 
failure. 

The difference in course between the Linear and Non-Linear BCWS leads within EVM to different conclu-
sions in the assessment of the project status and development. Overmuch positive or negative project assessment 
may result in uneconomic decisions with fatal consequences. With the inclusion of the human factor impact and 
various work contours and the derivation of the Non-Linear BCWS it is possible to obtain a much more accurate 
(though possibly less pleasant) illustration of the project. 
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Equivalent scale and its influence on the evaluation 

of relative welfare of the household 
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Abstract. The quantitative description and income modeling usually employs 

equivalent income values based on the total income of households adjusted in order 

to provide a reasonable comparison of relative welfare of households differing in 

their extent and age structure. Equalized income of the household is perceived as a 

general indicator of economic sources available to each household member and suit-

able to perform comparisons across countries and regions. Unfortunately, there does 

not exist any generally accepted methodology of equivalent income calculation. In 

the presented paper authors discuss equivalent scales which in a different manner in-

corporate adults and children in the households according to their age in order to 

evaluate the number of consumption units. The influence of chosen method on basic 

summary characteristics of equalized incomes and on the chosen indicators of pov-

erty and inequality is demonstrated on the data file from large European sample sur-

vey on incomes and living conditions of households EU-SILC. The paper focuses 

also on dependence of the relative welfare (represented by the scaling using equal-

ized income) on the type of household. In certain types of households we can expect 

relatively strong dependence of the above mentioned characteristics on the type of 

household. 

Keywords: consumption unit, equalized income, poverty and inequality indicators. 
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1 Equivalent scales 

It is obvious that household expenditures grow with each additional household member, but they do not grow 

proportionally. Thanks to the possibility to share some of the expenditures, namely expenditures on housing, 

water and electricity, it is necessary to assign to each household a value (weight) in relation to its requirements. 

These values, so called consumption units, provide a possibility to compute equalized values of incomes which 

comprise income of standardized household or, in the other words, income per one equalized member of house-

hold. The choice of equivalence scale depends on the expected economies of scale in the consumption of house-

hold but also on the priorities assigned to the demands of particular individuals according to their age (adults and 

children). Equalized household income is perceived as a general indicator of economic resources available to 

each household member (OECD [8]). Thus, it can be used for analysis of incomes and their comparison across 

the regions and countries but also for the analysis of the risk of monetary poverty of individuals (see, e.g., 

Bühmann et al. [2], Flachaire and Nunez [3]). 

The aim of this paper is to compare two different types of models used for the construction of consuming unit 

and present the influence of the choice of model type on the equivalent scales together with the influence of 

setting the model parameters on basic summary characteristics of incomes and indicators of monetary poverty 

and inequality. For this purpose we use the linear equivalent scales constructed according to the methodology of 

Organization for Economic Co-operation and Development (OECD scale) and its variant used for the computa-

tion of official Eurostat statistics (OECD modified scale) and we compare it with non-linear equivalent scale 

constructed for the calculation of official statistics on New Zealand. The impact of choice of equivalent scale on 

monetary incomes can be evaluated from different viewpoints. For the demonstration of sensitivity of selected 

characteristics of incomes and indicators of monetary poverty and inequality on the selection of equivalence 

scale model and its parameter settings we use the resulting data from sample survey EU-SILC 2012 for the 

Czech households. It is large representative survey on incomes and living conditions carried out annually accord-

ing to unified methodology of Eurostat in all member countries of European Union, in Norway, Sweden and on 

Iceland. 
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2 Linear and non-linear equivalence scale 

Evaluation of level, differentiation, non-uniformity of distribution or insufficiency of financial potential is influ-

enced by the choice of scale (measure) in which the values of incomes are equalized. Two extreme possibilities 

of the scaling are on one hand the choice of total household incomes, i.e. the sum of all monetary means collect-

ed by the household members. In this case we completely ignore the size and age structure of household. On the 

other hand, the second extreme possibility is the assignment of the whole household income to all particular 

household members (Per Capita incomes). Larger households usually demand more resources but also have 

higher capacity for achieving higher incomes because they have more adult, economically active members. With 

the increase of number of household members there also appears a tendency to decrease relatively the amount of 

resources necessary to guarantee the household functioning. It can be expected that different age categories may 

have different requirements and among other relevant characteristics potentially influencing the financial needs 

counts also gender, job position and marital status. Integration of such differences to equivalence scale demands 

more sophisticated solution. Subsequently several types of equivalence scale definitions were created (e.g., 

OECD [8], Jorgensen and Slesnick [6], etc.) which aims to perform an optimal estimation of proportion of 

 common households expenditures; 

 individual household members’ incomes. 

It appears that unified and general approach for estimation does not exist since each country has different set-

ting of price relations which, moreover, evolve in time.  

2.1 Linear equivalence scale 

Linear equivalence scale is constructed according to the methodology of the Organization for Economic Co-

operation and Development (OECD scale). European Union employs the modified version (OECD modified 

scale) which is based on the different setting of model parameters. General linear model of equivalent consump-

tion unit (CU) is defined as 

 )1(1),(  ACCU   (1) 

where A is a number of adults in household, C is number of children in household younger than 14 years, α is 

the child adult equivalence parameter and β is the other persons adult equivalence parameter. 

OECD scale has the model parameters set to the values α = 0.5 and β = 0.7, whereas OECD modified scale 

uses lower values of parameters, namely α = 0.3 and β = 0.5. Both limit possibilities, i.e. total incomes assigned 

to household without considering its size and age structure correspond to the choice of α = β = 0, incomes Per 

Capita match to α = β = 1. This means that in the first case we get CU(0,0) = 1 and Per Capita the consuming 

unit is defined as CU(1,1) = A + C. 

The modified OECD scale has both parameters decreased by two tenth which lead to the emphasis of first 

component, namely the common expenditures on running of the household in contrary to the second component, 

i.e. individual expenditures of particular household members. This leads (in comparison to the original OECD 

scale) to the relative increase of household incomes with relatively higher number of members. Modification 

changes also the perspective of monetary poverty of households since relatively smaller households can now 

easily fall under the poverty threshold. The emphasis on common expenditures rather corresponds to the reality 

of countries of Western Europe where housing costs comprise higher percentage of total household expenditures. 

In post-communist countries still – in spite of the permanent growth of housing costs – persists the situation 

corresponding rather to the original OECD scale. 

2.2 Non-linear equivalence scale 

Non-linear equivalence scale was used for the calculation of mutually comparable values of household incomes 

on New Zealand. The change in methodology of income distribution analyses on New Zealand was stimulated 

by the Royal Commission of Inquiry into Social Security in years 1969 and 1972. The creation of models and 

estimation of their parameters were in that time in focus of many statisticians, e.g., Jensen [5]. And they suggest-

ed for income equalization to mutually comparable values several different models or suitable values of their 

parameters. 

The model used in this paper is based on power of the weighted sum of adult persons and children in the 

household. The model was constructed on the basis of econometrical analysis of household expenditures (with 

typical consumer basket). The coefficients react on different consumption of adult household members and chil-

dren (parameter α) and on economies of scale which emerge thanks to the cohabitation of household members. 

This non-linear model is in general given by the formula 
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where A is a number of adults in household, C is the number of children in household younger than 14 years, α is 

the child adult equivalence parameter and β is the household economies of scale parameter. 

Parameter α has the same role in both models (linear and power). For γ = 1 the power model changes to the 

linear and for α = 1 and γ = 0.5 to the square root model which was also use on New Zealand but was not suc-

cessful since it does not react sufficiently on the age structure of household. Similarly as in the case of the linear 

model there exists a choice of parameters corresponding to both limits. Total incomes of household without 

consideration of size and age structure correspond to γ = 0, incomes Per Capita correspond to α = γ = 1. 

2.3 Characterization of income distribution, inequality and monetary poverty 

For assessing of the sensitivity of income distribution characteristics on the setting of parameters in models of 

equivalent consumption unit we employ only basic measures of location – median and lower and upper quartiles 

which are robust estimates of the middle half of income distribution. 

The sensitivity of income inequality on the setting of model parameters can be observed using the well-

known Gini index. .The Gini index is elicited from the Lorenz curve and measures the deviation of the income 

distribution of individuals or households from the perfectly uniform distribution. Its value is given by the ratio of 

the area between the line of absolute equality (diagonal y = p) and the Lorenz curve L(p) and the entire area 

under the diagonal. According to the fact that the area under the diagonal is equal to the half of area of the unit 

square we can obtain the Gini coefficient using the numerical integration of estimated Lorenz curve 

 

1

0

)(21 dppLG  (3) 

The Gini index takes values from the interval 〈0; 1〉 – value approaching to 0 indicates more egalitarian dis-

tribution of incomes in the considered society and vice versa. 

For the expression of monetary poverty we used the measures of poverty employed in EU countries. These 

stem from the class of Foster-Greer-Thorbecke poverty measures (see [4]) in general given by formula 
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where z > 0 is a beforehand given poverty threshold,  nyyy  ,, , 21 y  is a vector of household incomes 

sorted by size  zyyy q  21 , q is the number of households belonging to the group under the poverty 

threshold and n is the total count of households. Parameter α conditions the measure of sensitivity of deprivation 

in case of households belonging below the poverty threshold (see [8]). For α > 1 the value of P  begin to be 

distributionaly sensitive and with growing value of α grows the sensitivity on measuring the poverty of the poor-

est. For   P

 

reflects the poverty of the poorest persons (see [7]). 

The most commonly used measure of monetary poverty, so called head count index or risk-of-poverty-rate can 

be obtained by choosing α = 0. By choice of α = 1 we obtain another measure, describing the depth of poverty (or 

poverty gap) which is based on the summary evaluation of poverty according to the poverty threshold. The value 

of PG relates to the distance of poor from the poverty threshold. Thus we obtain information about the extent of 

poverty. But even this measure is not sensitive enough when the “poor person” becomes “very poor”. This lack 

of sensitivity will be removed by choice of α = 2. 

3 Sensitivity of selected characteristics on the choice of equivalent scale  

The choice of equivalent scale model and change of its parameters in a way projects into the changes of income 

distribution and its basic and advanced characteristics. It changes not only the momentum and quantile measures 

of location, variability and concentration (skewness and kurtosis) of the distribution. But this change of scale 

projects itself automatically also into the advanced indicators of income inequality, monetary poverty, etc. 

Reaction of selected indicators, i.e. median, both quartiles, Gini index and Foster-Greer-Thorbecke measures 

of poverty on the selection of models and change of its parameters is depicted in Figures 1 – 3. The influence of 
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parameter setting is presented simultaneously for both models – in the left part we can see the linear model, in 

the right part the non-linear model is depicted. The horizontal axis shows the change od parameter α (0 ≥ α ≤ 1) 

whereas the vertical axis shows in case of linear model the change of parameter β (0 ≥ β ≤ 1), in case of non-

linear model the change of parameter γ (0 ≥ γ ≤ 1). 

The sensitivity is presented using isoquants, i.e. the curves with constant value of considered characteristics 

Perpendicular curves to isoquants are gradients of considered characteristics. Density of the curves is proportion-

al to the measure of change of the characteristics and thus it represents the sensitivity on the change of parame-

ters in the given model. 

 

  

  

Figure 1 Reaction of mean (upper) and median (lower): linear model (left), power model (right)  

 

Figure 1 presents the contour maps for mean and median. This allows us to visually depict the difference in 

reaction of robust and non-robust characteristics of “center” of the income distribution on change of parameters 

in both models. Different shapes and densities of depicted isoquants show simultaneously the similarity of reac-

tion in the same type of model and dissimilarity of reaction in different model types. The choice of linear and 

non-linear model projects into the reaction on the change of particular parameters (direction and curvature of 

isoquants). The sensitivity of reaction – it can be observed that robust statistics, i.e. median, reacts more sensi-

tively – their isoquants have higher density. 

Figure 2 depicts the reaction of two basic measures of monetary poverty – risk of poverty and poverty gap. 

From the presented graphs we can infer that the choice of model is a fundamental decision in both assessing of 

the risk of poverty and the poverty gap. Even in this case we can see that the reaction is similar for both 

measures in one considered model. The sensitivity of reaction shows that the risk of poverty is more sensitive on 

the change of parameters in both models than the poverty gap. (Sensitivity analysis of risk of poverty, poverty 

gap and severity of poverty on the choice of parameters in linear model can be found also in Bartošová and Bína 

[1].) 
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Figure 2 Reaction of risk of poverty (upper) and poverty gap (lower): linear model (left), power model (right)  

 

  

Figure 3 Reaction of Gini index: linear model (left), power model (right)   

 

Figure 3 illustrates the response of Gini index. Different shapes and densities of isoquants show the depend-

ence of reaction on both the choice of model and parameter setting. The perception of income inequality meas-

ured by Gini index is therefore affected by the choice of the model. 
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4 Conclusions 

The empirical sensitivity analysis of selected statistics showed that in all cases we can observe significant influ-

ence of model type on the dependence of considered statistics with the given setting of model parameters. The 

selection of linear or non-linear expression of functional dependence has an important impact on the results. It 

implies the change of the relation of reaction on the setting of pairs of parameters in the models. We observed 

that this relation is for given type of model typical. Also the sensitivity, i.e. the measure of reaction on the 

change of parameters is in both types of models different and typical for the corresponding model. 

The choice of model and its parameters radically influences the values of income indicators serving as a basis 

for the objective evaluation of financial situation of households (risk of monetary poverty and income inequali-

ty). The EU methodology which defines the equalized incomes using linear model with parameters α = 0.3 and β 

= 0.5 does not provide a possibility to describe properly national differences in economies of scale which are 

essential particularly in case of post-communist countries. Thus, the international comparison of income inequal-

ity and relative poverty does not necessarily reflect accurately true conditions and hence, the foundations of 

setting of social policy of particular countries appear to be disputable. We propose to focus on the proper choice 

of the model and its parameters in dependence on situation in particular country or region. 
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Abstract. Testing the quality of produced medical devices is undoubtedly a crucial 

issue. If a product of compromised quality is sold, it would first of all have an im-

pact on the health of patients and, consequently, on the economic performance of the 

manufacturer. Destructive testing of medical devices is expensive and there are at-

tempts to replace it by non-destructive tests. During the substitution of destructive 

tests with non-destructive ones, the strength of the test should be rationalized at the 

stage of process control planning. To do so, logit or probit models are the first 

choice. This article deals with an evaluation of typical destructive test results from 

both product and process verification and validation of medical devices. The differ-

ences between the estimated logit and probit models are discussed and arguments 

when to prefer which one are collected. Finally, replacement of destructive testing 

by non-destructive testing is evaluated numerically. 

Keywords: destructive test, logit model, medical devices manufacturing, non-

destructive test, probit model. 

JEL Classification: L63 
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1 Introduction 

Within highly regulated industries, like the food industry and pharmaceutical or medical device production, there 

are two main requirements in terms of manufacturing process definition, or maybe it would be better said duties. 

During the development phase, process validation is performed where the evidence of process capability is giv-

en. After the market launch, evidence that the processes are under the same conditions as during the process 

validation should be present during the product’s life cycle.  

At the same time, the strong demand for reducing the time and costs needed for any new product develop-

ment or even the implementation of change should be reflected. One way of meeting these requirements is to 

replace expensive destructive testing performed during the validation phase with much cheaper non-destructive 

testing during the production phase. To do this without compromising the quality and reliability of the manufac-

turing processes, the strong correlation between the results of direct, typically destructive, testing and non-

destructive testing of products during standard production could provide the solution. From a theoretical point of 

view, the way how to provide a system with this type of evidence should be described and rationalized before the 

planning phase.  

So what do we have? Typically, we have information from the destructive test. During this test we directly 

measure the value that was required. This is usually called the structural value. If we find a depending value, 

which can be measured by a non-destructive test then we would have a so-called response variable. This sound 

like a standard linear model (e.g. a simple regression model) and can be thought of as having two ‘parts’. These 

are the structural variable and the response variable. The structural component is typically more or less normally 

distributed, covered by a normally distributed error and is often the random component. The response variable 

cannot be normally distributed. 

Replacing destructive tests with non-destructive ones is currently an issue in many fields. The use of statisti-

cal models for evaluating the reliability of non-destructive tests is described in the paper [10]. Probability models 

for the uncertainty in the flaw size determination and flaw detection are constructed. Flaw size models are based 

on the assumption that the measured size and true flaw size are related in a simple way: two models based on 

logarithmic and logit transformations of the flaw size are considered.  

Authors of the paper [3] describe the discovery and comparison of empirical models for predicting corrosion 

damage from non-destructive test data derived from eddy current scans of USAF KC-135 aircraft. The results 
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also show that while a variety of modelling techniques can predict corrosion with reasonable accuracy, regres-

sion trees are particularly effective in modelling the complex relationships. 

The aim of work [4] is to evaluate the reliability of non-destructive test techniques for the inspection of pipe-

line welds employed in the petroleum industry. The European methodology for qualification of non-destructive 

testing presented in [7] has been adopted as the basis of inspection qualifications for nuclear utilities in many 

European countries.  

Quantitative non-destructive evaluation discussed in [1] provides techniques to assess the deterioration of a 

material or a structure, and to detect and characterize discrete flaws. Therefore, it plays an important role in the 

prevention of failure. The described techniques are used in processing, manufacturing and for in-service inspec-

tion; they are particularly important for the in-service inspection of high-cost and critical load-bearing structures 

whose failure could have tragic consequences. 

The objective of this paper is to verify the possibility of replacing destructive testing based on tearing of the 

component with non-destructive testing involving only measurement of the component part. 

2 Material and Methods 

Our datasets come from destructive tests of a medical device. We focus on the part where two pipes of the same 

diameter are connected together. This procedure is illustrated in Fig. 1. Pipe A is expanded by tool C. Further-

more, pipes A and B are connected together under pressure. The overlap length of pipes A and B is measured (in 

mm). When the destructive test is performed, the strength for which the pipes are torn apart is measured (in N). 

Finally, we have a binomial variable that indicates whether the device passed (1) or failed (0) the test. 

 

 

Figure 1 Illustration of pipe connections 

We will work with the results of 6 destructive tests, in each 60 devices were tested. The first three sets we 

will use as training sets dedicated to estimation (we will use the notation O1, O2 and O3 for the particular da-

tasets and O together). The next three sets (V1, V2, V3 and V together) will be used for verification of the esti-

mated relationships.  

The binary variable on passing the test is definitely not randomized because the data are collected in a prede-

fined time or sequence. Nevertheless, a binary outcome is still thought to depend on a hidden, unknown Gaussi-

an variable. The generalized linear model (GLiM) was developed to address such cases, and logit and probit 

models as special cases of GLiMs are appropriate for binary variables or multi-category response variables with 

some adaptations to the process [2, 6]. One of these two models should be the first choice solution for similar 

situations. A GLiM has three parts: a structural component, a link function, and a response distribution. 

The way we think about the structural component here does not really differ from how we think about it in 

standard linear models; in fact, that is one of the great advantages of GLiMs. The link function is the key to 

GLiMs: since the distribution of the response variable is non-normal, it is what lets us connect the structural 

component to the response one i.e. it ‘links’ them. Since the logit and probit are links, the understanding link 

functions allow us to intelligently choose when to use which one. Although there can be many acceptable link 

functions, there is often one that is special. The link function that equates them is the canonical link function. 

The canonical link for binary response data (more specifically binomial distribution) is the logit. 

Nevertheless, there are lots of functions that can map the structural component to the interval [0, 1], and thus 

be acceptable; the probit is also popular. The choice should be made based on a combination of knowledge of the 

response distribution, theoretical considerations and empirical fit to the data. To start with, if our response varia-

ble is the outcome of a Bernoulli trial (i.e. 0 or 1), our response distribution will be binomial, and what we are 

actually modelling is the probability of an observation being a 1. As a result, any function that maps the real 

number line to the interval [0, 1] will work. From the point of view of substantive theory, if we are thinking of 

our covariates as being directly connected to the probability of success, then we typically choose logistic regres-

sion because it is the canonical link. 
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However, the consideration is that both logit and probit are symmetrical, if you believe that the probability of 

success rises slowly from zero but then tapers off more quickly as it approaches one, then a cloglog is called for. 

A cloglog is slightly different from the others. It is based on a standard extreme value distribution and the curve 

approaches one more gradually than it approaches zero. The alternative of a ‘slower’ approach to zero can be 

achieved by redefining the response so as to apply the model to let us say unemployment rather than employ-

ment. 

The logit and probit functions yield very similar outputs when given the same inputs, except that the logit is 

slightly further from the bounds when they ‘turn the corner’. In addition, we could add the cloglog function here 

and they would lay on top of each other. Notice that the cloglog is asymmetrical whereas the others are not; it 

starts pulling away from 0 earlier, but more slowly, and approaches close to 1 and then turns sharply. 

Additional constraints could be based on the statement that probit results are not easy to interpret. This is not 

true, although interpretation of the betas is less intuitive. With logistic regression, one unit change in X is associ-

ated with a β change in the log odds of ‘success’ all else being equal. With a probit, this would be the change 

of β zβ z’s with two observations in a dataset with zz-scores of 1 and 2, for example. To convert these into pre-

dicted probabilities, you can pass them through the normal cumulative distribution function. 

It is also worth noting that the usage of probit versus logit models is heavily influenced by disciplinary tradi-

tion. For instance, economists seem far more used to probit analysis while researchers in psychometrics rely 

mostly on logit models. So while both models are abstractions of real world situations, logit is usually faster to 

use on larger problems, which means multiple alternatives or large datasets. The multinomial logit functions are 

classically used to estimate spatial discrete choice problems, even though the actual phenomenon is better mod-

elled by a probit. But in the choice situation the probit is more flexible, so more used today. 

The major difference between logit and probit models lies in the assumption on the distribution of the error 

terms in the model. For the logit model, the errors are assumed to follow the standard logistic distribution while 

for the probit, the errors are assumed to follow the normal distribution. In principle, for general practice the 

model formalisms both work fine and often lead to the same conclusions regardless of the problem complexi-

ty. While the distributions differ in their theoretical rationale, they can for all practical purposes in my view be 

treated the same as it would take an impossibly large sample to distinguish them empirically. 

Practically, employment of GLiM will be the last task for us. Before this, we need to verify the relationship 

between strength and a higher defined overlap length. For datasets O1, O2 and O3 we estimate the suitable re-

gression function by both general OLS and robust regression comprising bisquare weights [8], because we want 

to eliminate the effects of possible outliers. The stability of these three estimated regressions is judged by the 

general linear hypothesis [5, 9], where the equality of all corresponding parameters is tested. 

After this, the regression is estimated based on all training datasets O. Using this estimate, the MSE of all da-

tasets is calculated; the MSE from verification datasets V1, V2, V3 is compared to the MSE of O1, O2 and O3. 

When the estimated regression function is verified, we use it for modelling the binomial variable indicating pass-

ing the test by an overlap of the pipes. For this purpose, we use both the logit and probit link. All of the calcula-

tions were performed in the computational system Matlab R2015b. 

3 Results 

Tearing strength was modelled by the overlap length of the pipes for all of the training datasets. The relationship 

is not symmetrical and we think it is well described by the cubic polynomial (all of the parameters are statistical-

ly significant, determination is higher than 0.95 for all of the datasets). There are no important differences be-

tween general and robust regression, see Fig. 2. Regressions for datasets O1, O2 and O3 can be considered to be 

identical, because the testing statistics value of the general linear hypothesis 1.004 is lower than the critical value 

1.994. This means that the estimated relationship is stable at least over the training datasets. 

The regression cubic polynomial was estimated based on all training datasets O. Using this estimate, the 

mean square error (MSE) was calculated for all of the particular datasets, see Tab. 1. It is clear that the regres-

sion estimated with dataset O is suitable also for of the verification datasets V1, V2 and V3. The highest MSE 

was calculated for dataset O1; this is caused by the presence of outliers evident from the visible difference of the 

OLS and a robust estimate of the regression function. 

 

Sample O1 O2 O3  O average  V1 V2 V3  V average  

MSE 3.90 1.80 1.65 2.45 1.13 1.74 1.62 1.50 

Table 1 MSE of all datasets when regression estimated for all training sets O is used 
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Furthermore, we modelled the binomial results of the destructive test by the pipe overlap length. Note that 

when we model this binomial variable by strength sufficient for tearing off the pipes, we obtain 100 % success. 

We used a function form describing the relationship between the tearing strength and the pipe overlap length i.e. 

a cubic polynomial. Logit and probit link functions are employed. The results are summarized in Tab. 2 and 

graphically illustrated in Fig. 3. 

 

   

   

Figure 2 Estimated regression function – cubic polynomial (solid line OLS estimate, dashed line robust regres-

sion with bisquare weighting). X-axis pipe overlap length in mm, y-axis pipe tearing strength in N. Left top O1 

dataset, left bottom O3, right top O2, right bottom all mentioned datasets together. 

It is clear that there are no substantial differences between the results obtained with the logit and the probit 

links. It should be mentioned that for the probit link we obtain systematically lower p-values than for the logit 

link when testing the significance of particular regression parameters. There are only slight differences between 

the MSE for the logit and the probit links. The percentage of correctly classified cases is always the same. This 

percentage is relatively high, above 93.3 % for the particular datasets. In Fig. 3, it is clear that the transition from 

0 to 1 is not symmetric to the transition from 1 to 0, which reflects the non-symmetry of the previously estimated 

cubic polynomial. 

 

Sample O1 O2 O3  all O V1 V2 V3  all V  

MSE logit 0.012 0.000 0.036 0.065 0.021 0.016 0.000 0.059 

percentage logit 96.7 100.0 93.3 88.3 98.3 96.7 100.0 93.3 

MSE probit 0.033 0.000 0.036 0.065 0.022 0.016 0.000 0.059 

percentage probit 96.7 100.0 93.3 88.3 98.3 96.7 100.0 93.3 

Table 2 MSE and percentage of correctly classified cases of GLiM estimate of binomial variable indicating 

passing the test by pipe overlap length with logit and probit link 
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Figure 3 Estimated regression function – cubic polynomial (solid line GLiM estimate with probit link, dashed 

line GLiM estimate with logit link). X-axis pipe overlap length in mm, y-axis result of destructive test (1 passed, 

0 failed). Left graph all training datasets together, right graph all verification datasets together. 

4 Discussion and Conclusions 

The relationship between the strength when the component is destructed and the length of the pipe overlap was 

determined based on the datasets dedicated to the estimation. An adequate description is given by the cubic pol-

ynomial, where the coefficients were estimated by the both OLS method and robust regression comprising 

bisquare weights. The stability of this relationship was judged by the test of equality of three regression func-

tions based on the general linear hypothesis. Furthermore, the determined function form of the dependency was 

verified using control datasets. 

The cubic polynomial enables a correct estimation of the asymmetrical relation. However, this representation 

has a limited range of applicability, because out of data we cannot assume proper behaviour. This shortage could 

be overcome by using a nonlinear Gauss function of order 2, but in this case we have 6 parameters instead of 4. 

It is also not easy to use this function in GLM. 

In addition, we attempted to fit a Bernoulli-distributed variable, which means that the component either 

passed (1) or fails (0). This variable is fully described by the strength for which the component is destructed. 

When we use the length of pipe overlap instead of this strength, we obtain a percentage of correctly estimated 

cases higher than 93.3 % for both the training and verification datasets. Finally, the performed analysis shows 

that it is possible to replace the destructive test by a non-destructive one. 

This fact has important economic consequences. The main reason for this alternative testing is to reduce the 

cost of process control during regular production without any compromise in the quality of product. The situa-

tion the test results are coming from is rather typical: high volume of annual production with a regular price of 

one piece. The figures for the mentioned production are the annual demand for the first year coming from a ramp 

up estimation i.e. 411,538 pieces with an annual increase of 1 %. The price of one piece in at the time of testing 

was 88.70 EUR. To be on the safe side the annual decrease in price is estimated as being 10 %. 

For the same reason, the number of tests is estimated as 3 fails for one success. However, this test should be 

based on the strong results of an engineering study. The possibility of fail is still rather high and rules for risk 

management of this safety factor should be used. To obtain a better and more detailed picture, the return on in-

vestment is calculated with a time scale set at 6 months with a 5-year life cycle. In this situation, perfect for 

using of the alternative testing usage, a return on investment would take third months and the complete saving 

before the end of the life cycle is as high as 3,038,528 EUR. This is 2.03 % of the calculated turnover (see Fig. 4 

Scenario 1). If we consider only one test attempt, the results will obviously be even more promising (see Fig. 4, 

Scenario 2). 

But let us simulate a different situation. A real business case from a different company shows figures where 

the annual demand is 477 pieces only but with a high price of each unit of 324.38 EUR. The price is much more 

stable and the forecast is for an annual decrease of only 2 %. At the same time, this product is manufactured 

based on an individual order therefore standard process validation is not possible. In order to perform the verifi-

cation two identical pieces need to be produced, whereby one of them will undergo destructive testing and the 

second will be sent to the customer. This situation still makes sense despite the small annual production. Despite 

the fact that the total amount of pieces produced during the estimated life cycle of five years will only be 2,434, 

the economic effect is still high due to the high price of a single product. Taking into account the safety factor 

Mathematical Methods in Economics 2016

41



mentioned above, this situation fits Scenario 3 in Fig. 4. The return on investment will be after two years and the 

total saving before the end of the life cycle will be 402,531 EUR (which is 53.60 % of the calculated turnover). 

Similarly, without the safety factor it would be even more promising. The impact is higher because of the higher 

price of one unit, which means a higher price for the alternative test validation at the beginning (see Fig. 4, Sce-

nario 4).  

 

Figure 4 Effects of different production scenarios on company cumulative discounted cashflow 

Finally, from the economic point of view, attempts to find an alternative test method make sense in the case 

of high volume production or with a high price of one unit together with verification or high volume process 

control sampling. In these situations, the initial cost of alternative test method validation will be paid back in an 

acceptable time and increase competitiveness on the market. 
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Sentiment Prediction on E-commerce Sites Based on      

Dempster-Shafer Theory 
Ladislav Beranek1 

Abstract. Predictions sentiment on e-commerce sites are usually based on assigning 

a numerical score that is followed eventually by free text review. These score and 

text review are written by people who bought certain products or services (especially 

hotel industry) and want to evaluate their purchases. Most of the works that try to 

evaluate customers' sentiment from these evaluations deal with textual analysis of 

the reviews. In this work, we will consider this review as a collection of sentences, 

each with its own orientation and with sentiment score. Certain score aggregation 

method is needed to combine sentence-level scores into an overall review rating. On 

the basis of the analysis of existing methods, we propose a new method that aggre-

gate score on the base of the Dempster-Shafer theory of evidence. In the proposed 

method, we first determine the polarity of reviews with the use of machine learning 

and then consider a sentence scores as evidence for an overall assessment review. 

Results from online data files show the usefulness of our method in comparison with 

existing methods. 

Keywords: E-commerce, Dempster-Shafer theory, Sentiment analysis, Customers’ 

reviews, Recommendation. 

JEL Classification: C49 

AMS Classification: 28E15 

1 Introduction 
Online reviews can be good or bad, they are seldom neutral. These reviews are often provided in a free-text for-
mat by various websites that sell products and services. These reviews can help people decide better in their 
purchasing decisions. Mostly these text reviews are accompanied by data about the average review. The most 
common scheme of representing average review rating is five-star scores. 
Sentiment prediction methods are also used to extract other useful information from review texts. For example, 
the text body of reviews may be used to extract reviewers’ opinion toward different aspects of a product or ser-
vice. For sellers or service providers (hotels, etc.), it is important to process these reviews, to find out sentiment 
of their customers and to check feedback. 

However, full comprehension of natural language text contained in reviews remains beyond the power of al-
gorithms used at the present time. On the other hand, the statistical analysis of relatively simple sentiment cues 
can provide a meaningful sense of how the online review impacts customers. There are essentially two ways to 
use the text body of reviews for predicting their overall scores: considering any review as a unit of text or treat-
ing it as a collection of sentences, each with its own sentiment orientation and score. The main drawback of the 
first viewpoint is that it ignores the fine-grained structural information of textual content [6]. Therefore, the sec-
ond point of view is preferable. In this approach, the sentiment score of each sentence within a review is first 
computed. Then, a score aggregation method is used to combine sentence-level scores into an overall review 
score. In fact, score aggregation can be seen as a data fusion step in which sentence scores are multiple sources 
of information that should be taken to generate a single review score. Score aggregation is a widespread problem 
in sentiment analysis [5, 6, 10].  In this paper, we describe method based on the Dempster-Shafer (DS) theory of 
evidence [18]. We determine the consumers' sentiment from reviews from chosen e-shop, and also how this 
sentiment varies with time. We give example of our analysis. In this paper, we discuss several aspects of our 
model for sentiment analysis which include: 

 Our model relies on tracking the reference frequencies of adjectives with positive and negative connotations. 

We present a method for creating a sentiment lexicon. 

 We construct statistical indexes which meaningfully reflects the significance of sentiment of sentences and 

we apply the Dempster rule to integrate them.  

 We provide evidence of the validity of our sentiment evaluation by correlating our index with evaluation of 

products on a chosen e-shop. Positive correlations prove that our model can measure public sentiment of 

consumers. Finally, we discuss possible applications and implications of our work. 
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The remainder of the paper is organized as follows. Section 2 and 3 reviews background and related work; 
Section 4 illustrates the materials and methods; Section 5 reports experimental results and presents a discussion 
of examined methods; finally, Section 6 sets out conclusion and future work. 

2 Dempster-Shafer Theory 
Information related to decision making about cyber situation is often uncertain and incomplete. Therefore, it is of 

vital importance to find a feasible way to make decisions about the appropriate response the situation under this 

uncertainty. Our model is a particular application of the Dempster-Shafer theory. The Dempster-Shafer theory 

[18] is designed to deal with the uncertainty and incompleteness of available information. It is a powerful tool 

for combining evidence and changing prior knowledge in the presence of new evidence. The Dempster-Shafer 

theory can be considered as a generalization of the Bayesian theory of subjective probability [8]. In this paper, 

we propose a unique trust model based on the Dempster-Shafer theory which combines evidence concerning 

reputation with evidence concerning possible illegal behavior on an Internet auction. 

In the following paragraphs, we give a brief introduction to the basic notions of the Dempster-Shafer theory 

(frequently called theory of belief functions or theory of evidence).  

Considering a finite set referred to as the frame of discernment , a basic belief assignment (BBA) is a func-

tion m:  2 → [0,1] so that 
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Am 1)( ,                                                    (1) 

where m() = 0, see [18]. The subsets of 2 which are associated with non-zero values of m are known as focal 

elements and the union of the focal elements is called the core. The value of m(A) expresses the proportion of all 

relevant and available evidence that supports the claim that a particular element of  belongs to the set A but not 

to a particular subset of A. This value pertains only to the set A and makes no additional claims about any subsets 

of A. We denote this value also as a degree of belief (or basic belief mass - BBM). 

Shafer further defined the concepts of belief and plausibility [18] as two measures over the subsets of  as 

follows: 
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A BBA can also be viewed as determining a set of probability distributions P over  so that Bel(A) ≤ P(A) ≤ 

Pl(A). It can be easily seen that these two measures are related to each other as Pl(A) = 1 − Bel(¬A). Moreover, 

both of them are equivalent to m. Thus one needs to know only one of the three functions m, Bel, or Pl to derive 

the other two. Hence we can speak about belief function using corresponding BBAs in fact.  

Dempster’s rule of combination can be used for pooling evidence represented by two belief functions Bel1 

and Bel2 over the same frame of discernment coming from independent sources of information. The Dempster’s 

rule of combination for combining two belief functions Bel1 and Bel2 defined by (equivalent to) BBAs m1 and m2 

is defined as follows (the symbol  is used to denote this operation): 
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where                                                  
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Here k is frequently considered to be a conflict measure between two belief functions m1 and m2 or a measure 

of conflict between m1 and m2 [18]. Unfortunately, this interpretation of k is not correct, as it includes also inter-

nal conflict of individual belief functions m1 and m2 [5]. Demspter’s rule is not defined when k = 1, i.e. when 

cores of m1 and m2 are disjoint. This rule is commutative and associative; as the rule serves for the cumulation of 

beliefs, it is not idempotent.  
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When calculating contextual discounting [2] we also use the un-normalized (conjunctive) combination rule in 

the form [18] (we use the symbol  to denote this operation): 
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3 Related Work 

Sentiment analysis has been receiving increasing attention at the present time. Some examples of sentiment 

analysis applications include predicting sales performance [11], ranking products and merchants, linking Twitter 

sentiment with public opinion polls [17], and identifying important product aspects [23] or services [3]. In addi-

tion to these traditional applications, sentiment analysis has presented new research opportunities for social sci-

ences in recent years, for instance, characterizing social relations [7] or predicting the stock market using Twitter 

moods [4]. 

Sentiment analysis tasks can also be studied in terms of their sentiment prediction component. In this sense, 

existing approaches can be grouped into three main categories: machine learning approaches [13, 15], linguistic-

based strategies, and lexicon-based methods [20, 21]. In the first category, input texts are first converted to fea-

ture vectors and then, using a machine learning algorithm, a classifier is trained on a human-coded corpus. Final-

ly, the trained classifier is used for sentiment prediction. Linguistic approaches use simple rules based upon 

compositional semantics. They exploit the grammatical structure of text to predict its polarity. Lexicon-based 

approaches work primarily by identifying some predefined terms from a lexicon of known sentiment-bearing 

words. Lexicon-based techniques use a list of sentiment-bearing words and phrases that is called opinion lexicon 

[10]. In the current study we use a lexicon-based method. Lexicon-based techniques deal with the determining 

semantic orientation of words. Author in [20] evaluates adjectives for polarity as well as gradation classification. 

A statistical model groups adjectives into clusters, corresponding to their tone or orientation. The use of such 

gradable adjectives is an important factor in determining subjectivity. Statistical models are used to predict the 

enhancement of adjectives. Authors of the paper [12] evaluate the sentiment of an opinion holder (entity) using 

WordNet to generate lists of positive and negative words. They assume that synonyms (antonyms) of a word 

have the same (opposite) polarity. The percentage of a word’s synonyms belonging to lists of either polarity was 

used as a measure of its polarity strength, while those below a threshold were considered neutral or ambiguous.  

Several systems have been built which attempt to quantify opinion from product reviews. Pang, Lee and 

Vaithyanathan [16] perform sentiment analysis of movie reviews. Their results show that the machine learning 

techniques perform better than simple counting methods. They achieve an accuracy of polarity classification of 

roughly 83%. Author in [1] detect the polarity of reviews using a machine learning approach and then use inte-

gration based on belief function theory to the counting of overall review rating. 

Nasukawa and Yi[14] identify local sentiment as being more reliable than global document sentiment, since 

human evaluators often fail to agree on the global sentiment of a document. They focus on identifying the orien-

tation of sentiment expressions and determining the target of these sentiments. Shallow parsing identifies the 

target and the sentiment expression; the latter is evaluated and associated with the target. In [22], they follow up 

by employing a feature-term extractor. For a given item, the feature extractor identifies parts or attributes of that 

item. e.g., battery and lens are features of a camera. 

4 Materials and methods 

4.1 Sentiment lexicon generation 

Two recent and widely used lexicon-based tools for sentiment strength detection are SO-CAL [20] and SentiS-
trength [21]. SO-CAL (Semantic Orientation CALculator) uses lexicons of terms coded on a single negative to 
positive range of −5 to +5 [30]. Its opinion lexicon was built by human coders tagging lemmatized noun and 
verbs as well as adjectives and adverbs for strength and polarity in 500 documents from several corpora (e.g., 
rating “hate” as −4 and “hilariously” as +4). In SO-CAL intensifying words have a percentage associated with 
them. For example, “slightly” and “very” have −50% and +25% modification impacts, respectively. Therefore, if 
“good” has a sentiment value of 3, then “very good” would have a value of 3 × (100% + 25%) = 3.75. Moreover, 
it amplifies the strength of negative expressions in texts and decreases the strength of frequent terms. Empirical 
tests showed that SO-CAL has robust performance for sentiment detection across different types of web texts 
[20]. 
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4.2 The determination of belief functions for sentiment analysis  

We denote  = {positive, negative} as a frame of discernment concerning the sentiment.  

The power set of the set  (the set of all subsets) 2 has three elements (we do not consider the empty set): 2 = 

{{positive}, {negative}, }, where {positive} represents positive for example evaluation of some product (posi-

tive sentiment), {negative} means that this evaluation is negative (negative sentiment) and {} denotes igno-

rance. It means that we cannot judge whether the respective evaluation is positive or negative, for example if 

evaluation is neutral (neither positive nor negative). 

Polarity scores 

We use the raw sentiment scores to track two trends over time: 

• Polarity: Is the sentiment associated with the entity positive or negative? 

• Subjectivity: How much sentiment (of any polarity) does the entity garner? 

Subjectivity indicates proportion of sentiment to frequency of occurrence, while polarity indicates percentage of 

positive sentiment references among total sentiment references. 

We focus first on polarity. We evaluate world polarity using sentiment data for all entities for the entire time 

period: 

rencesiment_refetotal_sent
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positivemp )( , 
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negativemp )(    ,                                        (7) 
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We can evaluate entity polarityi  using these equations for that days (dayi) when we want to monitor changes 

in sentiment. 

Subjectivity scores 

The subjectivity time series reflects the amount of sentiment an entity is associated with, regardless of whether 

the sentiment is positive or negative. Reading all news text over a period of time and counting sentiment in it 

gives a measure of the average subjectivity levels of the world. We evaluate world subjectivity using sentiment 

data for all entities for the entire time period: 
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We also can evaluate entity subjectivityi  using sentiment data for that day (dayi) only similar like in the 

previous case. 

General index of sentiment 

Once we obtain the belief functions, we combine them in a consistent manner to get a more complete assessment 

of what the whole group of signs indicates. The combination of belief functions is done with the help of the 

Dempster’s combination rule, see equation (4). 
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where K: 

  

}))({})({})({})({(1 isipisip negativempositivempositivemnegativemK  .  

It should be emphasized that these scores are either positive or negative, or cannot decide. We cannot have a 
positive assessment while at the same time a negative. According this assumption, we also have defined appro-
priate frame of discernment. 
 

5 Results and discussion 
We evaluated the analysis system on a corpus of 158 hotel reviews crawled from the web. These reviews con-

tained 642 reviews. For the evaluation, these reviews were manually classified with respect to their polarity, 

including the neutral polarity besides positive and negative ones. Also, we annotated the reviews whether they 

cover more than one topic. The distribution from this manual classification is shown in Table 1. 

 

 

Reviews Positive Negative Neutral Multi-topic 

642 305 142 123 72 

Table 1. Manual corpus classification 

 

 

The experiment data was formed by the following approach. First, the sentiment holder and target pair fre-

quency is calculated. Then the most popular sentiment holders and targets are selected by identifying a threshold 

where the frequency drops significantly. This approach ensures that our selected data has enough common sen-

timent targets among the different sentiment holders for the evaluation.  

For evaluation, we used the accuracy measure. The accuracy of a prediction method may be calculated ac-

cording to the following equation: 

FNTNFPTP

TNTP
Accuracy




 ,                                                            (10) 

 

where TP and TN are true positive and true negative, while FP and FN are false positive and false negative, 

respectively. In order to comparison our approach with others, we predict the sentiments using different algo-

rithms: decision tree (J48 classification), K-Star, Naïve Bayes, and Support Vector Machines. 

 

 

 Correct False Accuracy 

J48 281 143 0.66 

K-star 251 173 0.59 

Naïve Bayes 263 161 0.62 

SVM 277 147 0.65 

Our model 268 156 0.63 

Table 2. Comparison of various approaches with our model based on belief functions and their integration  

 

 

Evaluated of different algorithms, the results in Table 2 were achieved. However, our model is relatively 

simple, and we expect improvement in accuracy after rebuilding and adjustment of our model. 

 

Mathematical Methods in Economics 2016

47



6 Conclusion 
In this paper we have studied sentiment prediction applied on data from hotel review sites. An evaluation of the 
techniques presented in the paper showed sufficient accuracy in sentiment prediction. Our experimental study 
and results showed that our suggested approach can be a useful tool for generating profiles of user sentiments.  

There are many interesting directions that can be explored. In our future work, we want to explore how sen-
timent can vary by demographic group, news source or geographic location. By expanding our model with sen-
timent maps, we will be able to identify geographical regions of favorable or adverse opinions for given entities. 
We also want to analyze the degree to which our sentiment indices predict future changes in popularity or market 
behavior. 
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OCA Index: Results for the EU’s member states 
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Abstract. Probably the most famous monetary union in the world is the Eurozone, 

which now consists of nineteen European countries. The other EU member states are 

in the statute of candidate countries. The aim of the article is to evaluate an appro-

priateness of these nine EU countries standing out of the Eurozone for their mem-

bership according to the OCA index. This index, proposed by Bayoumi and Eichen-

green [2], is based on the optimum currency area theory and its criteria. 

The paper utilise the traditional approaches of the optimum currency area theory. 

The OCA index includes variables that are important in deciding the country's entry 

into the monetary union and it is estimated by using a panel regression method. 

First, the original equation of Bayoumi and Eichengreen [2], who estimated the 

OCA index first, is used. Then, the modified equation of Horváth and Komárek [7] 

is estimated. The sample covers the period from 2000 to 2014. 

According to the results, there are countries which are more appropriate for the 

membership in the Eurozone because they reach satisfactory values of OCA index. 

But there are also countries with worse values and as such they are not appropriate 

candidates. 

Keywords: Monetary Union, Optimum Currency Area, Eurozone, OCA Index. 

JEL Classification: E42, E52 

AMS Classification: 62M10 

1 Introduction 

The creation of monetary union is not something new in the world or not in the Europe. The reasons for creation 

of such a union can be different - historical, economic or political. There are few monetary unions such as the 

United States of America, the Eastern Caribbean Currency Area or the Central African Economic and Monetary 

Community in the world. But these days, probably the most famous monetary union is the monetary integration 

within the European Union – the Eurozone, which now consists of nineteen European countries
2
. The other nine 

EU member states are in the statute of candidate countries for their membership in the Eurozone. Assess, wheth-

er the country is a good candidate for membership in the monetary union, it is not as simple as it might seem at 

first glance. Undoubtedly, joining the monetary union brings the country certain benefits (removing of the trans-

action costs of exchange, removing of the exchange rate risks, or intensification of competition and pressure on 

production quality, etc.). But on the other hand, the membership in the monetary union also brings some disad-

vantages. And probably the biggest disadvantage is the loss of autonomous monetary policy – member country is 

losing the possibility to react to potential economic shocks. It is necessary, that these benefits outweigh the obvi-

ous disadvantages. The optimum currency area theory and its criteria are an appropriate instrument by which it is 

possible to assess the costs and benefits of membership in the monetary union.  

The aim of this article is to evaluate an appropriateness of nine selected EU countries for their membership in 

the Eurozone according to the OCA index, which was created by Bayoumi and Eichengreen [2]. The OCA index 

is based on the optimum currency area theory and its criteria. 

The remainder of the paper is organized as follows. Next section deals with the theoretical basis of this pa-

per, methods and data are introduced in the next section. Then, results are discussed. The conclusion is offered in 

the final section. 

2 Optimum Currency Area 

Optimum currency area is a relatively young economic theory dating back to the 60s of the 20th century. In this 

period, the first landmark studies were written. These studies formed the basis of the optimum currency area 

theory and enable its further development. Namely it is the work of: 

 Robert Mundell: A Theory of Optimum Currency Areas [12]; 
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 Ronald McKinnon: Optimum Currency Area [10]; 

 Peter Kenen: The Theory of Optimum Currency Areas: An Eclectic View [8]
3
.  

Based on these studies, three basic criteria for the optimum currency area were established. Concretely, these 

criteria are: Mundell criterion of workforce mobility, McKinnon criterion of openness of the economy and 

Kenen criterion of the diversification of production. These three criteria are very often accompanied by the crite-

rion of alignment of economic cycles. When examining individual criteria, however we run into a problem, be-

cause empirical testing of fulfilling the OCA criteria does not give a clear answer to the question whether the 

ground for adoption of the single currency is advantageous or not. It is very difficult to assess what degree of 

fulfilment of the criteria and what combination of their performance is satisfactory, and what is not. The opti-

mum currency area index is trying to overcome these problems (Hedija, [6]). 

2.1 OCA Index   

The OCA index assesses the costs and benefits of adopting the single currency. This index was first used by 

Tamim Bayoumi and Barry Eichengreen [2] in their article Ever Closer to Heaven? An Optimum Currency Area 

Index for European Countries. The authors wanted to develop a tool that would allow assessing on the basis of 

the OCA theory whether the country is suitable candidate for adopting the single currency. Hedija [6] suggests 

that the OCA index is constructed as a bilateral index, which assesses the appropriateness of introducing a single 

currency in the two countries. It is built on the optimum currency area theory and comes to the realization that 

the country's adoption of the single currency is the better, the smaller the tendency has nominal exchange rate to 

oscillate countries. These mutual fluctuations in nominal exchange rates of the currencies in the index are exam-

ined, depending on the level of fulfilment of the four criteria of optimum currency area:  

1. the alignment of business cycles; 

2. the similarity of economic structure; 

3. the interdependence of trade; 

4. the size of the economy. 

It is clear that the OCA index is based on traditional approaches of the optimum currency area theory. It was 

originally compiled from a sample of 21 countries
4
 during the period 1983 – 1992 using a panel regression 

method. The equation of Bayoumi and Eichengreen [2], who estimated the OCA index, is defined as follows: 

𝑆𝐷(𝑒𝑖𝑗) = 𝛽0 + 𝛽1𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) + 𝛽2𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 + 𝛽3𝑇𝑅𝐴𝐷𝐸𝑖𝑗 + 𝛽4𝑆𝐼𝑍𝐸𝑖𝑗   (1) 

where 𝑆𝐷(𝑒𝑖𝑗) is the standard deviation of the exchange in the logarithm of bilateral exchange rate at the end 

of the year between countries i and j, 𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) is the standard deviation of the difference in the logarithm 

of a real GDP between countries i and j, 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 is the sum of the absolute differences in the shares of agricul-

tural, mineral, and manufacturing trade in a total merchandize trade, 𝑇𝑅𝐴𝐷𝐸𝑖𝑗  is the mean of the ratio of bilateral 

exports to domestic GDP for two countries i and j, 𝑆𝐼𝑍𝐸𝑖𝑗  is the mean of the logarithm of the two GDPs meas-

ured in U.S. dollars. 

Horváth and Komárek [7] modify the equation of Bayoumi and Eichengreen when they calculate the OCA 

index – they use the variable 𝑂𝑃𝐸𝑁𝑖𝑗   (openness of the economy) instead of the variable 𝑆𝐼𝑍𝐸𝑖𝑗  (size of the 

economy). The reason was that Bayoumi and Eichengreen [2] found relatively little correlation between the size 

of the economy and trends in the transition to a fixed exchange rate regime. In contrast, the openness of the 

economy is one of the traditional optimum currency area criteria, and therefore Horváth and Komárek [7] in-

clude this variable in their regression model:  

𝑆𝐷(𝑒𝑖𝑗) = 𝛽0 + 𝛽1𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) + 𝛽2𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 + 𝛽3𝑇𝑅𝐴𝐷𝐸𝑖𝑗 + 𝛽4𝑂𝑃𝐸𝑁𝑖𝑗   (2) 

where 𝑆𝐷(𝑒𝑖𝑗) is the standard deviation of the exchange in the logarithm of bilateral exchange rate at the end 

of the year between countries i and j, 𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) is the standard deviation of the difference in the logarithm 

of a real GDP between countries i and j, 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 is the sum of the absolute differences in the shares of agricul-

tural, mineral, and manufacturing trade in a total merchandize trade, 𝑇𝑅𝐴𝐷𝐸𝑖𝑗  is the mean of the ratio of bilateral 

                                                           
3
 The issue of optimum currency area is also engaged in a number of other, respectively recent studies. Their 

authors are e.g. Bayoumi and Eichengreen [2], Fidrmuc and Korhonen [5], Cincibuch and Vávra [3], Mongelli 

[13], Horváth and Komárek [7], Kučerová [9], Mink, Jacobs and Haan [11], Bachanová [1], Eichengreen [4], 

Skořepa [14] or Hedija [6]. 
4
 European Union countries that were members at the time the article was published, without Luxembourg (i.e. 

Belgium, Denmark, Finland, France, Ireland, Italy, Netherlands, Portugal, Austria, Greece, the United Kingdom, 

Spain, Sweden), followed by Norway, Switzerland, USA, Canada, Australia, New Zealand and Japan. 
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exports to domestic GDP for two countries i and j, 𝑂𝑃𝐸𝑁𝑖𝑗  is the mean of the ratio of the trade, i.e. export and 

import to their GDP. 

Variable SD 

The variable 𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) is the standard deviation of the difference in the logarithm of real GDP of two 

countries. The real GDP (in prices of year 2005) is measured in U.S. dollars. It is computed as the difference of 

annual real GDP for each country:  
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where SD is standard deviation, RGDPi(t) is real GDP of country i in time t, RGDPi(t-1) is real GDP of country 

i in time t-1, RGDPj(t) is real GDP of country j in time t and RGDPj(t-1) is real GDP of country j in time t-1.  

Variable DISSIM 

The variable 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗  is the sum of the absolute differences in the share of individual components
5
 in total 

bilateral trade. It attains values from 0 to 2. The value 0 means the same structure of bilateral trade. The value 2 

means that commodity structure of bilateral trade of two countries is absolutely different. In this case, lower 

value implies better conditions to adopt a common currency. The variable has the following specification:  
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where XA is the export of each economic category, Xij is total export from country i to country j and Xji is ex-

port from country j to country i. 

Variable TRADE 

The variable 𝑇𝑅𝐴𝐷𝐸𝑖𝑗  is the mean of the ratio of bilateral trade (import plus export) to nominal GDP of coun-

tries i and j. This nominal GDP is measured in U.S. dollars. The variable 𝑇𝑅𝐴𝐷𝐸𝑖𝑗  was computed as follows: 
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where Xij is nominal export from country i to country j, Xji is nominal export from country j to country i, 

GDPi is nominal GDP of country i and GDPj is nominal GDP of country j. Higher value of this variable means 

better conditions to adopt a common currency because common currency is more convenient for countries which 

have higher level of bilateral trade. 

Variable SIZE 

The variable 𝑆𝐼𝑍𝐸𝑖𝑗  represents the size of the economies. It is computed as the mean of the logarithm of real 

GDP of countries i and j. Again, the real GDP (in prices of year 2005) is measured in U.S. dollars. 

 jiij RGDPRGDPMEANSIZE ln;ln     (6) 

where RGDPi is the real GDP of country i and RGDPj is the real GDP of country j. 

Variable OPEN 

The variable 𝑂𝑃𝐸𝑁𝑖𝑗  measures the rate of openness of each economy. It is computed as the mean of the share of 

nominal trade (import plus export) on nominal GDP (measured in U.S. dollars) of two countries:  

    












 


j

jj

i

ii
ij

GDP

MX
;

GDP

MX
MEANOPEN

    (7) 

                                                           
5
 The variable 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗is computed using the UN`s Basic Economic Categories (BEC) classification which 

distinguishes economic categories into 7 parts: 1. Food and beverages; 2. Industrial supplies; 3. Fuels and lubri-

cants; 4. Capital goods; 5. Transport equipment; 6. Consumption goods; 7. Others.  
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where Xi is total nominal export of country i, Mi is total nominal import of country i, GDPi is nominal GDP 

of country i, Xj is total nominal export of country j, Mj is total nominal import of country j, GDPj is nominal 

GDP of country j. 

2.2 Data   

Data for variables  𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗), 𝑆𝐼𝑍𝐸𝑖𝑗  and 𝑂𝑃𝐸𝑁𝑖𝑗 is used from the World Bank Database. Variables 

𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 and  𝑇𝑅𝐴𝐷𝐸𝑖𝑗  are calculated with the use of the data from the United Nations Commodity Trade Sta-

tistics Database and the World Bank Database. Data for variables  𝑆𝐷(𝑒𝑖𝑗) is used from Eurostat. For all calcula-

tions, an annual data from the period 2000 – 2014 are used. 

3 Results 

In this case, the OCA index is compiled from a sample of nine selected European countries during the period 

1983 – 1992. These countries are: Bulgaria, Croatia, the Czech Republic, Denmark, Hungary, Poland, Romania, 

Sweden, and the United Kingdom. Of course, the panel regression method is used. The equations of the OCA 

index look like follows (standard errors of coefficient estimates are in parenthesis): 

𝑂𝐶𝐴 𝑖𝑛𝑑𝑒𝑥 = 0,016 + 0,474 𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) + 0,031 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 + 0,145 𝑇𝑅𝐴𝐷𝐸𝑖𝑗 − 0,12 𝑆𝐼𝑍𝐸𝑖𝑗  (8) 

      (0,0518)  (0,0045)  (0,0731)  (0,0113)  (0,2702) 

  n = 126  R
2
 = 0,515 SE = 0,022 

 

𝑂𝐶𝐴 𝑖𝑛𝑑𝑒𝑥 = 0,014 + 0,397 𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗) + 0,031 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗 + 0,114 𝑇𝑅𝐴𝐷𝐸𝑖𝑗 + 0,010 𝑂𝑃𝐸𝑁𝑖𝑗  (9) 

      (0,1659)  (0,0087)  (0,1555)  (0,0736)  (0,6978) 

  n = 126  R
2
 = 0,507 SE = 0,022 

 

The equations for calculating the OCA index receives a specific form. Estimated values of coefficients β ex-

press the sensitivity of the index to the explanatory variable. When calculating the OCA index, both equations 

are used. The index is computed from annual data from the period 2000 – 2014. This selected time series are 

divided into two periods: pre-crisis period (2000 – 2007) and post-crisis period (2008 – 2014). Then, the OCA 

index for the whole period 2000 – 2014 is computed. This allows the appreciation of the OCA index over the 

time. The lower the OCA index is the more suitable candidate for adopting common currency the country is
6
. 

The empirical results are introduced in following Table 1 and Table 2. 

 

Country 2000 – 2007 2008 – 2014 2000 – 2014 

Bulgaria 0,0476 0,0385 0,0433 

Croatia 0,0401 0,0316 0,0361 

Czech Republic 0,0412 0,0429 0,0417 

Denmark 0,0346 0,0337 0,0342 

Hungary 0,0440 0,0428 0,0435 

Poland 0,0427 0,0443 0,0435 

Romania 0,0496 0,0443 0,0471 

Sweden 0,0376 0,0394 0,0385 

United Kingdom 0,0327 0,0378 0,0351 

Table 1 OCA Index based on equation (8), own calculations 

 

In the Table 1, there are presented results based on the equation (8). But the variable 𝑆𝐼𝑍𝐸𝑖𝑗is not included in 

calculations, because this variable seems to be statistically insignificant. Therefore, the OCA index is calculated 

in this case only by significant variables  𝑆𝐷(∆𝑦𝑖 − ∆𝑦𝑗), 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗and 𝑇𝑅𝐴𝐷𝐸𝑖𝑗. The best values are observed 

                                                           
6
 Variables are computed for all nine EU countries outside the Eurozone, but there is a problem, because some 

data are not available for the Eurozone. So, when calculating variables 𝐷𝐼𝑆𝑆𝐼𝑀𝑖𝑗  and 𝑇𝑅𝐴𝐷𝐸𝑖𝑗 , Germany is used 

instead of the Euro Area. 
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in Croatia, Denmark, Sweden and the United Kingdom. Conversely, the worst value of the OCA index is in 

Romania. It should be also noted that since 2008 the OCA index has significantly improved in Bulgaria, Croatia 

and also Romania. On the other hand, since 2008 the OCA index has got worse in the Czech Republic, Hungary, 

Poland, Sweden and the United Kingdom.  

In the Table 2, there are presented results based on the equation (9). The best values of the OCA index are in 

the case of Croatia, Denmark and the United Kingdom. The worst values are observed in Bulgaria, Hungary and 

Romania. Since 2008, the OCA index has significantly improved in Bulgaria, Croatia and also Romania. On the 

other hand, the OCA index has got worse in the Czech Republic, Hungary, Poland, Sweden and the United 

Kingdom after the crisis.  

   

Country 2000 – 2007 2008 – 2014 2000 – 2014 

Bulgaria 0,0516 0,0451 0,0486 

Croatia 0,0445 0,0365 0,0408 

Czech Republic 0,0442 0,0477 0,0456 

Denmark 0,0393 0,0395 0,0394 

Hungary 0,0483 0,0492 0,0487 

Poland 0,0455 0,0474 0,0464 

Romania 0,0526 0,0478 0,0504 

Sweden 0,0421 0,0444 0,0432 

United Kingdom 0,0359 0,0411 0,0383 

Table 2 OCA Index based on equation (9), own calculations 

However, neither the assessment of the appropriateness of adopting a common currency using reconstructed 

index is not entirely clear nor straight forward. Moreover, Bayoumi and Eichengreen [2] find relatively little 

correlation between the size of the economy and trends in the transition to a fixed exchange rate regime. This 

problem was solved by Horváth and Komárek [7] who use variable 𝑂𝑃𝐸𝑁𝑖𝑗 instead of the variable 𝑆𝐼𝑍𝐸𝑖𝑗  and 

their equation could have better informative value. 

4 Conclusion 

Probably the most famous monetary union is the Eurozone, which now consists of nineteen European countries. 

Nine EU member states are in the statute of candidate countries. The aim of this article was to evaluate an ap-

propriateness of these nine EU states for a membership in the Eurozone according to the OCA criteria. 

The research was based on traditional approaches of the optimum currency area theory. It was used the 

methodology of Bayoumi and Eichengreen [2] who estimated the OCA index. Then the modified equation of 

Horváth and Komárek [7] was used. The OCA index was computed for the period 2000 – 2014. 

Using the equation of Bayoumi and Eichengreen, the best values of OCA index are observed in Croatia, 

Denmark, Sweden and the United Kingdom. Conversely, the worst value of the OCA index is in Romania. Note 

that after the crisis, the OCA index has significantly improved in Bulgaria, Croatia and Romania. On the other 

hand, it has got worse in the Czech Republic, Hungary, Poland, Sweden and the United Kingdom since 2008.  

However, because Bayoumi and Eichengreen [2] find relatively little correlation between the size of the 

economy and trend in the transition to a fixed exchange rate regime, Horváth and Komárek [7] modified their 

equation.  Using the equation of Horváth and Komárek, the best values of the OCA index are in Croatia, Den-

mark and the United Kingdom. The worst values are observed in Bulgaria, Hungary and Romania. Since 2008, 

the OCA index has significantly improved in Bulgaria, Croatia and Romania, while in the case of the Czech 

Republic, Hungary, Poland, Sweden and the United Kingdom it has got worse.  

According to these results it may be concluded that there were some countries, which were more appropriate 

for the membership in the Eurozone. These countries were especially Croatia, Denmark and the United King-

dom. Conversely, Romania is not appropriate for the membership in the Eurozone. These nine countries can be 

divided into three groups. First group, the main candidates for the membership in the Eurozone, consists of the 

United Kingdom, Denmark and Croatia. These countries reach satisfactory degree of convergence. Second group 

consists of the Czech Republic, Poland and Sweden. These countries gradually converge to the Eurozone. And 

finally, the third group of countries, which has a small degree of convergence, includes Romania, Bulgaria and 

Hungary. 
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Of course, the candidate countries must fulfil all the convergence criteria if they want to join the Eurozone. 

But the OCA index can be used as a convenient additional instrument by which it is possible to determine the 

appropriateness of countries for the membership in the Eurozone. 
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Trimmed L-moments in Modeling Income Distribution 
Diana Bílková1 

Abstract. This paper deals with the application of such robust method of point pa-

rameter estimation, as the method of TL-moments on economic data. The ad-

vantages of this highly robust parametric estimation method are aware when applied 

to small data sets, especially in the field of hydrology, meteorology and climatology, 

in particular considering extreme precipitation.  

The main aim of this contribution is to use this method on large datasets, and com-

parison the accuracy of this method of parametric estimation with the accuracy of 

the other two methods, such as the method of L-moments and maximum likelihood 

method, especially in terms of efficiency of parametric estimation. The study is di-

vided into a theoretical part, in which mathematical and statistical aspects are de-

scribed, and an analytical part, during which the results of the use of three robust 

parametric estimation methods are presented. The basis for the research are slightly 

older data on household net annual income per capita (it failed to obtain some later 

data). Total 168 income distributions of the years from 1992 to 2007 in the Czech 

Republic (distribution of household net annual income per capita in CZK) were ana-

lyzed. 

Keywords: L-moments and TL-moments of probability distribution, sample L-

moments and TL-moments, probability density function, distribution function, quan-

tile function, order statistics, models of income distribution. 

JEL Classification: C13, C46 

AMS Classification: 60E05 

1 Introduction 

Alternative robust version of L-moments, see for example [1], [3]‒[4] or [7]‒[8], will be now presented. This 

robust modification of L-moments is called „trimmed L-moments“, and labeled „TL-moments“. Three-

parametric lognormal curves, see [5]‒[6], represent the basic theoretical distribution whose parameters were 

simultaneously estimated by three methods of point parameter estimation (methods of TL-moments and L-

moments and maximum likelihood method in combination with Cohen’s method) and accuracy of these methods 

was then evaluated. 

This is a relatively new category of moment characteristics of the probability distribution. There are the char-

acteristics of the level, variability, skewness and kurtosis of probability distributions constructed using TL-

moments that are robust extending of L-moments. L-moments alone were introduced as a robust alternative to 

classical moments of probability distributions. However, L-moments and their estimations lack some robust 

properties that belong to the TL-moments. 

The advantages of this highly robust parametric estimation method are aware when applied to small data sets, 

especially in the field of hydrology, meteorology and climatology. This paper shows the advantages of TL-

moments when using to large data sets. 

Sample TL-moments are linear combinations of sample order statistics, which assign zero weight to a prede-

termined number of sample outliers. Sample TL-moments are unbiased estimations of the corresponding TL-

moments of probability distributions. Some theoretical and practical aspects of TL-moments are still under re-

search or remain for future research. Efficiency of TL-statistics depends on the choice of α proportion, for exam-

ple, the first sample TL-moments lll
))) 2(

1
1(

1
0(

1 ,,  have the smallest variance (the highest efficiency) among other 

estimations from random samples from normal, logistic and double exponential distribution. 

When constructing the TL-moments, the expected values of order statistics of random sample in the defini-

tion of L-moments of probability distributions are replaced by the expected values of order statistics of a larger 

random sample, where the sample size grows like this, so that it will correspond to the total size of modification, 

as shown below. 

                                                           
1 University of Economics, Prague; Faculty of Informatics and Statistics; Department of Statistics and Probabil-

ity; Sq. W. Churchill 1938/4; 130 67 Prague 3; Czech Republic; e-mail: diana.bilkova@vse.cz. 
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TL-moments have certain advantages over conventional L-moments and central moments. TL-moment of 

probability distribution may exist even if the corresponding L-moment or central moment of the probability 

distribution does not exist, as it is the case of Cauchy’s distribution. Sample TL-moments are more resistant to 

existence of outliers in the data. The method of TL-moments is not intended to replace the existing robust meth-

ods, but rather as their supplement, especially in situations where we have outliers in the data. 

2 Theory and Methods 

2.1 Trimmed L-moments of Probability Distribution 

In this alternative robust modification of L-moments, the expected value E(Xr-j:r) is replaced by the expected 

value E(Xr+t1−j:r+t1+t2). Thus, for each r we increase sample size of random sample from the original r to r + t1 + t2 

and we work only with the expected values of these r treated order statistics Xt1+1:r+t1+t2, Xt1+2:r+t1+t2, …, Xt1+r:r+t1+t2  

by trimming the t1 smallest and the t2 largest from the conceptual sample. This modification is called the r-th 

trimmed L-moment (TL-moment) and is marked .), 21(


tt
r

 Thus, TL-moment of the r-th order of random variable 

X is defined 

....,2,1,)(
1

)1(
1

1

0

211
(

:
), 21 







 
 





 rXE
j

r

r

r

j

r ttrjtr
jtt  (1) 

It is apparent that the TL-moments simplify to L-moments, when t1 = t2 = 0. Although we can also consider ap-

plications, where the values of trimming are not equal, i.e. t1 ≠ t2, we focus here only on symmetric case 

t1 = t2 = t. Then equation (1) can be rewritten 
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Thus, for example, )( 21:1
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)
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t
  is the expected value of median from conceptual random sample of sample 

size 1 + 2t. It is necessary here to note that 
)(

1
t is equal to zero for distributions, which are symmetrical around 

zero. 

First four TL-moments have the form for t = 1 
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Note that the measures of location (level), variability, skewness and kurtosis of the probability distribution are 

based on .a,, )))) 1(
4

1(
3

1(
2

1(
1   

Expected value E(Xr:n) can be written using the formula 
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Using equation (7) we can re-express the right side of equation (2) 
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It is necessary to be noted here that  rr
)0(  is a normal the r-th L-moment without any trimming. 

Expressions (3)−(6) for the first four TL-moments, where t = 1, can be written in an alternative manner 
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Distribution may be identified by its TL-moments, although some of its L-moments or conventional central mo-

ments do not exit; for example  )1(
1

 (expected value of median of conceptual random sample of sample size three) 

exists for Cauchy’s distribution, although the first L-moment λ1 does not exist. 

TL-skewness 
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2.2 Sample Trimmed L-moments 

Let x1, x2, …, xn is a sample and x...xx nnnn ::2:1   is an ordered sample. Expression 
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is considered to be an unbiased estimation of expected value of the (j + 1)-th order statistic Xj+1:j+l+1 in conceptual 

random sample of sample size (j + l + 1). Now we will assume that we replace the expression E(Xr+t−j:r+2t ) by its 

unbiased estimation in the definition of the r-th TL-moment 
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which we gain by assigning j → r + t − j − 1 a l → t + j in (15). Now we obtain the r-th sample TL-moment 
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which is unbiased  estimation of the r-th TL-moment .t
r

)(  Note that for each j = 0, 1, …, r − 1, values xi:n in (18) 

are nonzero only for r + t − j ≤ i ≤ n − t −j due to the combinatorial numbers. Simple adjustment of the equation 

(18) provides an alternative linear for 
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For example, we obtain for r = 1 for the first sample TL-moment 
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where the weights are given by 
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The above results can be used to estimate TL-skewness and TL-kurtosis by simple ratios 
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We can choose t = nα representing the amount of the adjustment from each end of the sample, where α is a cer-

tain proportion, where 0 ≤ α < 0,5. More on the TL-moments is for example in [2]. 

3 Results and Discussion 

The researched variable is the net annual household income per capita (in CZK) within the Czech Republic 

(nominal income). The data obtained come from a statistical survey Microcensus – years 1992, 1996, 2002, and 

statistical survey EU-SILC (The European Union Statistics on Income and Living Conditions) – the period 2004-

2007, from the Czech Statistical Office. Total 168 income distributions were analyzed this way, both for all 

households of the Czech Republic together and also broken down by gender, country (Bohemia and Moravia), 

social groups, municipality size, age and the highest educational attainment, while households are classified into 

different subsets according to the head of household.  

Method of TL-moments provided the most accurate results in almost all cases, with the negligible excep-

tions. Method of L-moments results as the second in more than half of the cases, although the differences be-

tween the method of L-moments and maximum likelihood method are not distinctive enough to turn in the num-

ber of cases where the method of TL-moments came out better than the method of L-moments. Table 1 is 

a typical representative of the results for all 168 income distributions. This table provides the results for the total 

household sets in the Czech Republic. It contains the value of known test criterion χ2. This is evident from the 

values of the criterion that the method of L-moments brought more accurate results than maximum likelihood 

method in four of seven cases. The most accurate results were obtained using the method of TL-moments in all 

seven cases. Figures 1–3 allow the comparison of these methods in terms of model probability density functions 

in choosing years (1992, 2004 and 2007) for the total set of households throughout the Czech Republic together. 

It should be noted at this point that other scale is on the vertical axis in Figure 1 than in Figures 2 and 3 for better 

legibility. It is clear from these three figures that the methods of TL-moments and L-moments bring the very 

similar results, while the probability density function with the parameters estimated by maximum likelihood 

method is very different from model probability density functions constructed using the method of TL-moments 

and the method of L-moments. Figures 4–6 only confirm this statement. 
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Figure 1 Model probability density functions of 

three-parametric lognormal curves in  1992 with 

parameters estimated using three various robust 

methods of point  parameter estimation 
Source: Own research 
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Figure 4 Development of probability density function 

of three-parameter lognormal curves with parameters 

estimated using the method of TL-moments 

Source: Own research 
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Figure 2 Model probability density functions of 

three-parametric lognormal curves in  2004 with 

parameters estimated using three various robust 

methods of point  parameter estimation 
Source: Own research 
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Figure 5 Development of probability density function 

of three-parameter lognormal curves with parameters 

estimated using the method of L-moments 

Source: Own research 
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Figure 3 Model probability density functions of 

three-parametric lognormal curves in  2007 with 

parameters estimated using three various robust 

methods of point  parameter estimation 
Source: Own research 
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Figure 6 Development of probability density function 

of three-parameter lognormal curves with parameters 

estimated using the maximum likelihood method 

Source: Own research 

 

Microcensus EU-SILC 

 

Year 

TL-

moments 

 

L-moments 

Maximum 

likelihood 

 

Year 

TL-

moments 

 

L-moments 

Maximum 

likelihood 

1992 739.512 811.007 1,227.325 2004 494.441 866.279 524.478 

1996 1,503.878 1,742.631 2,197.251 2005 731.225 899.245 995.855 

2002 998.325 1,535.557 1,060.891 2006 831.667 959.902 1,067.789 

    2007 1,050.105 1,220.478 1,199.035 

Table 1 Value of χ2 criterion of parameter estimations of three-parametric lognormal curves obtained using three 

various robust methods of point parameter estimation 
Source: Own research 

Figures 7‒9 then represent the model relative frequencies (in %) of employees by the band of net annual 

household income per capita in 2007 obtained using three-parametric lognormal curves with parameters estimat-

ed by the method of TL-moments, method of L-moments and maximum likelihood method. These figures also 

allow some comparison of the accuracy of the researched methods of point parameter estimation compared with 

Figure 10, where are the really observed relative frequencies in individual sample income intervals. 

4 Conclusion 

Relatively new class of moment characteristics of probability distributions were here introduced. There are the 

characteristics of location (level), variability, skewness and kurtosis of probability distributions constructed us-

ing TL-moments. The accuracy of TL-moments method was compared to that of L-moments and the maximum 

likelihood method. Higher accuracy of the former approach in comparison to that of the latter two methods has 
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been proved by 168 income distribution data sets. Advantages of L-moments over the maximum likelihood 

method have been demonstrated by the present study as well. 
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Figure 7 Method of TL-moments Figure 9 Maximum likelihood method 

Source: Own research Source: Own research 
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Figure 8 Method of L-moments Figure 10 Sample ratios of employees  

Source: Own research Source: Own research 
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Selection of the bank and investment products via stochastic 

multicriteria evaluation method 
Adam Borovička

1
 

Abstract. The main aim of the article is to choose the suitable bank products and in-

vestment instruments for a (partial) financial old-age security. For this purpose, 

a multicriteria evaluation of the selected alternatives is performed. Three main crite-

ria are reflected – return, risk and cost. Return (or another criterion) can be described 

as a random variable with some probability distribution which is stated via statistical 

test. For evaluation of alternatives the stochastic multicriteria evaluation method is 

proposed. It is based on a combination of the principles of ELECTRE I and III 

methods. Further, the algorithms must be modified and improved (not only) in order 

to accept an input data with stochastic character. In a practical part, bank products 

(bank deposit, building savings and supplementary pension insurance) and invest-

ments products (open unit trusts) of the Česká spořitelna are chosen. These alterna-

tives are evaluated by the proposed multicriteria approach for two types of strategies 

– risk-averse and risk-seeking. The results are analyzed and compared.  

Keywords: financial old-age security, multicriteria evaluation, stochastic return. 

JEL Classification: C44, G11 

AMS Classification: 90B50, 62C86 

1 Introduction 

Every human being should think about a financial old-age security. The pension is often insufficient for paying 

all costs in this period of life. To eliminate such a problem, people usually try to save some money during their 

working age. They have a few possibilities how to do it. They can choose from various bank and investment 

products. But the question is which products are the most suitable and of course how to choose them. The an-

swers are the main aim of this article. 

Imagine the following real situation. If you are a long-term client of Česká spořitelna, you want to use select-

ed products of this company in order to save free financial resources for future pension age. Two types of prod-

ucts are available – bank products (bank deposit, building savings, supplementary pension insurance) and in-

vestment products (open unit trusts). To make a complex decision I recommend evaluating the products by more 

than one criterion. The three main criteria are reflected – return, risk and cost. The value of return (or another 

criterion) can be very variable in time. Then such a criterion can be expressed as a random variable with some 

probability distribution. For a selection of the suitable products the stochastic multicriteria evaluation method is 

proposed. This method uses some fragments of the principles of ELECTRE I and III methods. Some principles 

are adopted, some are modified and improved to solve precisely a real financial situation. The proposed method 

is complex. It can make a quantitative analysis from more than one angle. Moreover, an importance of criteria 

can be different. Then a decision can be made for various strategies. Further, input information can have a sto-

chastic character. These facts are the advantages of the proposed method compared to other concepts (e.g. fun-

damental or technical analysis). In practical situation, the strategies are differentiated – risk averse and risk-

seeking strategy. For both types of the clients of Česká spořitelna the proposed method is applied to choose the 

suitable products. The results are analyzed and compared. 

The article has the following structure. After the Introduction (Section 1), the proposed stochastic 

multicriteria evaluation method is described in Section 2. The original parts of the algorithm are described in 

more detail. A brief overview of the current concepts is also not missing. In Section 3, two real decision making 

situations about financial old-age security are introduced. Section 4 summarizes all the most important aspects of 

this article and provides some possible ideas for future research.     

2 Stochastic multicriteria evaluation method 

We know quite a number of multicriteria evaluation methods. One group of method is based on the evaluation 

principle of utility function – WSA [5], AHP [11], ANP [12] and the others. I think that the most important 
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drawback of these methods can be just a utility function whose construction can be so difficult for a decision 

maker. But it depends on the particular method how the utility function is constructed. Another methods use 

a concept minimizing distance from the ideal solution for an evaluation of alternatives. Maybe the best known 

method from this group is TOPSIS [6]. These methods differentiate in a metric measuring a distance from the 

ideal solution. The methods of both mentioned groups usually provide the ranking of alternatives. But in my real 

decision making situation the ranking is not primarily required. Further, we know the methods working with the 

aspiration levels, for example conjunctive and disjunctive methods [6]. The aspiration levels must be specified 

by a decision maker which could be difficult for him/her. The next big group contents the methods using the 

concept of preference scoring relation. The best known are AGREPREF [8], ELECTRE I [9] or ELECTRE III 

[10]. The most methods from this group require information in the form of threshold values from a decision 

maker. A determination of these values (this value) could be a problem for a decision maker. It is obvious, that 

we know other multicriteria evaluation methods. Of course, the basic methods mentioned above were variously 

modified and improved (normalization techniques, importance of criteria, fuzzification, stochastic input data 

etc.).  

As briefly indicated above, I see some drawbacks in the current approaches. Moreover, in order to solve the 

particular real situation the original method cannot be sometimes applied. Then the current methods must be 

modified, or new concept must be proposed. It is also my case. Firstly, in my practical application some data are 

variable in time, some are invariable. So the multicriteria evaluation method must accept both forms of the input 

data. The most methods do not enable this combination. Secondly, it is the best if any additional information 

(threshold values, specification of utility function) is not required from a decision maker because it could be very 

problematic for him/her. Further, the algorithm should take into account the differences in criteria values to 

make a representative analysis of alternatives. Many approaches do not make that (e.g. ELECTRE III, conjunc-

tive or disjunctive method). Finally, for easy applicability the method should be user-friendly, the algorithm 

should be comprehensible for a decision maker. To fulfill all mentioned basic demands, a new stochastic 

multicriteria evaluation method is proposed in this paper.  

2.1 Algorithm of the proposed method 

The algorithm of the proposed method can be briefly described in the following several steps:  

Step 1: We have n alternatives and k criteria. The evaluation of alternatives by each criterion is specified. 

This evaluation can be in strict form or in variable form in time. Then such an evaluation is formulated as ran-

dom variable with some probability distribution. The probability distribution (with concrete parameters) is stated 

via a suitable statistical test (Chi-Square, Anderson-Darling or Kolmogorov-Smirnov test). Then for each proba-

bility distribution m random numbers are generated. Now m scenarios are specified. The following matrix of all 

criteria values for l-th scenarios ( )l

ijyl
Y  is specified where ( 1,2,..., ; 1,2,..., ; 1,2,..., )l

ijy i n j k l m    is an 

evaluation of the i-th alternative by the j-th criterion. An importance of the j-th criterion is specified in the strict 

form as a weight ( 1,2,..., )jv j k , when conditions 0jv   and 1j

j

v   hold. 

Step 2: For each scenario the criteria values are compared. As in ELECTRE III, the following two sets of cri-

teria indices are specified 

 
 

max min

max min

| , ; , , 1,2,..., , ; 1,2,...,

| , ; , , 1,2,..., , ; 1,2,...,

l l l l l

iPj ir jr is js

l l l l l

jPi jr ir js is

I r s y y y y r I s I i j n i j l m

I r s y y y y r I s I i j n i j l m

        

        
, 

where set 
maxI , or 

minI  contains the indices of maximizing, or minimizing criteria. 

Step 3: The matrices l
S  and 

l
R  are determined for l-th scenario. Their elements express the grades of pref-

erence. The matrix l
S  is defined as in the ELECTRE III technique. The concept of matrix R is derived from 

ELECTRE I method. However, it takes into account the criteria importance and works with the standardized 

criteria values. The element of the matrix 
l

R  is formulated for each couple of alternatives i and j for l-th scenar-

io in the following form 
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| |

, , 0 else

| |
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where 
t l

ihy , or ( , 1,2,..., ; 1,2,..., ; 1,2,..., )t l

jhy i j n h k l m    is the standardized (normalized) criteria value. The 

standardized values are computed as follows 

1,2,..., ; 1,2,..., ; 1,2,...,

l

ijt l

ij l

j

y
y i n j k l m

H
    ,   

where max( ) ( 1,2,..., ; 1,2,..., )l l

j ij
i

H y j k l m   . For this formulation, all values must be positive. If they are not 

positive, the appropriate constant must be added.  

Step 4: The aggregate preference of the i-th alternative in face of the j-th alternative in terms of the l-th sce-

nario is set by a proposed rule 

l l l l

ij ji ij jis s r r   . 

The rule is modification of the ELECTRE III technique. The thresholds are eliminated. Then for the i-th alterna-

tive in the l-th scenario the following indicator is specified 

1,2,..., ; 1,2,...,l l l

i i ip d d i n l m     , 

where 
l

id 
, or 

l

id 
 is the number of alternatives in face of which i-th alternative is preferred, or the number of 

alternatives that are preferred in face of the i-th alternative in terms of the l-th scenario. Now the set of 

subeffective alternatives is proposed as follows 

 ; max( ) 1,2,...,l l l

i i i
i

E a p p l m   , 

where ia  denotes the i-th alternative. It is possible to say, that these alternatives are effective for l-th scenario. 

The concept of effective alternative for l-th scenario is inspired by ELECTRE I approach. However, it is quite 

not suitable (namely for low number of scenarios) because the effective alternative does not have to exist in the 

set of alternatives. To eliminate this drawback some ideas of ELECTRE III method are used for a specification 

of the effective alternative. Finally, the effective alternatives are selected over all scenarios. The effective alterna-

tive is such an alternative that is mostly times evaluated as subeffective. In addition, according to diminishing 

value of this indicator (how many times indicated as subeffective alternative) the alternatives can be ranked.  

3 Selection of suitable product(s) for financial old-age security 

In this part of the article, a very common situation of a real life is described. The most people in working age 

think about financial old-age security. I mean that this thinking is just very strong in the Czech Republic. The 

pension system in the Czech Republic is not stable, the rules are still changing. The age of retirement is still 

extended. Then many people think how to save some money for future usage during their pension age. They 

have a few options. 

Many people are the clients of Česká spořitelna. So let us focus on the case of long-term clients who have a 

current account in Česká spořitelna. It is meaningful that such a person appeals to “home” bank to advise what to 

do it in the described situation. A worker of the bank offers two types of products – bank and investment prod-

ucts. The bank products are bank deposit, building savings and supplementary pension insurance. The invest-

ment products are the open unit trusts. This investment instrument is also suitable for a smaller investor. They 

can invest in stocks or bonds of big companies around the world via these funds.  

3.1 Criteria and strategies 

To make a decision as complex as possible, several characteristics of the bank and investment instruments are 

taken into account. Three main criteria are specified – return, risk and cost. According to these criteria all se-

lected instruments are evaluated. Then a worker of the bank presents this information to the client. Another char-

acteristics should be reflected, namely in the case of open unit trusts. For instance, a currency in which allotment 

certificates are traded. Locality of the capital market with the open unit trusts, approach of the management of 

the fund or mood in the capital market could be included. Another criterion could be a liquidity of the saved 

money. All these mentioned criteria are not explicitly included. But they can be taken into account in a selection 

of the bank or investment instruments which are offered to the client. Then these selected instruments are ana-

lyzed from the perspective of the most important three criteria in terms of the multicriteria evaluation process. 
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In order to involve a wider scale of real decision making cases, two client’s strategies are specified – risk-

averse and risk-seeking. Risk-averse client fears a loss of the investment so much. He/she is willing to undergo 

only low level of risk that the saved money loses a part of their value. He/she wants to have a certain confidence 

that the money will be available in his/her pension age. Therefore he/she is able to sacrifice some part of return 

for a lower risk. A criterion risk is the most important characteristic. The cost connected with the bank or in-

vestment products does not play a fundamental role in a decision making process. Risk-seeking client is more 

oriented to the return. He/she is able to undergo a greater risk for a greater level of return. His/her goal is to val-

orize his/her spared money as much as possible under a condition of greater level of risk. In contrast to risk-

averse client, the return is more important criterion than risk. Therefore the cost connected with investment is 

a little bit more important for a risk-seeking client than for a risk-averse client.   

The client should specify his/her preferences about an importance of these criteria. It is obvious that the pref-

erences are based on the client’s strategy. The preferences can be quantitatively expressed on some scale. So the 

client assigns the points (e.g.) from the interval 0,10  to each criterion, where 0 means the smallest (actually 

zero) importance, conversely 10 means the highest importance. To calculate the weights of criteria required by 

the proposed multicriteria evaluation method, the scoring method is applied [5]. This method is very simple for 

an application. It just uses the quantitative information about the importance of criteria. According to two cli-

ent’s strategies mentioned above, the points are assigned to the chosen three criteria. The following table shows 

the assigned points, the weights of criteria for both types of clients as well (Table 1).   

 

 Risk-averse client Risk-seeking client 

Criterion Points Weight Points Weight 

Return 7 0,368 10 0,526 

Risk 10 0,526 6 0,316 

Cost 2 0.105 3 0,158 

Table 1 Points and weights of criteria for both types of clients 

According to expectation, the criterion risk has the greatest weight for a risk-averse client. On the contrary 

for a risk-seeking strategy, the greatest weight is calculated to the criterion return. The weight of cost for a risk-

seeking client is a little bit greater than for a risk-averse client. This fact was also expected.  

3.2 Data  

We keep at disposition 3 bank products (bank deposit, building savings, supplementary pension insurance) 

and 8 open unit trusts (5 bond and 3 stock funds). The bond open unit trusts are High Yield dluhopisový, 

Korporátní dluhopisový, Sporobond, Sporoinvest and Trendbond. The stock open unit trusts are Global Stocks, 

Sporotrend and Top Stocks. The bank products are offered by Česká spořitelna and the open unit trusts are man-

aged and offered by Česká spořitelna investment company. 

All instruments are evaluated by the selected criteria. The value of return is deterministic for the bank prod-

ucts. It is on the annual basis and expressed in percentages. Return of the bank deposit is in actual value. This 

value is actually historically stable. Return of the building savings has two components. One part is a contribu-

tion from the state and second part is interest from a deposit. Return of the building savings reflects actual condi-

tions specified by Česká spořitelna. Return of the supplementary pension insurance is also composed of two 

parts. One component is a state contribution and second component is a return of the Česká spořitelna pension 

fund. Return of the pension fund is average annual for last 20 years. It is computed as a strict value because of 

lower number of observations. Return of the open unit trusts is variable in time. Then return of each fund is de-

scribed as a random variable with some continuous probability distribution. The distribution is set on the basis of 

non-parametric statistical Anderson-Darling test [1]. The monthly returns from the period 2010-2015 are used. 

This period is chosen because a development in the capital market was calmer. Then it can better describe 

a long-term development which is so important for a practical application. The generated returns from the partic-

ular distributions are converted to the annual base. Risk connected with the bank deposit is considered as zero 

because the interest rate is stable in time. Risk of the building savings is also zero. The conditions are given by 

the appropriate contract, so that a change of return at least during 6 years is not possible. Risk of the supplemen-

tary pension insurance is connected with a possible deviation of interest rate from a deposit. It is calculated as 

average absolute negative deviation of returns. This concept is proposed in [2]. The risk of the open unit trusts is 

also calculated as average absolute negative deviation of their returns. Cost connected with the bank deposit 

reflects the tax on interest. There are no other costs. The same situation is in the case of supplementary pension 

insurance. Cost connected with the building savings includes charge for an account management, conclusion of 
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a contract and tax on interest. Cost connected with the open unit trust represents various charges, namely initial 

charge and management fee. Costs are also calculated in the percentage form as well as other two criteria.  

For building savings, the most profitable alternative is expected. It means that monthly deposited amount is 

1700 CZK. The criteria values for supplementary pension insurance are calculated for the most profitable situa-

tion when the monthly deposited amount is 1000 CZK.  It is obvious that the return of building savings and sup-

plementary pension insurance is based on the amount of invested money. In our analysis the best alternative is 

searched for a person who can periodically tuck away lower amount of money. In case of building savings and 

supplementary pension insurance he/she accepts mentioned amount of money. The sock inserted in other prod-

ucts will be similar. If he/she would want to save more money, another product could be chosen via the addition-

al procedure mentioned below.  

Table 2 shows evaluation of each product by each criterion. All data is expressed in the percentage form. Ac-

cording to statistical test the return of the open unit trusts can be described as a random variable with logistic 

probability distribution. Both parameters of distribution for each fund are also written in the following table.   

 

Product Return Risk Cost 

Bank deposit 0.4 0 0.06 

Building savings 6 0 2.84 

Supplementary pension insurance 26.62 0.21 0.54 

High Yield dluhopisový Logistic (6.52, 15.35) 2.19 2.49 

Korporátní dluhopisový Logistic (4.42, 9.76) 1.23 2.75 

Sporobond Logistic (5.15, 5.99) 0.69 2.20 

Sporoinvest Logistic (0.82, 0.79) 0.18 1.05 

Trendbond Logistic (3.77, 10.79) 1.37 2.77 

Global stocks Logistic (11.29, 21.66) 2.21 6.33 

Sporotrend Logistic (-4.77, 44.05) 5.36 5.43 

Tops Stocks Logistic (18.7, 42.76) 3.93 5.82 

Table 2 Return, risk and cost of bank and investment products (in percentages) 

The market prices and cost of the open unit trusts are taken over from [7].  The needed information on the 

bank products is found in [3] and the historical returns of Česká spořitelna pension fund are taken over from 

[12]. On the basis of this information, the criteria values are calculated. 

3.3 Results 

Now the suitable products are selected for both types of strategies via the proposed multicriteria evaluation 

method. For representative results, 50 scenarios of returns of the open unit trusts are made. Thus, 50 values from 

particular probability distribution for each open unit trust are generated. The following table shows how many 

times each product is classified as a subeffective alternative for both types of clients (Table 3).  

 

Risk-averse client Risk-seeking client 

Product Frequency Product Frequency 

Building savings 36 Supplementary pension insurance 24 

Bank deposit 25 Top Stocks 19 

Supplementary pension insurance 14 Global Stocks 10 

High Yield dluhopisový 0 Sporotrend 6 

Korporátní dluhopisový 0 Trendbond 3 

Sporobond 0 High yield dluhopisový 2 

Sporoinvest 0 Sporobond 2 

Trendbond 0 Korporátní dluhopisový 0 

Global stocks 0 Sporoinvest 0 

Sporotrend 0 Bank deposit 0 

Tops Stocks 0 Building savings 0 

Table 3 Frequency of incidence of each product as subeffective alternative 
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For a risk-averse investor, the effective alternative is the bank product building savings. None of the open unit 

trusts is specified as subeffective alternative because they have too great risk. The building savings is effective 

alternative thanks to a zero risk and a greater level or return than bank deposit. The worst position from the bank 

products belongs to the supplementary pension insurance thanks its nonzero risk. A better position of this prod-

uct cannot be even achieved by significantly the greatest return from the bank products because the return has 

smaller weight than risk. For a risk-seeking investor, the effective alternative is the supplementary pension insur-

ance. But according to expectation, the stock open unit trusts compete with it thanks a possible greater return. 

A decisive factor is a stable return of supplementary pension insurance compared to the stock open unit trusts. 

Because the return is the most important criterion for a risk-seeking investor, the other open unit trusts with 

lower level of return had not a chance to be an effective alternative. The same situation occurs in the case of 

bank deposit and building savings in spite of they have a zero level of risk.  

According to proposed multicriteria analysis, a decision maker can see which products are “good” and which are 

“bad”. In case of need the ranking of alternatives can also be made by a frequency of incidence of alternatives as 

subeffective alternative. An appropriate portfolio of more products can be made by other methods.  

4 Conclusion 

The article deals with a selection of the suitable products for financial old-age security. Two strategies of saving 

free financial resources during a working age are specified. For both cases the suitable products of Česká 

spořitelna are chosen via the proposed stochastic multicriteria evaluation method whose algorithm is described. 

The results of both strategies are analyzed and compared.     

The proposed method provides a complex quantitative multicriteria analysis. All stated criteria have a quantita-

tive character. But some qualitative characteristics should be also explicitly taken into account in the analysis 

(e.g. mood in the capital market of the open unit trusts, some feeling or intuition of a decision maker etc.). Then 

they must be transformed to the quantitative form. One possible way should be via the fuzzy sets (numbers). So 

the proposed method would be fuzzified. Then it would become yet more complex for real decision making 

situations.  
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A chance constrained investment problem with

portfolio variance and skewness criteria - solution

technique based on the Successive Iterative

Regularization

Martin Branda 1

Abstract. We deal with an investment problem, where the variance of a port-
folio is minimized and at the same time the skewness is maximized. Moreover,
we impose a chance (probabilistic) constraint on the portfolio return which
must be fulfilled with a high probability. This leads to a difficult nonconvex
multiobjective stochastic programming problem. Under discretely distributed
returns, this problem can be solved using the CCP-SIR solver (Chance Con-
strained Problems: Successive Iterative Regularization) which has been re-
cently introduced by Adam and Branda [1]. This algorithm relies on a relaxed
nonlinear programming problem and its regularized version obtained by en-
larging the set of feasible solutions using regularizing functions. These both
formulations as well as the solution technique are discussed in details. We re-
port the results for a real life portfolio problem of a small investor. We compare
the CCP-SIR solver with BONMIN applied to the deterministic mixed-integer
reformulation.

Keywords: Investment problem, chance constraints, skewness, successive it-
erative regularization

JEL classification: C44
AMS classification: 90C15

1 Introduction

Markowitz [14] was the first, who considered moment conditions on portfolio composed from various assets
available on a stock market. In particular, he maximized the expected return of a portfolio and at the
same time minimized the variance of portfolio return. The variance served here to quantify the risk. The
optimal portfolios then correspond to the efficient frontier in the mean-variance space. Skewness together
with the mean and variance criteria was considered in the models for accessing portfolio efficiency, see,
e.g., Joro and Na [12], Briec et al. [9]. Kerstens et al. [13] derived a geometric representation of the mean–
variance–skewness portfolio frontier, and Briec et al. [10] generalized the well-known one fund theorem.
Alternatively to the higher order moment criteria, many researchers focused on axiomatic definitions of
risk measure classes with desirable properties, e.g. convex risk measures [11], coherent risk measures [3],
and general deviation measures [16]. The resulting models can be supported by the relations to the utility
functions and stochastic dominance efficiency, see [6, 7, 8].

In this paper, we focus on a multiobjective portfolio problem with the variance and skewness criteria.
The set of feasible portfolios is defined using a chance (probabilistic) constraint which imposes a high
probability on the events when portfolio return exceeds a given value. Due to the presence of the
nonconvex cubic term in the objective function, we were not able to use algorithms which rely on convexity
of the underlying problem. Therefore we select an alternative approach which has been recently introduced
by Adam and Branda [1]. They proposed an algorithm based on a relaxed problem which is a nonlinear

1Charles University in Prague
Faculty of Mathematics and Physics
Department of Probability and Mathematical Statistics
Sokolovská 83, Prague 186 75, Czech Republic
tel.: +420 221 913 404, fax: +420 222 323 316, branda@karlin.mff.cuni.cz

Mathematical Methods in Economics 2016

67



programming problem, and its regularized version that is obtained by enlarging the set of feasible solutions
using regularizing functions. The resulting CCP-SIR solver1 (Chance Constrained Problems: Successive
Iterative Regularization) is then able to obtain a stationary point of the original problem. We apply the
CCP-SIR algorithm to the investment problem in the empirical part and compare its performance with
the BONMIN [5] solver available in GAMS modelling system.

The paper is organized as follows. In Section 2, we propose the notation and the variance-skewness
model with a chance constraint on portfolio return. In Section 3, we formulate the relaxed problem and
derive the optimality conditions. We also discuss the CCP-SIR algorithm which is then employed in the
empirical study in Section 4. Section 5 concludes the paper.

2 Problem formulation

In this section, we formulate the multiobjective stochastic portfolio optimization problem with mini-
mization of the portfolio variance and maximization of the skewness. The chance constraint provides a
probabilistic lower bound for random portfolio rate of return.

We consider n assets with random rates of return denoted by Rj , j = 1, . . . , n, with E|Rj |3 <∞ and
define the corresponding covariance matrix C and skewness tensor S elementwise as

Cjk := E(Rj − ERj)(Rk − ERk),

Sjkl := E(Rj − ERj)(Rk − ERk)(Rl − ERl).

If we employ the aggregate function approach of multiobjective optimization with aggregation parameter
c > 0, we obtain

minimize

n∑

j=1

n∑

k=1

Cjkxjxk − c
n∑

j=1

n∑

k=1

n∑

l=1

Sjklxjxkxl

subject to P




n∑

j=1

Rjxj ≥ b


 ≥ 1− ε,

n∑

j=1

xj = 1,

lbj ≤ xj ≤ ubj ,

(1)

where b is a minimal rate of return acceptable with probability 1 − ε. We allow various restrictions on
portfolio weights using lbj , ubj . In particular, if lbj < 0, then short selling of the asset j is allowed.

3 Optimality conditions and algorithm

We consider discretely distributed returns with scenarios Rji (index j identifies an asset, i a scenario)

and general probabilities pi > 0,
∑S

i=1 pi = 1. Such distribution can be obtained as the observations of
historical returns or by simulation from a multivariate continuous distribution. Standard approaches use
mixed-integer programming reformulations, cf. [2, 15]. However, the employed algorithm relies on the

1Matlab source codes are freely available at http://staff.utia.cas.cz/adam/research.html
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relaxed problem that can be formulated as a nonlinear programming problem:

minimize
n∑

j=1

n∑

k=1

Cjkxjxk − c
n∑

j=1

n∑

k=1

n∑

l=1

Sjklxjxkxl

subject to
S∑

i=1

piyi ≥ 1− ε,

yi


b−

n∑

j=1

Rjixj


 ≤ 0, i = 1, . . . , S,

n∑

j=1

xj = 1, lbj ≤ xj ≤ ubj ,

0 ≤ yi ≤ 1.

(2)

According to [1, Theorem 2.2], the optimality condition for the problem at a point x can be stated as:

2
n∑

k=1

Cjkxk − 3c
n∑

j=1

n∑

k=1

Sjklxkxl −
∑

i∈I0(x)
λiRji + µ+ µj = 0, j = 1, . . . , n,

λi = 0, i ∈ I00(x, y),

λi ≥ 0, i ∈ I0+(x, y) ∪ I01(x, y),

µj ≤ 0, j ∈ J−(x),

µj ≥ 0, j ∈ J+(x),

µj = 0 otherwise,

µ ∈ R,

(3)

where the index sets are defined as follows

J−(x) := {j : xj = lbj}, J+(x) := {j : xj = ubj},

I0(x) := {i :

n∑

j=1

Rjixj = b},

I00(x, y) := {i ∈ I0(x) : yi = 0},
I0+(x, y) := {i ∈ I0(x) : yi ∈ (0, 1)},
I01(x, y) := {i ∈ I0(x) : yi = 1}.

(4)

The algorithm is based on a regularizing function imposed on the random constraints, which enlarges the
set of feasible solutions. We assume that φt : R→ R are continuously differentiable decreasing functions
which depend on a parameter t > 0 and which satisfy the following properties:

φt(z) > 0, for z ∈ R, φt(0) = 1, (5)

φt(z
t)→ 0, whenever zt

t→∞→ z̄ > 0, (6)

φ′t(z
t)

φ′t(z̃t)
→ 0, whenever φt(z

t)↘ 0 and φt(z̃
t)→ z̄ > 0. (7)
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We will consider φt(z) = e−tz as a regularizing function. Using these functions we obtain the following
regularized problem:

minimize
n∑

j=1

n∑

k=1

Cjkxjxk − c
n∑

j=1

n∑

k=1

n∑

l=1

Sjklxjxkxl

subject to

S∑

i=1

piyi ≥ 1− ε,

φt


b−

n∑

j=1

Rjixj


 ≥ yi i = 1, . . . , S,

n∑

j=1

xj = 1, lbj ≤ xj ≤ ubj ,

0 ≤ yi ≤ 1.

(8)

The Successive Iterative Regularization algorithm then iteratively increases the parameter t leading to
tighter approximation of the feasibility set. The problem is solved by a nonlinear programming solver
and the obtained solution is then used as a starting point for the next iteration. It can be shown that the
sequence of the solutions converge to a stationary point of the relaxed problem (2). If the obtained point
is not a stationary point of the original chance constrained problem, an additional local search procedure
can be performed to find such point, see [1] for details.

Finally, note that the problem (1) can be also reformulated using additional binary variables zi and
a large constant M :

minimize

n∑

j=1

n∑

k=1

Cjkxjxk − c
n∑

j=1

n∑

k=1

n∑

l=1

Sjklxjxkxl

subject to

S∑

i=1

pizi ≥ 1− ε,

b−
n∑

j=1

Rjixj ≤M(1− zi), i = 1, . . . , S,

n∑

j=1

xj = 1, lbj ≤ xj ≤ ubj , zi ∈ {0, 1}.

(9)

This leads to a nonlinear mixed-integer programming problem which will be employed in the following
section.

4 Numerical study

We consider the following n = 8 US assets observed monthly from January 2011 to December 2015.
In particular, we consider Boeing (BA), Coca-Cola (KO), JPMorgan Chase (JPM), Oracle (ORCL),
Microsoft (MSFT), Nike (NKE), Intel (INTC), Apple (AAPL). Since the problem is highly demanding,
we have chosen S = 100 scenarios. The other parameters of the problem were set as follows: minimal
acceptable returns b ∈ {−4,−2, 0, 2}, probabilistic level ε = 0.1, and aggregation (risk aversion) parameter
c = 0.1. We employed the multivariate skew normal distribution, cf. [4], for modelling the random rates
of return. Emphasize that this distribution is able to fit the skewness of the real data. For each value of
b, we have rerun the whole optimization 10 times.

In [1], we have also discussed the influence of the choice of M in problem (9) on the algorithm
performance. It is highly desirable to choose this parameter as tight as possible. Since the maximal
random value of Rji was approximately 35% and since |xj | ≤ 10, we have decided to choose M = 500.
As the maximal constraint violation from all generated solutions was 80, this M showed to be a very
reasonable bound.

We compare three possible methods for the problem solution. The first one is based on the regular-
ization and employs the CCP-SIR algorithm. The second one uses the solver BONMIN [5] available in
the modelling system GAMS for solving the deterministic equivalent formulation which corresponds to
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a mixed-integer nonlinear programming problem. The last method uses their combination and employs
the result of BONMIN as a starting point for the CCP-SIR algorithm. For the regularized problem, the
average solution time was approximately 4.5 seconds while we stopped BONMIN after 10 minutes. Thus,
the solutions obtained by BONMIN were always suboptimal.

Different runs
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Figure 1 Comparison of different algorithms for problem (1).

The results of these three solvers can be seen in Figure 1. On the horizontal axis, there are different
sets of simulated return realizations Rji and different values of b. The first 10 values corresponds to
b = −4, the next 10 for b = −2, the next 10 for b = 0 and finally, the last 5 (some infeasible problems
were omitted) for b = 2.

Since the mean value of Rji was 5%, for small b, the feasible set was huge and the relaxed problem
contained many local minima. Because the regularized method uses only first order information (and
no globalization in the form of cuts), BONMIN performed better than the regularized method in this
case. However, with increasing b, the regularized method started to prevail. This can be especially seen
for the last five values with b = 2. However, almost in all cases, when we used the regularized method
on the BONMIN solution, we were able to improve the solution significantly. We can conclude that the
employed methods are able to solve problems in a very good way. Moreover, if they for some reason fail,
they are still able to quickly improve suboptimal solutions obtained by other solvers.

5 Conclusions

We have proposed a portfolio optimization problem with the variance–skewness objective and a chance
constraint on the portfolio return. Under the discrete distribution of returns, we have relaxed the problem
and provided the optimality conditions. Algorithmic issues have been discussed based on the regular-
ized problem obtained by enlarging the set of feasible solutions using regularizing functions. The good
performance of the algorithm has been demonstrated using the real data and compared with the solver
BONMIN available in GAMS. The combination of CCP-SIR with BONMIN seems to be also promising.
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Post-crisis development in the agricultural sector in the CR – 
Evidence by Malmquist index and its decomposition 

Helena Brožová1, Ivana Boháčková2 

Abstract. This contribution aims to use Data Envelopment Analysis models, 
Malmquist index and its decomposition for analysis of the efficiency of the agricul-
tural sector in the regions of the Czech Republic and its development from the year 
2008 to 2013.  
The regions are characterized by three inputs (agricultural land, annual work units 
and gross fixed capital formation) and one output (gross value added).  
Malmquist index shows significant increase of efficiency in 2011 although in other 
years rather negative development or no change can be seen. The same shape can be 
seen for technological change. Pure and scale efficiency changes are similar and 
both show different behaviour than Malmquist index and technological change. Pure 
and scale efficiency are significantly increasing between years 2008 and 2009 and, 
further, slowly decreasing or without change. 

Keywords: Crisis, agricultural sector, efficiency, CCR model, BCC model, 
Malmquist index decomposition. 

JEL Classification: C44, C61, D24 
AMS Classification: 90B50, 90C05, 90C90 

1 Introduction 
The productivity and efficiency of the agricultural sector is provided for long time. The first studies on this topic 
have appeared already in the 40s and 50s of the last century. Starting from Clark [6] and Bhattacharjee [3] analy-
sis, a number of studies tried to analyse the differences in agricultural productivity of analysed units and its de-
velopment (for instance, Yu et al. [14], Trueblood and Coggins [13]). The Data Envelopment Analysis (DEA) is 
the mostly used one from the non-parametric methods.  

The contribution of inputs to outputs is evaluated using the DEA models firstly developed by Charnes, 
Cooper and Rhodes [5] and Banker, Charnes and Cooper [2], which applied the Farrel’s approach (Farrel [9]) to 
measurement of productivity efficiency. The dynamic context of the relation of inputs and outputs, the growth of 
productivity efficiency was studied by Malmquist [11]. Measuring productivity change and Malmquist index 
(MI) decomposing into its sources is important, because enhancement of the productivity growth requires 
knowledge of the relative importance of its sources. In this regard the Malmquist productivity index (MI) is 
particularly used and decomposed into the technical efficiency change index and the technological change index 
and, further, these indices can be decomposed again (Yu et al.[14], Lovell [10], Ray [12], Zbranek [15]).  

The objective of this paper is to show the relative technical efficiency and its changes of the agricultural sec-
tor in the Czech regions in the crisis period 2008-2013. Efficiency progress according to the Malmquist index 
will be compared with changes of selected indices receiving by Malmquist index decomposition. 

The paper is organized as follows. Section 2 defines shortly basic DEA models, Malmquist index and its de-
composition. Section 3 contains an analysis of the efficiency of the agricultural sector of the Czech regions and 
changes of the elements of the MI decomposition in the years 2008-2013. Section 4 summarizes the findings. 

2 Malmquist index and its decomposition 
The Malmquist index is usually applied to the measurement of productivity change over time, and can be multi-
plicatively decomposed into a technical efficiency change index and a technological change index. Its calculation 
can be based on decision-making units (DMU) efficiency according to the CCR and BCC models combining 
inputs and outputs from different time periods. 
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The model CCR (according to authors Charnes, Cooper and Rhodes [5] is evaluating the efficiency of a set of 
DMU, which convert multiple inputs into multiple outputs with the constant returns to scale (CRS) assumption. 
The outputs and inputs can be of various characteristics and of variety of forms that can be also difficult to 
measure. If the variable returns to scale (VRS) is supposed, so-called BCC model (according to authors Banker, 
Charnes and Cooper [2]) should be used. DEA models with super efficiency (Andersen, Petersen [1]) can be 
used for the distinction of the efficient DMUs. In this type of the DEA model a DMU under evaluation is not 
included in the reference set of the original DEA models. 

Model CCR 

The input oriented CCR DEA model (Charnes et al. [5]) measuring efficiency of DMU in time t is obtained 
as the maximum of a ratio of weighted outputs to weighted inputs under the constraints that this ratio for all 
DMUs is less than or equal to 1and the efficiency of the efficient DMU is equal to 1. The efficiencyt

HΦ  explicit-

ly shows the necessary decreasing of inputs with the same amount of inputs of non-efficient DMU H in time t. 
Linearization of this model follows 

1

( , )
n

t t t t
H jH jH

j

Φ u y MAX
=

= →∑x y  subject to 

1

1 1

1

0,  1,  2,...,   

0,   1,  2,...,  
0,   1,  2,...,  

m
t

iH iH
i

m n
t t

iH ik jH jk
i j

jH

iH

v x

v x u y k p

u j n
v i m

=

= =

=

− + ≤ =

≥ =
≥ =

∑

∑ ∑  (1) 

where jku and 
ikv are weights of outputs and inputs, t

jky is the amount of thj  output from unit k , and t
ikx is 

the amount of thi input to thk  unit in time t, H is index of the evaluated DMU (this notation is used through the 
whole paper) . 

Output orientation of this model for all DMUs supposes the minimization model. The efficiency of all DMUs 
is greater than or equal to 1and the efficiency of the efficient DMU is equal to 1. The efficiency shows the neces-
sary increasing of outputs with the same amount of inputs of non-efficient DMU. 

For the decomposition of the MI, we have to compute following models with different combination of inputs 
and output from different time periods (Zbranek [15]). We need to compute efficiency of the DMU inputs and 
outputs in time t+1 in the conditions of the time t. For this we use the model  
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The efficiency of the DMU inputs and outputs in time t in the conditions of the time t+1 is calculated using 
the model  
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Last two models are intended for efficiency calculation in case of combination of inputs and outputs in dif-
ferent time with conditions in different time. We use the following models:  

Inputs in time t+1, outputs in time t, and production conditions in time t 
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and inputs in time t+1, outputs in time t, and production conditions in time t+1 
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Model BCC 

The model BCC DEA model (Banker et al. [2]) supposes variable returns to scale. The input oriented BCC mod-
el uses the following linearization of the original DEA model:  
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where t
HΘ is efficiency of DMU H, jku and 

ikv are weights of outputs and inputs, 
t
jky is the amount of the thj  

output from unit k , and t
ikx is the amount of the thi input to the thk  unit in time t, H is index of the evaluated 

DMU, and 
Hq  is variable allowing variable returns to scale. 

Malmquist index 

Malmquist productivity index was introduced into the literature by Caves, Christensen, and Diewert [4]. This 
index quantifies the change in multi-factor productivity of the DMU with the CRS assumption at two different 
points in time. A decade later, Färe, Grosskopf, Lindgren, and Roos [7] identified technological change and 
technical efficiency change as two distinct components of productivity change. Subsequently, Färe, Grosskopf, 
Norris, and Zhang [8] relaxed the CRS assumption allowing VRS at different points on the production frontier 
and offered a new decomposition of the Malmquist productivity index incorporating a new component represent-
ing the contribution of changes in scale efficiency. 

Malmquist index measures the efficiency change between two time periods by geometric mean of the ratios 
of the efficiency of each data point relatively to a common technological frontier in the first and second period.  
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where ikx is the amount of thi input to thk  unit and H is index of the evaluated DMU. 

Malmquist index is often decomposed into two values.  
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The first ratio - efficiency change EH - represents the DMU technical efficiency change between two periods, and 
the second one - technological change TH - represents the efficiency frontier shift between two periods (Färe et 
al. [7]). Considering VRS, the technical efficiency change EH can be calculated using enhanced formula 
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where the first ratio represents scale efficiency change SEH and the second one pure efficiency change PEH of 
evaluated DMU. 
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Also technological change TH can be further decomposed into the magnitude index and bias index, decomposed 
into the output bias index and input bias index. Since the values of these indices are not analysed in this study, 
this decomposition is not explain here. 

Malmquist index correction 

Malmquist index and its elements values are greater than 0. A value greater than 1 means efficiency increas-
ing and contrary, while one less than 1 means decreasing of the efficiency. For greater clarity Malmquist index 
can be corrected or transformed by the following formulas (Zbranek [15])  

1If 1  than 1

If 1  than 0

If 1  than 1

H H
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H H

H H H

M M M

M M

M M M

< = −

= =
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If any value of corrected Malmquist index is equal to 0, there is no efficiency change. If any corrected 
Malmquist index value is greater than 0, there is efficiency increasing, and if it is lower than 0, there is efficiency 
decreasing. Also other elements of Malmquist index decomposition can be corrected by the same way with the 
same meaning. For clarity of their values corrected form of indices will be used in this analysis. 

3 Efficiency of the agricultural sector in the regions of the Czech Republic 
For the analysis of the efficiency of the agricultural sector in the Czech regions we used data from Eurostat data-
bases and yearbooks of the Czech regions. Comparable basic factors of production, namely the area of agricul-
tural land (ha), labour as annual work units and gross fixed capital (CZK mil) were chosen as inputs, while gross 
value added (CZK mil) created in the agricultural sector was chosen as output (Table 1). The gross fixed capital 
and gross value added were recalculated using interest rates and inflation index. 
 

 NUTS III       2008       2009       2010       2011       2012       2013 
Area of agri-
cultural land 
(ha)  

Min 25,537 25,458 25,432 16,521 16,674 16,841 
Median 395,365 394,516 392,785 392,031 394,143 392,509 
Max 970,279 969,861 969,426 859,074 857,859 857,797 

Overall work 
(AWU) 

Min 2,227 2,777 3,017 3,357 3,757 3,338 
Median 12,988 13,131 12,973 13,300 12,988 12,886 
Max 26,959 26,228 24,582 26,186 25,626 26,132 

Gross fixed 
capital  
(CZK mil.) 

Min 211 334 406 582 742 749 
Median 2,381 1,741 2,044 1,909 3,060 2,634 
Max 5,014 3,469 3,904 4,449 5,828 5,257 

Gross value 
added  
(CZK mil.) 

Min 1,584 1,577 1,731 2,265 2,676 2,528 
Median 5,839 4,900 4,154 6,034 6,279 6,364 
Max 11,876 8,683 9,076 12,810 14,155 13,725 

Interest rates 
(MF, according to Eurostat) 

4.6 4.8 4.2 3.7 3.9 3.9 

Inflation 
(MF, according to Eurostat) 6.3 0.6 1.4 2.3 1.7 1.7 

Table 1 Basic information about the data 

Starting calculations of CCR model (1) were performed for all 14 regions of the Czech Republic. Since Prague 
region is rated by the model DEA significantly better than other regions in all periods and the other regions gen-
erally do not achieved efficiency and therefore could not be sufficiently analysed, Prague region was excluded 
from further evaluation. Then CCR models (1) with the CRS assumption and also BCC model (6) assuming VRS 
were used for the global evaluation of 13 Czech regions excluding Prague region (Table 2).  

Firstly we compare the overall technical efficiency in each period of each region under the CRS and VRS as-
sumptions. Five, six or eight (more than one half) regions are shown as technical efficient according to the BCC 
model, only two, three or four (less than one third) regions are effective according to the CCR model. 
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Input orientation CCR efficiency (%) BCC efficiency (%) 

 2008 2009 2010 2011 2012 2013 2008 2009 2010 2011 2012 2013 

Min 54.15 79.22 81.98 72.29 72.59 73.07 57.13 80.54 84.79 82.03 74.98 83.88 
Median 77.42 90.53 87.49 91.67 90.87 90.97 95.46 100.00 98.44 97.82 98.21 94.23 
Average 79.53 91.05 90.13 87.77 90.84 89.01 87.71 95.58 95.38 94.36 93.45 94.90 
Standard Deviation 15.86 7.51 6.02 8.59 7.41 8.40 14.70 6.30 5.33 6.73 7.76 4.94 

Table 2 Efficiency of the regions according to the models CCR and BCC (without Prague) 

3.1 Changes of the elements of MI 

Subsequently, DEA models (1) to (6) were computed for all 13 regions and all periods and MI and selected MI 
elements were calculated and corrected for cleared explanation. The development of MI has expected behaviour 
after crisis. The agricultural sector shows efficiency decreasing in periods 2008/9 and 2009/10, efficiency in-
creasing between 2010 and 2011 after crisis followed by little or no efficiency changes during next three years. 
The efficiency development in all regions are nearly equal (Table 3, Figure 1). 

 

 2008/09 2009/10 2010/11 2011/12 2012/13 
Min -57% -28% 15% -15% -15% 
Median -8% -13% 38% 0% 4% 
Average -17% -12% 37% 1% 2% 
Max 18% 13% 57% 28% 11% 
Standard Deviation 22% 11% 11% 11% 8% 

Table 3 Corrected Malmquist indices – The annual change of the regions efficiency 

 

Figure 1 Corrected Malmquist index - The annual change of the regions efficiency 

The analysis of components of MI indicates that this development is driven by the development of techno-
logical changes, changes of the production possibility frontier during crisis and after it. Technological change 
has the similar characteristics as MI in contrast to the technical efficiency change (Figure 1, Figure 2). 

  

Figure 2 The annual technical efficiency change and technological change  

The technical efficiency change index and its components pure efficiency change and scale efficiency change 
indices have similar values in all analyzed years (Figure 2, Figure 3). These indices show slight improvement 
from year 2008 to 2009 and show little or no changes during next five years. Main differences are in minimal 
and maximal values of these year to year indices. It means, that agricultural sector does not change its production 
system after overcoming the crisis. Small differences are caused by the change of production volume. 
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Figure 3 Pure and scale annual efficiency change of the regions in five periods 

4 Conclusion 
In 2008 the world economy faced its own most dangerous (financial) crisis. Malmquist index identifies expected 
development of efficiency in years 2008/2009 and following years; an economic collapse in 2008, followed by 
economic recovery till 2011 and the development in next years without fluctuations. Also the technological 
change index shows similar development as the global MI. On the other hand the efficiency change (technical, 
pure or scale efficiency change indices) shows very small positive as well as negative changes in all years. It can 
be explained by the relative permanence of the agricultural sector, by the effort of efficient productivity frontier 
to return to the previous level and also by permanent level, of technical efficiency.  
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Modelling Effects of Oil Price Fluctuations in a

Monetary DSGE Model

Jan Br̊uha1, Jaromı́r Tonner2, Osvald Vaš́ıček3

Abstract. The significant drop in oil prices after the end of 2014 has caused
a positive supply shock for oil importing economies and at the same time it
has further fuelled deflationary tendencies that already had been presented
in many advanced countries. Because of the combination of these two effects
in the environment of low inflation and low interest rates, the evaluation of
the overall effect is not trivial. Therefore, it is not surprising that the drop
in oil prices has become increasingly discussed also in the area of monetary
policy. In this paper, we propose an extension of a standard DSGE model used
for monetary policy analyses by the oil sector. Unlike existing extensions, we
address issues not yet covered by Czech monetary policy models, such as the
incidence of motor fuel excise taxes. Using the extended model, we empirically
analyse the effects of the oil price drop on the Czech inflation and on the real
economy.

Keywords: oil prices, fuel taxes, DSGE.

JEL classification: C44
AMS classification: 90C15

1 Motivation

The goal of the paper is to look at the impact of the changes in oil prices on the Czech economy through
the lens of a monetary dynamic stochastic general equilibrium (DSGE) model. A reader may ask why we
want to look at the impact of oil prices through the lens of a monetary structural model. Oil and energy
prices are more often investigated in the area of energy, environmental, or transport economics and policy
rather than in the area of monetary economics and probably. Indeed, the most widely used quantitative
tools in this area are static or quasi-dynamic computable general equilibrium (CGE) models rather than
DSGE models with forward looking agents and policy. This can be seemingly supported by the fact that
the change in the oil price is after all a change in the relative price of one input and monetary policy
deals with the overall price level rather than with relative prices of various goods.

This naive position can be easily challenged if we take into the account the fact that because of price
stickiness, the change in a relative price is usually also accompanied by a change in the overall price
level. This is even more true for commodities that have a significant share in the consumption basket
and therefore the corresponding price changes affect the aggregate price indexes in a non-negligible way.
And this is precisely the case of motor fuels, which in advanced countries exhibit some 4% share of
consumption basket and which are very oil-intensive. Therefore, even if it is true that in the very long-
run the change in the oil price is just a change in the relative price of one of the production inputs to
which the production and consumption structure of the economy would adapt in the respective way, from
the medium-term perceptive it is natural that even stabilization policy in general, and therefore also
monetary policy, should monitor the fluctuations in the oil price and their impacts on the economy.

After the significant drop in oil prices after the end of 2014, this reasoning has gained even more
prominence. On the one hand, the drop of oil price is a positive supply shock for oil importing countries,
on the other hand, the resulting drop in motor fuel prices may have fueled deflationary tendencies that
already had been presented in many advanced countries. The magnified deflationary tendencies may
decrease the supply-shock benefits since in the environments of the low interest rates, the monetary

1Czech National Bank, Economic Research Department, Na Př́ıkopě 28, Prague, Czech Republic, Jan.Bruha@cnb.cz
2Czech National Bank, Monetary Department, Na Př́ıkopě 28, Prague, Czech Republic, Jaromir.Tonner@cnb.cz
3Masaryk University, Deparment of Economics, Lipová 41a, Brno, Czech Republic, osvald@econ.muni.cz
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policy is constrained in its reaction. Moreover, the resulting drop in the consumption price index might
negatively affect the overall inflation expectations and only a credible central bank with transparent
policy can avoid this implausible side effect of the shock.

These arguments show that it is important to analyze the effects of fluctuations in oil prices not only
for the purpose of energy or environmental policy, but also for the purpose of monetary policy. This
is the motivation of this paper to look at the aggregate implications of the oil price changes on the
Czech economic growth and inflation through the lens of the monetary DSGE model. There is another
contribution of this paper which is that unlike existing extensions of DSGE models, we address issues not
yet covered by Czech monetary policy models, such as the incidence of motor-fuel excise taxes. therefore,
the paper may be interesting not only for those readers who wish to learn about the effects of the recent
drop in the oil price, but for DSGE modelers in general.

The rest of this paper is organized as follows. The next section describes the extension and discusses
its properties. Section 3 describes the results. The last section 4 concludes.

2 Data and Model

The model we are using for the analysis is a modification to the g3 model of the Czech National Bank.
We refer to the publication (see [1]) for the description of the baseline version of the g3 model.

2.1 Data

Figure 1 Price of oil

2.2 Model

There are four major modifications of the original model.

First, we assume that the oil is one of the imported goods and that it is domestically transformed
to motor fuels (we ignore other usage of oil, for example for the production of plastic materials, as this
is minority role). Given the fact motor fuels are very tradable goods, it is immaterial whether they are
produced domestically or not. The motor fuel price is then affected not only by the oil price, but also by
excise tax and –for households– by the value added tax. Following the decomposition analysis by Pisa
([4]), the elasticity of the motor fuel price with respect to the oil price is about 0.4. The inclusion of the
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Figure 2 Structure of the model

effect of excise taxes on the final price of the motor fuel is often neglected in monetary models (unlike in
their CGE counterparts) and presents one of the contributions of this paper for DSGE modelers. This
motor-fuel production chain chain is illustrated on Figure 2.

Second, we assume that the production function for the intermediate goods is extended as follows:

yt = AtK
αK
t LαL

t FαF
t , (1)

where yt is the production of the intermediate good, At is the productivity, Kt is the capital used, Lt is the
labour input, Ft are motor fuels used for the production of the intermediate good, and the non-negative
shares obey the restriction: αK + αL + αF = 1.

The production function (1) together with the usual cost-minimization assumption imply the following
reduced form for the production of the intermediate goods:

yt = A
1/(1−αF )
t K

αK/(1−αF )
t L

αL/(1−αF )
t

(
PMF
t /P yt

)−αF /(1−αF )
, (2)

where PMF
t /P yt is the relative price of the motor fuel to the price of the intermediate good. This basically

means that the decrease in the relative price of motor fuels is homeomorphic to the productivity increase
with the elasticity alphaF /(1− alphaF ).

Third, we extend the utility function of the households as follows:

U =
∑

t>0

βt log

(
Ct − χCt

1− χ

)
+ κMF log

(
CMF
t − χCMF

t

1− χ

)
, (3)

where Ct is the private consumption, C is the external habit, CMF
t is the motor fuel consumption, and

C
MF

t is the habit of the external motor fuel consumption. The intratemporal optimal consumption
pattern is given as:

PCt (Ct − χCt) = κMFP
MF
t (CMF

t − χCMF

t ), (4)

where PCt is the ex-fuel CPI and PMF
t is the end-user price of motor fuels. The inter-temporal substitution

is given by the standard Euler equation ([1]).

Fourth, as oil is imported, the net foreign asset equation should be modified accordingly. The rest of
the model is unchanged.
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3 Empirical analysis

To assess the plausibility of the model with oil prices, standard tests were performed on historical data,
mainly impulse response analysis and decompositions to shocks.

3.1 Impulse responses

The oil price shock is a representant of typical supply-side shocks, thus an increase of oil prices should
lead to higher inflation, interest rates, more depreciated exchange rate (via negative net foreign assets)
and to a decrease of the real economy. The calibration assumes that the growth of oil prices by ten p.p
implies decrease of domestic real gdp by 0.15 p.p. The negative effect to real variables is only partially
compensated by the export growth via exchange rate depreciation.

The excise tax shock has similar effect to the main variables as the oil price shock except the exchange
rate. Because of the fact that higher taxes represent competitive disadvantage, higher taxes imply more
appreciated exchange rate.
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Figure 3 Oil price, exice tax and motor fuel shocks
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3.2 Shock decomposition

Shock decomposition of the extended model has also revealed the contribution of oil price changes to
the GDP growth. The overall effect is approximately 0.7 p.b. to GDP growth and -0.5 p.p to the CPI
inflation for the years 2014 and 2015.

Figure 4 Real GDP growth shock decomposition

Figure 5 CPI inflation shock decomposition

The tech label in the figures denotes technology shocks as labour-augmented technology shocks and
TFP shocks. The oil label denotes the oil price shocks (excise tax shock included). The cost-push
label denotes costpush shocks in consumption, investment, government, export, import and intermediate
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sectors. The Foreign label denotes shocks to foreign variables, i.e. foreign demand, foreign interest rates
and foreign prices. The gov label denotes government shocks. The habit, euler, inv, UIP, MP, and
regul labels denote habit in consumption, wedge in the Euler equation, investment specific, uncovered
interest rate parity, monetary policy and regulated prices shocks respectively. The LM label denotes
labour market shocks. The REST label comprises the effects of those shocks which do not appear in the
legend (including initial conditions).

4 Summary

The significant drop in oil prices after the end of 2014 has caused a positive supply shock for oil importing
economies and at the same time it has further fuelled deflationary tendencies that already had been
presented in many advanced countries. The proposed extension of a standard DSGE model has revealed
that the effect of the oil price drop on the real economy had been about 0.7 p.p. to GDP growth and
about -0.5 p.p to the CPI inflation for the years 2014 and 2015.
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Information Support for Solving the Order Priority Problem 

in Business Logistic Systems 
Robert Bucki1, Petr Suchánek2 

Abstract. The ordering system diagram plays an important role in many manufactur-

ing plants. There are cases in which orders cannot be made at the moment they are 

received so it is necessary to change the sequence of making them to increase produc-

tion efficiency. Setting the priority of orders plays an important role as it lets manu-

facturers organize the course of production. Analytical methods are often confronted 

with their limits and, therefore, the use of computer simulation increases progres-

sively. The simulation method as a tool is more and more often used to define the 

appropriate procedure for the selection of orders and organizing a manufacturing pro-

cess. They are based on mathematical models which are subsequently used as a source 

for simulation programs. These programs are especially useful for strategic production 

planning. The main aim of the article is to design an adequate mathematical model 

based on the heuristic approach. The model represents one of the alternatives for the 

definition of the proper scheme of the sequence of orders with a possibility of chang-

ing their priorities. 

Keywords: information, mathematical modeling, simulation, ordering system, pro-

duction system, business logistics, organization of production, strategic planning. 

JEL Classification: C02, C63, L21 

AMS Classification: 93A30, 00A72, 90B06 

1 Introduction 

Each product which is produced in a company and subsequently sold comes into being by means of a certain 

sequence of actions. Production can be fully automatized or organized using a combination of machines and human 

labour. Production is realized on the basis of orders. In case when a company produces only one product type 

which requires modifications to the manufacturing process, the number of output products is given by the manu-

facturing capacity of a manufacturing line. If a company is engaged in manufacturing of a variety of different 

products which require changes in the production process (e.g. adjustments of production lines, the use of other 

machines, correcting dislocation of machines, etc.), there is a need to tackle optimization problems, respectively 

the relationship between the management of orders and production itself. Orders come independently throughout 

the manufacturing process and to achieve the highest possible efficiency of the enterprise as a whole it is necessary 

to have in place an adequate system of order control which is part of the production process. To optimize the 

presented problem there is a need to base it on the theory of process management which is currently a prerequisite 

for the use of advanced control methods (including quality control) and cannot be done without computer support 

[1], [3], [8], [11], [15]. 

Advanced software for decision support and management is equipped with increasingly integrated tools to support 

the simulations required to define the outputs of the company under the given circumstances [2], [12]. Simulation 

models are based on a variety of analytical and mathematical methods which are the fundamental basis for creation 

of simulation models and algorithms. To create simulation models there is a need to implement, for example, 

multi-agents approach [10], Petri nets [9], [16], hybrid approaches [7], heuristic approaches [14], [4] and others 

obviously with the support of mathematical and statistical methods. In this article, the authors use a heuristic 

approach accordingly to all possible variants of solving the problem (see algorithms in Tables 1-3). Finding all 

possible solutions to the problem is just one of the areas where heuristic algorithms are effectively implemented. 

Specifically, the paper highlights the problem of finding the sequence of orders to be made in the hypothetical 

manufacturing system. Orders can be chosen on the basis of the decision made by manufacturing algorithms in-

cluding orders with the maximal priority. The second solution to this kind of problem can be effective in case of 

implementing a big number of simulation courses.  
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2 Mathematical model 

Let us assume there is a matrix of orders with elements which have adjusted priorities (1): 

    






k
nmz

k
Z , , Mm ,...,1 , Nn ,...,1 , Kk ,...,1 ,  ,...,1  (1) 

where:  k nmz ,   - the n-th order for the m-th customer at the k-th stage with the ω-th priority. Orders are subject 

to change after each decision about manufacturing as follows (2): 

        Kkk
ZZZZ   ......

10
 (2) 

At the same time   0, 
k

nmz   (the n-th order can be made for the m-th customer);   1, 
k

nmz   (otherwise).  

The order matrix elements take the following values after each decision about manufacturing:     1
,,



k

nm
k

nm zz 

(in case there is a manufacturing decision at the stage 1k ;     1
,,



k

nm
k

nm zz  (otherwise). For simplicity reasons 

the following grades of the priority are introduced  = 0 (if there is no priority);  = min (in case of the minimal 

priority);  = max (in case of the maximal priority). It is assumed that if orders are not made in accordance with 

the demand, there are fines imposed. Let us introduce the matrix of fines for not making the nth order for the m-th 

customer (3): 

  k
nm

k cC , , Mm ,...,1 , Nn ,...,1 , Kk ,...,1  (3) 

where: k
nmc ,  - the fine to be paid to the m-th customer for not making the agreed n-th order in time till the k-th 

stage of the manufacturing process (expressed in conventional monetary units). At the same time if 1, k
nmc  the 

m-th customer does not have any priority for the n-th product, otherwise 0, k
nmc . To simplify the highly complex 

problem it is assumed that orders are directed to the manufacturing system which can consist of more subsystems. 

Such systems were analysed in detail in [5], [6] and [13]. To make orders there is a need to make use of the control 

methods - heuristic algorithms. They choose orders according to the requirements specified in them. The number 

of algorithms can be immense and it seems that it is worth testing all of them as they can deliver a solution which 

leads to minimizing order making time. There are algorithms taking into account only the amount of the order 

without considering its kind and a customer it is made for (Alg_1 – Alg_4) shown in Table 1, algorithms consid-

ering the customer - order correlation (Alg_5 – Alg_20) shown in Table 2 and algorithms based on the order - 

customer correlation (Alg_21 – Alg_36) shown in Table 3. It is assumed that all considered algorithms have the 

same priority ω. Moreover, if the heuristic approach either fails to deliver a satisfactory solution or it is decided to 

implement methods “at random” focusing on either algorithms or orders or customers is unavoidable. There is also 

a possibility to combine all mentioned methods e.g. mixing the random choice of all the above. 

2.1 Algorithms_α_max/min 

It is assumed that orders for manufacturing are chosen in accordance with the amount of the order itself. Either the 

maximal or minimal orders are searched for. Moreover, there is an additional need to decide which order matrix 

element should be made in case there are more identical orders (see Table 1). 

 

 

Table 1 Choosing orders characterized by the maximal priority 
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First, the maximal priority order  kz  , , M 1 , N1 , Kk ,...,1,0  is chosen and then, if there are 

two or more such orders, the algorithm chooses the order  kz ',' , M '1  , N '1  , Kk ,...,1,0 . 

2.2 Algorithms_α_custumer 

It is assumed that orders for manufacturing are chosen in accordance with the detailed customer analysis.  

The µ-th customer, M,...,1  characterized by the specific total order is searched for (4): 

  :    


N

n

k
nm

N

n

k
n zz

1
,

1
, max   ;  :    



N

n

k
nm

N

n

k
n zz

1
,

1
, min   . (4) 

If there are more customers with identical number of orders, the one with the number '  is taken into account: 


 M


1
max'  or 

 M


1
min'  . Having found the ' -th customer there is a need to detect the  -th order, 

N,...,1 ;  :    k
N

k
zz 


  ,'

1
,' max


 ; :    k

N

k
zz 


  ,'

1
,' min


 . If there are more identical orders for the set 

' -th customer, the one with the number '  is taken into account 
 N


1
max' , N;1 ; 

 N


1
min' , N;1

. Finally, the order  kz ','  becomes subject to manufacturing at the k’ stage (see Table 2). 

 

Table 2 Choosing an order based on the specific customer  
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2.3 Algorithm_αorder  

It is assumed that orders for manufacturing are chosen in accordance with the detailed order matrix analysis. The 

 -th order, N,...,1  associated by the specific customer is searched for   (5): 

     


M

m

k
nm

M

m

k
m zz

1
,

1
, max   ;  :    



M
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k
nm

M
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m zz
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,

1
, min   .  (5) 

If there are more identical orders, the one with the number '  is taken into account: 
 M


1
max'  or 

 M


1
min' , 

N;1 . Having found the ' -th order there is a need to detect the m -th customer, Mm ,...,1 ;  : 

   km
k

zz ',', max    ;  :    km
k

zz ',', min    . If there are more customers where ' -th order, the one with 

the number '  is taken into account 
 M


1
max' , M;1 ; 

 M


1
min' , M;1 . Finally, the order 

 kz ','   becomes subject to manufacturing at the k’ stage (see Table 3). 

 

Table 3  Decisions made on the basis of the specific order 

3 Complex search for the satisfactory choice of products 

To present the pseudo-code representing the model responsible for searching for the satisfactory solution (see 

Table 4) there is a need to assume the following: 

W  - the number of simulations for the random choice of algorithms; 

Y  - the number of simulations for the random choice of orders; 

A  - the set of algorithms; 

T  - the total manufacturing time with the use of the α-th algorithm, α = 1,…,A; 
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min_T  - the minimal total manufacturing time with the use of the α-th algorithm, α = 1,…,A; 

w
AT  - the total manufacturing time with the use of the combination of algorithms in the w-th simulation,  

w = 1,…,W; 
w
A

T
min_

 - the minimal total manufacturing time with the use of the combination of algorithms chosen at random in 

the w-th simulation, w = 1,…,W; 
y

ZT   - the total manufacturing time with the use of the combination of orders chosen at random in the w-th 

simulation, w = 1,…,W; 
y

Z
T

min_
 - the minimal total manufacturing time with the use of the combination of orders chosen at random in the 

w-th simulation, w = 1,…,W; 

minT   -  the satisfactory manufacturing time. 

 

Table 4  Pseudo-code representing searching for the satisfactory solution 

4 Conclusion 

Optimization of production and business processes is currently one of the major competitiveness prerequisites of 

enterprises. Optimization is performed with the use of information technology which is the primary tool for simu-

lating the behaviour of the system under the given conditions. The starting point for computer simulations are 

simulation models developed using a range of approaches and mathematical and statistical methods. The paper 

presents a model how to search for a satisfactory solution with the use of heuristic algorithms based on the maximal 

or minimal total order, specific customers, specific orders, the random choice of algorithms, the random choice of 

orders. Realizing that the control of making orders with the use of heuristic algorithms only may not deliver a sat-

isfactory solution there is a strong need to simulate making orders using the biggest possible number of simula-

tions. Simulation replaces wasting resources as it does not require the real manufacturing environment. Further 

steps require carrying out a big number of simulations which have to result from introducing adequate initial data 

corresponding with the real manufacturing system. It seems to be obvious that the proper specification and pro-

jecting course should result in building a simulation tool to be implemented in the real system. The model presented 

in the paper is to be the basis for creating a dedicated simulator. 
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Modelling Legal Merger Time to Completion with Burr  

Regression 
Aleksander Buczek1 

Abstract. In literature various parametrizations of Burr type III and XII distributions 

have been used to fit legal merger time to completion data. This approach was based 

on the assumption that the entire legal merger process is always executed in the 

same way and has not changed over time. In the following paper this assumption 

will be relaxed by considering procedure specific factors (its derogations and chang-

es) while fitting statistical distributions to legal merger duration data.  

In the statistical area of survival analysis this can be achieved with the use of accel-

erated failure time model in which explanatory variables have a direct impact on the 

scale parameter of the considered distribution (via exponential link function). Its 

special case known as Burr regression will be estimated for Polish merger market on 

the dataset derived from the obligatory announcements posted in The Journal of the 

Ministry of Justice between 1st January 2002 and 31st December 2013. 

Keywords: Legal merger procedure; Duration analysis; Polish merger market; Dis-

tribution fitting; Burr distribution; Burr regression; Accelerated failure time model. 

JEL Classification: C13, C41, G34, K20 

AMS Classification: 62E15, 62J12, 62N02 

1 Introduction 

The legal process in a merger involves fulfilling all the regulatory requirements, in order to ensure an effective 

merger from the legal point of view. The companies taking part in a merger may originate from the same or 

different countries. In the former case, such a transaction is known as a domestic merger, in the latter one, as a 

cross-border merger.  

The Code of Commercial Partnerships and Companies (CCPC, pol. Kodeks Spółek Handlowych) [1] in the 

articles 491-527 defines a legal process in Poland for both types of merger transactions mentioned in the previ-

ous paragraph. According to the CCPC, legal merger consolidation may be executed as a merger by takeover or 

merger by formation of a new company. The former approach should be understood as transfer of all assets of 

a company or partnership (the target one) to another company (the bidding one) in exchange for the shares that 

the bidding company issues to the shareholders or partners of the target company or partnership. In turn, the 

latter one assumes the formation of a company to which the assets of all merging companies or partnerships 

devolve in exchange for shares of the new company. Both procedures differ in the way the assets are exchanged 

for the shares but they are still constructed in a similar way and consist of three main stages presented in the 

order of appearance in the fig. 1. 

 

Figure 1 Phases of the legal merger process 

Managerial phase should be understood as an introductory phase in which management boards of merging 

companies negotiate and stipulate the draft terms of merger. This document is then sent to the court register and 

announced in a public manner. Ownership phase starts and ends once the merger resolution is adopted during the 

general shareholder meeting. In turn, administration phase consists of merger registration, its public announce-

ment and target company cessation (only in case when the companies merge by takeover). Detailed description 

of the consecutive process stages can be found in Buczek and Mercik [3] and Buczek [4]. 

Legal merger time to completion (merger duration) should be defined as the timeframe in which all the stages 

inherent in the legal process of consolidating a merger are successfully completed. In other words, it is the time 

needed to complete the three main stages of the legal procedure presented in the fig. 1. Buczek and Mercik [3] 
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proposed four definitions of the legal merger duration. In this study definition of public legal merger duration 

will be adopted. It states that merger duration is calculated as a difference between the registration announce-

ment and the draft terms of merger announcement. 

The article is set up as follows. The next section introduces the legal merger process derogations and 

amendments. Section 3 outlines the concept of Burr regression while section 4 presents empirical regression 

model for Polish merger market. Finally, there are some conclusions and suggestions for future research. 

2 Legal Merger Process Derogations and Amendments 

According to the article 516 of CCPC the following three derogations in the merger consolidation procedure are 

possible: 

 acquiring company general shareholder meeting is not obligatory; 

 the reports of administrative or management bodies explaining the rationale of the draft terms of merger, its 

economic and legal justification are optional; 

 the independent opinion about the draft terms of merger raised by the assessor nominated by the appropriate 

juridical or administrative authority is optional; 

if the following prerequisites are met: 

 the buyer company is not public and it possesses more than 90%, but not all, of the target company shares 

(CCPC Article 516 § 1); 

 the buyer company is not public and is the only shareholder in the target company (CCPC Article 516 § 6). 

What is more, if both merging companies are limited liability companies which are owned by at most 10 in-

dividual shareholders (CCPC Article 516 § 7), then the draft terms of merger announcement and notification 

obligations maybe skipped. Independent opinion raised by the assessor is not required as well in this case. 

Across the years legal merger process has been amended several times. Very often these changes were driven 

by the European Union legislation. The CCPC has been enacted on 15th September 2000 and defined legal mer-

ger framework in Poland. On 12th December 2003 (effective on 26th December 2003) the first set of clarification 

amendments was introduced. The second amendment was announced on 25th April 2008 (effective on 28th May 

2008) and brought the following significant changes: 

 regulation of cross-border mergers has been introduced as a transposition of EU directive 2005/56/EC; 

 the period between the announcement of the draft terms of a merger and the general shareholder meeting was 

shortened from 6 to 4 weeks; 

 the period between the first notification of a merger and the general shareholder meeting was shortened from 

6 to 4 weeks. 

Not long after, the next amendment was enacted on 5th December 2008 (effective on 4th January 2009) and 

allowed that a written opinion on the merger by an assessor was not needed anymore if all the shareholders of 

the companies involved in the transaction have given their consent. The last amendment was introduced on 19th 

August 2011 (effective on 18th September 2011) and provided additional simplifications to the legal merger 

process as: 

 announcement of the draft terms of a merger in the Journal of the Ministry of Justice became optional if this 

document was continuously available on the website of the merging company for at least one month before 

the general shareholder meeting; 

 written opinion on the merger by the management board does not have to be prepared if all the shareholders 

of the companies involved in the transaction have given their consent; 

 the management board is not obliged to publish relevant changes in a company's assets or liabilities noted 

after stipulating the draft terms of the merger, but before the shareholder meeting, under the same condition 

as in the previous point; 

 the physical presence of the documents relevant to the merger at the companies' headquarters is not required 

anymore, if the merging company gives continuous access to these documents on its Internet page for at least 

one month before the general shareholder meeting. 

3 Burr Regression 

In 1942 Irving Burr published „Cumulative Frequency Functions” article [5] in which he presented the new 

system of twelve continuous distributions that are usually referred by the number. Among them, the most popu-

lar one is type XII distribution often called simply as the Burr distribution. Alternatively, it is also known under 

the name of Singh-Maddala distribution as it was rediscovered in 1976 by Singh and Maddala in the article „A 

Function for Size Distributions of Incomes” [9].  
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Its probability density function of the lifetime variable T > 0 contains two shape parameters φ > 0 and γ > 0 

and is defined in the following way: 
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Three parameter Burr distribution 

Probability density function from equation (1) can be extended easily with an additional scale parameter θ. 

The following parameterization is achieved [2, 6]: 
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The associated survival function is then: 
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Three parameter log-Burr distribution 

Let’s assume that Y=log(T), γ = 1/σ and θ = exp(µ). In this case the density function of  Y can be defined as: 
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where φ > 0, σ > 0 and -∞< µ < ∞. The distribution (4) is known as the log-Burr XII distribution [6]. The re-

spective survival function is: 
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Regression model 

Parametrization used in equation (4) allows expressing random variable Y in terms of log-linear model: 

 ZY    (6) 

where the random variable Z has the density function equal to: 

      )1(
exp1exp);(





 zzzf ,  z  (7) 

Log-Burr distribution conversion to the log-linear model allows scale parameter µ to vary with explanatory 

variables vector xi
T = (xi1,…, xin): 

 
i

T

ii zxy   0  (8) 

Thereby the log-Burr XII distribution given by (4) is extended with additional regression model parameters 

as now its scale parameter µ is equal to µ0 + βxi
T. The same applies to the Burr XII distribution as its scale pa-

rameter θ is defined as exp(µ) = exp(µ0 + βxi
T) = θ0exp(βxi

T). 

The model specified in equation (8) is known as Burr XII regression and was initially proposed by Beirlant et 

al. [2] in 1998 and applied to portfolio segmentation for fire insurance. In 2012 Hashimoto et al. [6] used the 

same model for grouped survival data, but they named it as the log-Burr XII regression. The former authors also 

proposed an alternative model which assumes that scale parameter θ is constant and shape parameter γ is expo-

nentially linked with explanatory variable vector xi
T: γ = γ0exp(βxi

T). 
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Moreover, the possibility to express (log)-Burr regression in the form of the log-linear model in equation (8) 

causes that it should be treated as a special case of the accelerated time failure model which assumes that varia-

ble zi follows extreme value distribution. Please refer to Kalbfleisch and Prentice [7] for detailed explanation. 

4 Empirical Model for Polish Merger Market 

Buczek and Mercik [3] decided to fit various parametrizations of Burr type III and XII distributions to legal 

merger time to completion data (with and without additional location parameter). They assumed that entire legal 

merger process is always executed in the same way and has not changed over time. The following section will be 

an attempt to relax this assumption and extend Burr distribution given by (2) and (3) with exogenous variables 

related to the legal merger procedure derogations and amendments. 

Empirical Burr regression model will be estimated for Polish merger market. The required data was extracted 

from The Journal of the Ministry of Justice. This journal is the best available source of information about mer-

gers which have occurred in Poland, as in the majority of cases it contains all the announcements required by the 

legal procedure of merger.  

Constructed dataset contains 3570 completed domestic merger transactions which took place between 1st 

January 2002 and 31st December 2013. The following transaction specific information was collected: stipula-

tion of the draft terms of a merger and announcement dates, date of registering a merger, as well as its an-

nouncement, number of companies taking part in the transaction. Additionally, for each transaction the following 

company specific information was extracted: KRS identification numbers2, company names, cessation dates if 

applicable, legal form, initial capital and ownership structure. The dataset was enhanced with the information on 

whether the merging entities were listed on the Warsaw Stock Exchange (WSE) and NewConnect3 at the time 

when the draft terms of merger were announced. 

529 merger transactions, in which more than two companies took part, were excluded from further analy-

sis. 320 transactions were excluded, due to missing data about the initial capital of the target company and its 

ownership structure. Thus, the author of this article conducted his analysis on a subset consisting of 2721 trans-

actions. The definition of the public transaction time to completion was adopted after Buczek and Mercik [3]. 

Table 1 contains binary explanatory variables which were initially taken into consideration when estimating 

the log-linear model given by (8).  

 

Variable Value 1 condition Observations 

A1 
The draft terms of merger are publicly announced after 25th December 2003 (1st 

amendment is effective). 
2448 

A2 
The draft terms of merger are publicly announced after 27th May 2008 (1st and 2nd 

amendments are effective).  
1468 

A3 
The draft terms of merger are publicly announced after 3rd January 2009 (1st, 2nd 

and 3rd amendments are effective). 
1248 

A4 
The draft terms of merger are publicly announced after 17th September 2011 (all 

amendments are effective). 
379 

D1 
The buyer company is not public and it possesses more than 90%, but not all, of 

the target company shares (CCPC Article 516 § 1). 
100 

D6 
The buyer company is not public and is the only shareholder in the target company 

(CCPC Article 516 § 6). 
1337 

D7 
Both merging companies are limited liability companies which are owned by at 

most 10 individual shareholders (CCPC Article 516 § 7). 
41 

Table 1 Explanatory binary variables 

All the calculations are performed with the use of SAS software and its native procedure SEVERITY. Re-

gression model specified in the equations (6) to (8) will be estimated with the use of Maximum Likelihood 

Method. Newton-Raphson Optimization with Line Search will be used to determine the regression parameter 

values for which the likelihood function reaches its maximum if it exists. More information about the parameter 

estimation and optimization methods can be found in the documentation [8]. Dummy coding of exogenous vari-

ables was adopted. Backward elimination method was applied to obtain the final model. The results of model 

                                                           
2 National Court Register (pol. Krajowy Rejestr Sądowy – KRS). 
3 This is an alternative stock exchange in Poland designed for smaller companies with simplified entrance crite-

ria and limited reporting requirements. 
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estimation are summarized in table 2. Scale parameter is defined as θ0exp(βxi
T) where θ0 is its base value. Model 

0 (without any explanatory variables) is presented for comparative purposes. 

 

Parameter 
Model 0 Model 1 Model 2 Model 3 

Estimate T-Value Estimate T-Value Estimate T-Value Estimate T-Value 

Shape (γ) 
5.5491 

(0.1955) 
28.39*** 

5.9816 

(0.2086) 
28.67*** 

5.9801 

(0.2086) 
28.68*** 

5.9822 

(0.2088) 
28.65*** 

Shape (φ) 
0.4326 

(0.0248) 
17.43*** 

0.4225 

(0.0236) 
17.88*** 

0.4226 

(0.0236) 
17.89*** 

0.4223 

(0.0236) 
17.88*** 

Base Scale (θ0) 
91.4858 

(1.5699) 
58.28*** 

118.4187 

(3.6321) 
32.60*** 

118.3238 

(3.6218) 
32.67*** 

118.2557 

(3.6179) 
32.69*** 

D1 -- -- 
-0.1032 

(0.0401) 
-2.57** 

-0.1024 

(0.0401) 
-2.56** 

-0.1031 

(0.0401) 
-2.57** 

D6 -- -- 
-0.0780 

(0.0159) 
-4.90*** 

-0.0771 

(0.0158) 
-4.88*** 

-0.0760 

(0.0157) 
-4.83*** 

D7 -- -- 
-0.0304 

(0.0686) 
-0.44 -- -- -- -- 

A1 -- -- 
-0.1084 

(0.0285) 
-3.81*** 

-0.1084 

(0.0285) 
-3.81*** 

-0.1086 

(0.0285) 
-3.81*** 

A2 -- -- 
-0.1189 

(0.0298) 
-3.99*** 

-0.1190 

(0.0298) 
-3.99*** 

-0.1407 

(0.0176) 
-8.01*** 

A3 -- -- 
-0.0271 

(0.0301) 
-0.90 

-0.0270 

(0.0301) 
-0.90 -- -- 

A4 -- -- 
-0.2049 

(0.0240) 
-8.53*** 

-0.2047 

(0.0240) 
-8.53*** 

-0.2099 

(0.0233) 
-9.02*** 

Table 2 Estimation results 

Initially the regression model with 7 binary explanatory variables was estimated (model 1). Variable D7 re-

lated to the derogations of the CCPC article 516 § 7 appeared to be insignificant and was removed. This outcome 

is the result of the data collection methodology as the sample does not contain transactions for which the draft 

terms of merger announcement is not obligatory (thereby not present in The Journal of the Ministry of Justice). 

The sample contains only transactions for which this derogation was available, but at the end not executed. 

After model re-estimation (model 2), all explanatory variables were significant except variable A3 represent-

ing the third process amendment from 3rd January 2009. Optionality of assessor’s written opinion is not influenc-

ing legal merger time to completion. After removal of this variable, the final model was obtained (model 3). 

All the parameter estimates are now significant and have negative sign meaning that they in general shorten 

the expected legal merger duration. The strongest effects are associated with the law amendments which short-

ened notification periods and introduced electronic circulation of the merger documents – variable A2 and A4 

respectively. Derogations resulting from the CCPC articles 516 § 1 and 516 § 6 have similar influence on the 

time to completion. This result is concordant with the expectations as both derogations provide exactly the same 

procedure simplifications under different conditions. The cumulative effect of these explanatory variables on 

Burr distribution survival function is visible on the below fig. 2. 

 

Figure 2 Survival distribution functions 
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Table 3 presents the goodness of fit statistics. All the statistics except Kolmogorov-Smirnov are the lowest 

for the final model number 3. They confirm that the introduction of exogenous variables to Burr distribution 

improved the quality of the fit. 

 

Fit Statistic Model 0 Model 1 Model 2 Model 3 

-2 Log Likelihood 32658 29672 29672 29672 

Akaike’s Information Criterion 32666 29691 29689 29688 

Schwarz’s Bayesian Information Criterion 32690 29750 29742 29735 

Kolmogorov-Smirnov Statistic 1.1722 1.2664 1.2638 1.2669 

Anderson-Darling Statistic 28.8947 10.9735 10.9803 10.9652 

Cramer-von Mises Statistic 0.4590 0.3445 0.3463 0.3432 

Table 3 Goodness of fit statistics 

-2 Log Likelihood statistics allows calculating likelihood-ratio test. It is used to compare the goodness of fit 

of two models, one of which (the null model) is a special case of the other (the alternative model). Assuming that 

model 0 is the null model and the model 3 is the alternative model, test value equal to 2986 is obtained. The 

probability distribution of this test statistic is approximately a chi-squared distribution with 5 degrees of free-

dom. Very high test statistics allows rejecting at 1% significance level the null hypothesis stating that the null 

model fits the data better than the alternative one.  

5 Conclusion 

For Polish merger market it appears that the time to completion of the legal merger process depends on its dero-

gations and law changes. Shorter notification periods and electronic circulation of the merger documents have 

caused that the entire process is now completed in less days. The same applies to the derogations from the CCPC 

article 516 in the situation when the acquiring company possess 90% or more of the target company shares. 

In the estimated regression model, these exogenous variables have direct impact on the scale parameter of 

Burr distribution (via exponential link function). Such parametrization has increased the quality of fit compared 

to the default model estimated without any explanatory variables. This fact supports the decision to treat the 

legal merger as a not homogenous process. 

Some interesting extensions to this paper can be considered for future research. Estimated Burr regression 

model can be extended with additional explanatory variables related to the transaction and company specific 

characteristics. National economic indicators can be used here as well. Moreover, different parametrization of 

the regression model is possible. Please refer to Beirlant et al. [2] for the model specification in which exogenous 

variables are exponentially linked with the shape parameter γ. 

Lastly, the approach presented is flexible and may be adapted to different legal procedures. The division of 

companies into separate entities is an obvious choice here – such a process is quite similar to legal merger con-

solidation, as it is initiated by a plan to divide and ends with the registration of the newly separated companies. 
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Fiscal Policy for the 21st Century: Does Barack Obama
Effect the Real Economic Policy?

Jakub Buček1

Abstract. In this paper we investigate whether behavior of politicians on social
network can effect the real economic policy, namely the economic growth. We in-
vestigate Twitter account of the US president Barack Obama (@barackobama) from
March 2012 to January 2016 using techniques of text mining. Time series of ratio of
positive to all tweets, and ratio of negative to all tweets is constructed and afterwards
these are compared with the growth rate of output represented by the growth rate of
industrial production index. We found out via Granger causality analysis, that both,
ratio of negative to all tweets and ratio of positive to all tweets, has predictive infor-
mation about the growth rate of output. Lastly, we estimated several linear models
that showed the effect of both variables on economic growth.

Keywords: Twitter, Barack Obama, Social media, Text mining, Economic growth.

JEL classification: O49
AMS classification: 91B62

1 Introduction
On the edge of the 21st century, developed countries have to face a new economical situation. The interest rates
are on the lowest level possible which puts limits on monetary policy. In this situation, more researchers shift their
interest to fiscal policy. Besides the new economical situation, a modern civilization has to deal with information
revolution that brought not only new opportunities but also new threats to makers of fiscal policy.

With the arrival of social networks, politicians are watched every hour and every day. They have got a tool
to communicate directly to ordinary citizens in any daytime without need of a mediator. This is new for both,
politicians and citizens, none had this experience before. The power of social networks gives more responsibility
to politicians, because even good fiscal policy can be ruined with reckles statements.

Twitter is microblogging service where users post messages (called tweets) with maximum limit of 140 char-
acters, and on average 11 words per messages. O’Connor et al. [7] suggest that Twitter is suitable for public mood
research because there are a very large number of messages, which majority is publicly available, and obtaining
them is technically easier than searching through web. Social networks as indicator of public mood were investi-
gated mainly in the context of financial market. Bollen et al. [3] used information gained from Twitter to find out
a mood of a society in a certain time point and showed that it can significantly improve prediction power of stock
market model. To the best of author’s knowledge, no article that would connect social networks to fiscal policy
was published.

In this paper we investigate whether behavior of politicians on social network can effect the real economic
policy, namely the economic growth. We analyse tweets posted by Barack Obama’s acount @barackobama which
is, with more than 74 million followers in April 2016, one of the most followed acount on Twitter worldwide. The
causality between economic growth and Barack Obama’s tweets is investigated using Granger causality analysis.

Finally, we estimate the linear model similar to the one presented by Bergh and Karahalios [1]. In their
specification, they use growth rate of GDP per capita in PPP as dependent variable and it is explained by following
regressors: the growth rate of labor force, the investment rate as a share of GDP, and a government sector, measured
as taxes, government revenue and government expenditure, all in relation to GDP. They also include additional
control variables, specifically the unemployment rate, the annual inflation rate, and economic openness as sum of
imports and exports over GDP. The estimation of the model is made on the annual data that covers 21 OECD-
countries over the period 1970 to 2001.

Unfortunately, because of the character of the studied problem, we have to work with time series with higher
frequency and some variables, most importantly GDP, are measured only once per a quarter. Therefore, we have
to work with substitute time series with monthly frequency.

1Masaryk University, Department of Economics, Lipová 507/41a, Pisárky, Brno, jakubbucek@mail.muni.cz
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2 Data and methods overview
We obtained a collection of public tweets from Barack Obama’s account that starts on March 1, 2012 and ends on
January 31, 2016 (11071 tweets)2. Furthermore, we collected the following macroeconomic series3: the growth
rate of industrial production index [%], inflation as percentage change in consumer price index [%], the growth rate
of import and export [%], the growth rate of labor force [%], and change of unemployment [%] from FRED [2],
[8], [9], [10], [11], and [12]. The monthly data about tax revenue [%] and government spending [%] of the US
government were obtained from Bureau of the Fiscal Service [4].

Afterwards, we try to investigate whether a tweet is positive, negative or neutral. Step by step we remove
stop-words and punctuation, convert all letters to lower case, split the tweet into words and compare these words
with lexicon of positive and negative opinion words. We use the lexicon4 provided by Hu and Liu [6]. The lexicon
contains over 2000 positive opinion word such as progress or perfect, and over 4500 negative opinion word, e.g.
tax or catastrophe. We also add some extra positive and negative opinion word related to fiscal policy, e.g. growth
or invest as positive opinion words, and debt or loan as negative opinion words.

Tweet Date Score
POTUS5 on the auto industry recovery: “These jobs are worth more than just a
paycheck. Theyre a source of pride.”

Feb 28, 2012 3

FACT: Romneys corporate tax plan could displace U.S. jobs and create 800K
jobs overseas by eliminating taxes on companies foreign profits.

Jul 17, 2012 -4

“We know that the cost of these events can be measured in lost lives and lost
livelihoods, lost homes and lost businesses.” -President Obama

Jun 25, 2013 -5

“Health care reform in this state was a success. That doesn’t mean it was perfect
right away.” President Obama on health reform in Mass.

Oct 30, 2013 6

Table 1 Example of negative and positive opinion tweets. Identified lexicon words are emphasized.

For each tweet we determine whether it contains any number of positive or negative terms from the lexicon.
We count a number of occurance of positive terms and subtract a number of occurance of negative terms and call
it a score. We consider a tweet to be negative, when a score of the tweet is lesser than 0, and positive, when the
score is greater than 0. If the score is equal to 0, then the tweet is said to be neutral. Example of the tweet scoring
is in Table 1.

Figure 1
Distribution of tweets over the observed period. Bars do not represent cummulative frequency but
the actual level.

A frequency and distribution of positive and negative tweets among all tweets is on Figure 1. From the figure,
it is clear that positive tweets outnumber negative tweets in any given time during the observed period. The peak in

2The official API allows to download only the latest 3200 public tweets. These 3200 tweets cover only period
starts in April 2014. We downloaded the data from website http://greptweet.com/, which cover much
longer period.

3All variables are according to KPSS stationary on significant level 5 %.
4The lexicon can be downloaded from website https://www.cs.uic.edu/˜liub/FBS/
sentiment-analysis.html#lexicon

5POTUS stands for President of the United States.
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total number of tweets during the second half of 2012 is caused by presidental election that took place in November
6, 2012.

All tweets are aggregated into bins according to the month they were posted. In each bin, a ratio of positive to
all tweets, and negative to all tweets are created. We get two time series, ratio of positive and negative tweets to all
tweets, with monthly frequency. We compare these time series with a growth rate of industrial production index
which substitute a growth rate of GDP that is measured only once per quarter. On Figure 2 are graphs of these time
series. All variables are standardized to provide a common scale for comparisons of all time series.

Figure 2 Time series of positive and negative tweets, and growth rate of industrial production index.

3 Granger causality
We are concerned with the question whether the negative and positive tweets correlate with changes in growth rate
of industrial production index. To answer this question, we perform the Granger causality analysis according to
Gilbert and Karahalios [5]. Although there is a “causality” in the name of this technique, we are not testing true
causality but rather whether one time series has predictive information about the other or not.

We present two models, M1 and M2, where model M1 is “nested” within model M2.

M1 : yt = α+
n∑

i=1

βiyt−i +
n∑

i=1

γixt−i + εt (1)

M2 : yt = α+

n∑

i=1

βiyt−i +

n∑

i=1

γixt−i +

n∑

i=1

γipost−i +

n∑

i=1

δinegt−i + εt, (2)

where yt denotes growth rate of industrial production index, xt is a vector of regressors that contains: inflation, the
growth rate of import and export, the growth rate of labor force, change of unemployment, the growth rate of tax
revenue, and the growth rate of government spending. Explanatory variable post is ratio of positive to all tweets,
and negt is ratio of negative to all tweets. Parameters α, βi, γi and δi are regression coefficients.

We test whether the model M2 performs significantly better than the model M1. The following hypotheses are
tested:
• For all i : γi = 0 against alternative hypothesis that exists at least one i : γi 6= 0.
• For all i : δi = 0 against alternative hypothesis that exists at least one i : δi 6= 0.
• For all i : γi = 0 and δi = 0 against alternative hypothesis that exists at least one i : γi 6= 0 or δi 6= 0.
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Results of these hypotheses for n = 1, 2, 3 are in Table 2. On significant level 5 %, the null hypothesis can
be rejected in all three variants for all n. This finding implies that both of the variables of interest has predictive
information about growth rate of industrial production index.

n Only positive (γi = 0) Only negative (δi = 0) Both (γi = δi = 0)
1 F1,35 = 7.42326 F1,35 = 4.68894 F2,35 = 3.92601

(0.0099811) (0.0372574) (0.0289531)
2 F2,24 = 6.25666 F2,24 = 4.0714 F4,24 = 3.47281

(0.00650309) (0.0300284) (0.0225117)
3 F3,13 = 6.867 F3,13 = 6.40596 F6,13 = 8.9846

(0.00516613) (0.00671488) (0.000523181)

Table 2 Granger causality analysis for n = 1, 2, 3, 4 and three types of hypoteses (p-values in brackets).

4 Linear model
The last step in our analysis is estimation of appropriate linear model of the economic growth. Our main interest is
to investigate the effect of “Twitter” variables on the economic growth. We take in account effects of all variables
presented in previous section.

Before the estimation, we compute correlation coefficients between the ratio of negative to all tweets and
positive to all tweets, and others regressors so we can reject the hypothesis that the constructed variables are just
subtitution for another important factor of the economic growth. The highest, and the only statistical significant,
correlation coefficient for both variables of interest are the one between them (value -0,5501).

To check robustness of the results, we try several specifications of the model. Selected models are available in
Table 3. Also, the model with total number of tweets instead of the two variables with only positive and negative
tweets was taken in account. In this specification, the total number of tweets was not significant predictor.

From the results, we get a picture of the effects of regressors on the growth rate of industrial production index.
The most significant variable is lagged government spending with positive effect on the dependent variable. The
effect of tax revenue is negative but only for 2nd lag of the variable. The change of unemployment has negative
effect on growth rate of industrial production index, while inflation and the growth rate of labor force is not
significant on significant level 5 % in any specification. Strangely enough, the effect of the growth rate of export
is positive in the same time point, but negative for the 1st lag. The effect of the growth rate of import is positive
for the 1st lag. The lagged dependent variable is not significant on significant level 5 %. Finaly, the effect of the
ratio of negative to all tweets on dependent variable is negative in time t and positive for the 1st lag. The ratio of
positive to all tweets is not significant in time t, but has positive sign for the 1st lag and negative sign for the 2nd
lag.

5 Conclusion
Although the presented result could imply that Barack Obama’s behaviour on Twitter can effect the economic
growth, we should adopt a cautious approach to this finding. During the analysis, we have to face several limita-
tions. The first limitation is the fact that we only analyse tweets by Barack Obama and do not include his political
opponents. Extension of analysed Twitter profiles could bring new information to the studied problem. Also, the
classification of tweets as positive and negative is kind of arbitrary. The used approach can not identify whether the
particular word is used in positive or negative context (e.g. “growth of unemployment” is considered as positive,
even though it is in fact negative). The second limitation is availability of macroeconomics time series with suitable
frequencies. In any case, this paper shows that there is some kind of relationship between economic growth and
Twitter activity of Barack Obama. Any further explanation of this relationship is still necessary to be found.
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Variable Lag Model 1 Model 2 Model 3
Export 0 0.395274 (0.0154) 0.467055 (0.0044) 0.490538 (0.0035)

1 -0.327240 (0.0063) -0.275352 (0.0350) -0.410480 (0.0022)
2 0.125605 (0.3066)

Import 0 -0.102689 (0.3435) -0.116599 (0.2652) -0.132362 (0.1826)
1 0.322633 (0.0003) 0.226793 (0.0414) 0.372151 (0.0005)
2 0.0504183 (0.6297)

Industry 1 0.128333 (0.2725)
2 0.0976434 (0.4504)

Inflation 0 -0.583314 (0.0993) -0.647656 (0.0540) -0.667652 (0.0860)
Labor force 0 -0.344977 (0.1111) -0.327675 (0.0665) -0.230853 (0.3047)
Negative 0 -0.0338648 (0.0048) -0.0488813 (0.0004) -0.0566466 (0.0011)

1 0.0447708 (0.0366) 0.0417752 (0.0610) 0.465798 (0.0309)
2 -0.0180385 (0.3007) -0.0235911 (0.1665)

Positive 0 -0.00553685 (0.5164) -0.00773950 (0.2847) -0.00660318 (0.4257)
1 0.0105553 (0.0478) 0.0142311 (0.0399) 0.0126425 (0.0182)
2 -0.0142408 (0.0132) -0.0188846 (0.0009)

Spending 0 -0.00289649 (0.4676)
1 0.0157283 (<0.001) 0.0136061 (0.0152) 0.0183624 (<0.001)
2 0.00880319 (0.0478) 0.00894177 (<0.001) 0.0110757 (0.0336)

Tax revenue 0 0.00309766 (0.6274)
1 -0.000818883 (0.8929) 0.00170134 (0.6952) -0.00205625 (0.7155)
2 -0.0119819 (0.0505) -0.0124321 (0.0019) -0.0144938 (0.0323)

Unemployment 0 -0.945134 (0.0348) -1.08003 (0.0021) -1.31261 (0.0066)
Constant 0 -0.162053 (0.8073) 0.918273 (0.2296) 1.20002 (0.1681)
R2 0.570365 0.666668 0.625986
adj R2 0.348140 0.362321 0.341735

Table 3
Linear models of relationship between economic growth and its factors. Dependent variable is
the growth rate of industrial production index. Standard errors robust to autocorrelation and
heteroskedasticity were used. Corresponding p-values in brackets.
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Specifying the use of Taguchi's loss function  
in manufacturing and service sectors 

Pavol Budaj1, Miroslav Hrnčiar2 

Abstract. An important aspect of quality management is the consideration of quality 
cost importance. A turning point when considering the quality costs was the intro-
duction of the Taguchi loss function in perception disagreements. This paper focuses 
on a comparison of the approaches to the application of the Taguchi approach in 
manufacturing and services and highlights some differences that need to be respect-
ed to assess the full potential of the Taguchi method. The focus is not only on the 
parameters to which the Taguchi loss function is applied, but also measures to re-
duce possible deviations. The study shows how the Taguchi loss function can be 
used when determining the basic success factors for the selection of control elements 
and their tolerances for manufacturing as well as the service sector. The examples 
highlight the need not only for different approaches in the methods used, but also the 
selection of measures to reduce quality costs. In the service sector, a Service Level 
Agreement approach is used, which takes into account a service guarantee. 

Keywords: Tachugi’s loss function, service sector, quality costs, service level 
agreement. 

JEL Classification: L91, M11 
AMS Classification: 90C15 

1 Interaction between the manufacturing and service sectors in the devel-
opment of quality management 

There has always been a large traffic in ideas on quality management between manufacturing and services. Ini-
tially, quality management grew out of statistical techniques intended to improve the management of the manu-
facturing of physical products. As comprehensive systems of quality management developed, attention came to 
focus increasingly on customers and their requirements. This was an area where services repaid study, because 
they benefit from closer contact with the customer than there is in manufacturing.  

Systematic and institutional approaches to quality management do not currently distinguish between product 
types; the generic approaches under ISO 9001 are intended for both products and services. An analysis of the 
influences that manufacturing and services have had on each other's approaches to quality management is able to 
identify a number of vectors of knowledge transfer:  
• Services have influenced quality management in the manufacturing sector  

• through the ability to individually tailor production, i.e. to satisfy a customer's specific requirements, 
which is now one of the competitive advantages of successful manufacturing enterprises; 

• through the flexibility that has always been a condition for success in the service sector – services had to 
find ways to manage resources and processes that were resilient to fluctuations in demand. Capacity 
planning approaches (queueing theory) in the service sector have certainly been a source of inspiration 
for the manufacturing sector;  

• through the provision of added value – the manufacturing sector increasingly looks to "services beyond 
the product" as a way to create added value for their material products.  

• The manufacturing sector has influenced quality management in services 
• through the use of standardization as a way to achieve significant cost savings in the design and devel-

opment of new products and services. Services are now profiting from standardization in the same way as 
industry, by using it to reduce variability as a fundamental distinguishing feature of services. Standardi-
zation has made the greatest progress in those types of services that are provided collectively and involve 
a high level of technical support (public transport, postal services, and telecommunications).  

• potentially also through the development of systems for monitoring and measuring performance, which is 
the basic success criterion for planning, managing and achieving an enterprise's objectives. The intangi-
ble nature of services means that the management of performance is generally a characteristic problem of 
the sector. The establishment and maintenance of systems for evaluating and improving performance 
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through quality management instruments and methods is mainly oriented towards the manufacturing sec-
tor. The material character of the products of manufacturing makes it easier to determine key perfor-
mance indicators, desired target values and a method for measuring and evaluating them.   

One of the quality management methods for improving performance which were first developed in the manu-
facturing sector is the Taguchi loss function. 

2 Applications of the Taguchi loss function 
Genichi Taguchi revolutionized the traditional concept of quality according to which a product whose parame-
ters fall within set tolerance limits is a good product, of acceptable quality, which will not cause any loss. 
Taguchi's statistical research led him to the conclusion that actual losses fall on a continuum and can be visual-
ized using a function that generates a loss curve. Losses are lowest when the studied parameter of the product 
matches precisely to the required value. As the deviation from this ideal value increases, the loss increases expo-
nentially. According to Taguchi's Quality Loss Function, quality loss increases exponentially as the deviation 
increases between the value of the monitored product characteristic and its target value, which is situated, as a 
rule, equidistantly from the upper and lower tolerance thresholds and represents the target value for all producers 
– customer satisfaction.   

The modern holistic approach to the management of manufacturing processes requires a systematic analysis 
of the concept of the "customer". Customers are the most important stakeholder. A holistic approach must also 
take into account the requirements of other stakeholders (e.g. process owners, organizational units), who have 
other expectations than just offering or receiving a good-quality product, and whose expectations may be contra-
dictory. The perspective on the quality of products and processes thus needs to be a multi-dimensional perspec-
tive as in the "4E" philosophy. The fundamental aim of this approach is to achieve the satisfaction of all custom-
ers and other interested parties in four dimensions: effectiveness – the satisfaction of a product's customers with 
its quality and other parameters; efficiency – reductions in inputs and resource use without adverse impacts on 
the other dimensions; economy – the avoidance of waste; and ethics – managing all of the above in accordance 
with moral and ethical standards [1]. Measuring quality using a Taguchi loss function is a way to monitor and 
promote a multidimensional approach in an enterprise. Its effectiveness is increased when it is implemented 
during the design and development of products and the pre-production planning process. Another way it helps to 
increase effectiveness is by basing quality improvements on reductions in variability in performance. 

2.1 An example of use of the loss function in manufacturing 

The Taguchi loss function has been applied successfully in mass production where there is a low level of varia-
bility in final production [7].  Every deviation from the ideal target value (T) results in an economic loss (L), 
which can be calculated according to the formula in (1). 

� = � ∗ �� − �	
          (1) 
L – loss (€) – incremental loss 
k – cost ratio     k = A . ∆-2            (2) 

where A represents the cost of a change by value ∆  
T – the target value of the monitored indicator, 
X – the actual value of the monitored indicator. 

Research carried out textile mass production focused on quality losses in fifteen products (pullovers, half-
button shirts), with evaluation being carried out for all the size groups produced for each product. Quality loss 
was measured in terms of wastage of textile material or live work: 
• higher material consumption within the acceptable "upper tolerance limit"; 
• losses resulting from repairs carried out when the tolerance limits for dimensions were exceeded; 
• material losses or higher material costs incurred as a result of an irrational procedure for the technical prepa-

ration of products when modelling the "tuck-under" of sleeves and the bottom edge of products for the finish-
ing of the products in an aesthetically and technically satisfactory manner on a 2-needle sewing machine. 

This machine permits products to be finished with a tuck-under of 1.2 cm, 1.8 cm or 2.5 cm. The following 
loss calculation selects from the large quantity of measurements referred to above the measurements for the 
product short-sleeved half-button shirt and the product part – sleeve. The reason for this selection was that ac-
cording to the technical requirements, the two-needle trimming of the sleeve required a 2.5 cm feed apparatus 
and therefore the length of the cut sleeve needed to be increased by 2.5 cm. A rational approach (that would have 
no adverse effect on technical or aesthetic quality) would be to use a feed apparatus set to one of the smaller 
sizes mentioned earlier. The measurements shown are for half-button shirts size "S". For this size, the tolerance 
range is on the "right-hand side" (size S products cannot be reallocated to a lower size group if the length actual-
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ly achieved is below the lower tolerance threshold). Losses were studied for 140 half-button shirts [7], i.e. 280 
sleeve pieces. The results of measurement are shown in table 1. The lengths measured for sleeve parts are given 
in column 1. 
 
Product 
group 

Length 
xi (cm) 

xi – T1 (xi – T1)
2 Number 

ni 
(items) 

c.3 x c.4 xi – T2 (xi – T2)
2 c.7 x c.4 

r 1 2 3 4 5 6 7 8 
1 23.5 0.7 0.49 0 0 1.3 1.69 0 
2 23.6 0.8 0.64 8 5.12 1.4 1.96 15.68 
3 23.7 0.9 0.81 14 11.34 1.5 2.25 31.50 
4 23.8 1.0 1.00 26 26.00 1.6 2.56 66.56 
5 23.9 1.1 1.21 56 67.76 1.7 2.89 161.84 
6 24.0 1.2 1.44 66 95.04 1.8 3.24 213.84 
7 24.1 1.3 1.69 52 87.88 1.9 3.61 187.72 
8 24.2 1.4 1.96 28 54.88 2.0 4.00 112.00 
9 24.3 1.5 2.25 18 40.50 2.1 4.41 79.38 
10 24.4 1.6 2.56 12 30.72 2.2 4.84 58.08 

Total x x X 280 419.24 x x 926.60 

Table 1 Measured values and factors for the Taguchi loss function (n = 280) Source: own production 

Interpretation of the results of measurement:  
1. In order to minimize the risk of customer complaints, sleeves are cut with a positive tolerance (from 0.1 to 

1.0 cm), which gives rise to the first loss through material costs. Since the parts are cut in layers of 20 items, 
the length of individual cuts is variable due to human factors. The resulting sleeve length is also affected by 
the operator's skill in assembling the garment. 

2. The fact that the tuck-under adds 2.5 cm to the length where 1.8 cm would also be possible causes the loss of 
an additional 0.7 cm compared to the desired (minimum admissible) length T1.  

The material consumed in both cases is taken into account in column 2 of table 1. The required (minimum 
admissible) length of the cut sleeve (with a tuck-under of 1.8 cm) is T1 = 22.8 cm.  

Column 6 of table 1 shows the loss of material that would result if the tuck-under for the lower edge of the 
fabric were set using the option of just 1.2 cm for the feed apparatus. The required (minimum admissible) length 
of the cut sleeve (with a tuck-under of 1.2 cm) is T2 = 22.2 cm. 
Applying relationship (1) to the specific conditions found by the foregoing research, when the length of the 
measured parts is in the range µ ∈ (T - ε; T + ε), where 

 
n

uT
n

uT
σµσ

αα ..
2

1
2

1 −−
+≤≤−                  (3) 

and assuming a normal distribution, the relationship can be transformed as shown below [3]:  

 � = � ∑ �� − �	

 ∗ �

�
��                                 (4) 

where r = the number of product classes (groups) and ni is the number of products in class i 
and,      � = ∑ �

�
�� , i.e. L is the sum of the two causes of the qualitative losses described in (1) and (2). 

The value of "k" is calculated from the price of 1 m2 of fabric. In the given case, k = 0.0077. At this value of 
"k" costs are incurred as a result of the quality loss connected with increased fabric use. In variant 1 (changing 
the hem of the at the end of the sleeve from 2.5 cm to 1.8 cm), the value of the loss function L1 = 0.0077 x 
419.24 = EUR 3.228. In variant 2 (changing the hem of the end of the sleeve from 2.5 cm to 1.2 cm), the value 
of the loss function L1 = 0.0077 x 926.60 = EUR 7.135. 

These calculations show that with regard to the first variant, the cost incurred due to quality loss in the form 
of excess material consumption when producing 140 items (using 280 sleeves) is EUR 3.228 (or EUR 0.023 per 
item). In relation to the second variant, the cost is EUR 7.135 (or EUR 0.051 per item). 

This calculation takes into consideration only the sleeves. It is highly likely that the tuck-under at the bottom 
of the front and rear parts of the product would produce similar losses. These findings regarding quality losses 
should motivate the organization to adopt effective measures in design and modelling and in the technological 
arrangements for the manufacture of similar products. Given annual production of around 150,000 items and the 
application of the proposed procedure to sleeves and the bottom hem of the front and back parts, savings in ma-
terial costs in the range EUR 6,900 to EUR 15,300 should be realistically achievable. 
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2.2 An example of use of the loss function in the service sector 

The literature also includes many applications of the Taguchi loss function in the service sector [4]. Tolga [8] 
integrated the relationship between cost and variability using the Taguchi loss function in the performance and 
parameters of the design of medical applications.  

Nevertheless, the available literature includes practically no examples from the area of transport making use 
of a service level agreement (SLA). Customers evaluate public transport services according to various criteria, 
few of which are easily expressed by measurable indicators. This is one of the key differences from the manufac-
turing sector, which results from the intangible nature of services. Criteria that are harder to measure include the 
politeness of staff, cleanliness and the feeling of safety. The service level agreement between the provider of the 
service and the customer must, however, be based on clearly measurable indicators.  

In the case public transport, such a criterion could be a specified guarantee level associated with an attribute 
such as fulfilment of the planned timetable, with a penalty function used to determine the impact of deviating 
from the guarantee level. The role of the service provider is to ensure that the service does not deviate from the 
timetable. Whether or not public transport runs on time is a major factor in customer satisfaction. Every devia-
tion from planned arrival/departure times can be considered a cost in terms of reduced customer satisfaction and 
reduced confidence in the organization providing the given service [9]. The service level agreement between the 
contracting entity (usually a municipality) and the service provider (transport company) can be based on such a 
criterion, with set tolerance limits for deviation from the timetable. The usual approach is to ask whether services 
operated on time in the sense of arrival at the set time plus or minus a tolerated amount, or arrival outside the 
tolerated interval. A guarantee that applies only in terms of tolerance limits does not consider the size of devia-
tion but only the fulfilment or non-fulfilment of the agreement. Applying a Taguchi loss function would be big 
benefit for customers in this case because it would create much stronger pressure for the transport operator (ser-
vice provider) to conform to the timetable.  

The service level agreement also includes measurement conditions. The research real measurements from 
165 arrivals of town bus arrivals with timetabled arrivals HH:MM, with evaluation of 165 arrivals scheduled for 
HH:10. The results and calculations are shown in table 2. 

 
time of 
arrival 
of bus xi – T1 

fulfilled 
with SLA 
9.0-11.0 (xi – T1)

2 

number of 
occurrenc-
es of value c.7 x c.5 xi – T2 

fulfilled 
with SLA 
9.5-10.5 (xi – T2)

2    c.9 x c.5 
1 2 3 4 5 6 7 8 9 10 

8.0 -1.0 no  1.00 0 0.00 -1.5 no 2.25 0.00 
8.5 -0.5 no  0.25 1 0.25 -1.0 no 1.00 1.00 
9.0 0.0 yes 0.00 4 0.00 -0.5 no 0.25 1.00 
9.5 0.0 yes 0.00 6 0.00 0.0 yes 0.00 0.00 

10.0 0.0 yes 0.00 21 0.00 0.0 yes 0.00 0.00 
10.5 0.0 yes 0.00 32 0.00 0.0 yes 0.00 0.00 
11.0 0.0 yes 0.00 36 0.00 0.5 no 0.25 9.00 
11.5 0.5 no  0.25 18 4.50 1.0 no 1.00 18.00 
12.0 1.0 no  1.00 20 20.00 1.5 no 2.25 45.00 
12.5 1.5 no  2.25 9 20.25 2.0 no 4.00 36.00 
13.0 2.0 no  4.00 5 20.00 2.5 no 6.25 31.25 
13.5 2.5 no  6.25 6 37.50 3.0 no 9.00 54.00 
14.0 3.0 no  9.00 2 18.00 3.5 no 12.25 24.50 
14.5 3.5 no  12.25 0 0.00 4.0 no 16.00 0.00 

165 120.50 219.75 

Table 2 Measured values and factors for the Taguchi loss function (n = 165) Source: own production 

The service level agreement concluded between the service provider and the contracting entity stipulates that 
the service provider is obliged to return a part of the subsidy for providing the service equal to 0.05 times the 
percentage of operations that are found to operate outside the tolerance limits for punctuality [5]. The results of 
control measurements are shown columns 1 and 5. According to the results of measurement (overall, 36.9% of 
arrivals fell outside the tolerance limits), the amount that the service provider is obliged to repay to the contract-
ing entity is 0.05 x 36.9% = 1.845%. 
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If the evaluation of deviations from the timetable were based on a Taguchi loss function (columns 2, 4 and 
6), the penalties would be much higher. The calculation would be based on the cost factor (2) and would repre-
sent the value of customers' time lost as a result of non-conformity with the timetable. Assuming A = 0.5€ and 
the same measured values, the penalty rate would be around 3.766%. By way of illustration, table 2 shows a 
calculation with tolerance thresholds 9.5 and 10.5 (columns 8, 9 and 10), which are stricter. Without the adoption 
of any improvement measures, the service provider's costs would be on the level 15.063%. Implementing this 
function in the service level agreement would increase the pressure on the service provider to improve services 
by eliminating deviations from the timetable. 

3 Summary – differences in views on the use of the Taguchi loss function 
Many use cases for the Taguchi loss function are reported in the literature, including many sophisticated quality 
improvement instruments. In certain cases, there were differences in the way the method was used, which were 
mainly due to the special characteristics of the service sector and the Taguchi loss function's primary orientation 
towards industrial mass-production.  

Industrial production has profited from the broad application of the Taguchi loss function as a way of provid-
ing a rationale for investments in quality improvements and reducing the losses caused by lack of quality. Re-
search has shown that manufacturing's good experience in applying this method could be successfully replicated 
in services. The example from the service sector (public transport) also shows how the method could be applied 
to the relationship between a contracting entity and a service provider based on a service level agreement. The 
method has found many applications on the customer/producer interface and is changing the service sector from 
a managed to a guaranteed environment, which will be particularly beneficial for end customers. 
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Labour Market Institutions and Total Factor Productivity  

An Evidence in the European Union 
Petra Čekmeová1 

Abstract. In recent years, several economic studies relate the relatively unfavourable 

development of total factor productivity (TFP) in the European countries to inherent 

rigidities in labour markets. Therefore, the issue of labour market is in the centre of 

theoretical and empirical research. The aim of this paper is to determine the effects of 

five selected labour market institutions on the development of TFP in the member 

states of the European Union. In particular, by means of an endogenous growth model 

extended by institutions, we provide a verification of the following hypothesis: La-

bour market institutions have significant but, in average, more likely negative impact 

on the development of TFP in the European Union. To estimate the policy augmented 

productivity equation with a broad measure of TFP we use a panel data model with 

fixed effect. The analysis is executed on 19 member states of the European Union and 

covers the period of 1999-2013. Observations for productivity growth are calculated 

via growth accounting method. The results suggest a statistically significant effect of 

labour market institutions and confirm the validity of our hypothesis.  

Keywords: Total factor productivity, Labour market institutions, European Union, 

Panel data model, Growth Accounting. 

JEL Classification: C23, E24, J48 
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1 Introduction 

In recent years, several empirical studies highlight a problem of inherent labour market rigidities in the European 

countries. Especially, the connection between these rigidities and unfavourable development of the European 

productivity is frequently investigated. It is not surprising given the significant contribution of productivity to 

economic performance. Particularly, the relatively low level of total factor productivity in the member states con-

stitutes a serious problem for national economies and their competitiveness. However, it is not possible to improve 

the situation without an exact knowledge of factors that could induce this unsatisfactory development. One of the 

potential sources of the declining total factor productivity can be found in an unsuitable institutional framework 

on the European labour markets. As the economic theory provides an evidence of both positive and negative effect 

of labour market institutions, an empirical research is inevitable to make unambiguous conclusion and thereby to 

be able to design productivity enhancing institutional reforms on the European labour markets.  

The aim of this paper is to determine the effects of five selected labour market institutions on the development 

of total factor productivity in the member states of the European Union. We are interested in the impact of (1) 

employment protection legislation, (2) unemployment benefits, (3) trade unions, (4) minimum wages and (5) active 

labour market policies. In particular, by means of an endogenous growth model extended by institutions, we pro-

vide a verification of the following hypothesis: Labour market institutions have significant but, in average, more 

likely negative impact on the development of total factor productivity in the European Union. To estimate the 

productivity equation with a catch-up specification augmented by institutions we apply a panel data model with 

fixed effect. The analysis is executed on 19 member states of the European Union2 and covers the period from 

1999 to 2013. Observations for the broad measure of total factor productivity growth are calculated via growth 

accounting method. 

The structure of the paper is as follows. After a short introduction, the second section provides an overview of 

the theoretical relations between total factor productivity and labour market institutions. The third section is de-

voted to methodological issues, the first subsection contains a description of the empirical model and its estimation 

and the second one briefly presents the data used for the analysis. Consequently, the empirical results are presented 

in the section four. The last section summarises the main findings.  

                                                           
1 Masaryk University, Department of Economics, Lipová 41a, Brno, Czech Republic, e-mail: 

441117@gmail.com. 
2 Bulgaria, Croatia, Cyprus, Estonia, Latvia, Lithuania, Malta, Romania and Slovenia are excluded from the 

analysis regarding the unavailability of required data. 
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2 Theoretical background 

Total factor productivity (TFP) reflects the ability of production factors to jointly generate output [17]. Regarding 

its computation, TFP growth is derived as a residual component of economic growth [30]. In the standard growth 

accounting approach, this residual is viewed as a proxy for exogenously given technological progress. According 

to new growth theories TFP is determined endogenously that allows for wider interpretation of TFP growth and 

investigation of its different sources, including labour market institutions and policies.3  

Labour market institutions (LMI) represent a set of laws, norms and conventions, outcomes of collective choice 

mechanisms, which alter decisions of labour force by imposing constraints or incentives [13]. As Betcherman [12] 

pointed out, beside their main aims (protection of workers and income redistribution) LMI can also lead to effi-

ciency gains as they have impact on the functioning of labour markets and on the productivity. But at the same 

time, an unsuitable institutional framework may impede productivity growth. 

The recent economic research provides only an ambiguous answer on the role of LMI in determining TFP 

growth. Theoretically, we can identify various channels through which LMI influence productivity in both positive 

and negative ways. Even the empirical research does not offer an unequivocal conclusion as there is an evidence 

of both effects. Among the most important channels the followings can be included: investment in human capital, 

adoption of new technologies and innovations, labour reallocation, quality of job matches or workers´ moral. 

The positive effect of trade unions can be explained by encouragement of training, labour reallocation and 

technological progress as firms have incentives to promote productivity enhancing measures [22] or improve or-

ganization and efficiency of production when labour costs rise [25]. According to Freeman and Medoff [18] TU 

may also increase productivity by lowering quit rate or improving workers´ moral. At the same time, management 

could be reluctant to introduce productivity enhancing technologies if regulations negotiated by trade unions are 

restrictive or job loss is expected [7].  

Wage-setting institutions as minimum wages (MW) or TU may have negative impact on productivity as they 

create barriers for potential high-growth firms [21]. According to Bassanini and Duval [10] a reduction of wage 

differential between high-skill and low-skill job, due to higher MW, could reduce workers´ incentive to invest in 

training. On the contrary, MW increase average productivity via involvement of more skilled labour force into the 

production process [1] or by encouraging low skilled workers to invest more in human capital in order to avoid 

unemployment [4]. 

The favourable impact of unemployment benefits (UB) on productivity is viewed mainly in incentives to create 

more productive, high quality post-unemployment jobs [24] or to generate better matches and higher-productivity 

jobs [2]. However, too generous UBs likely increase the duration of unemployment leading to human capital de-

preciation and inefficient use of resources [26]. In addition, they may also reduce work effort of employees [29] 

or incentives to innovate [9]. Negative consequences of generous UB systems might be mitigated by suitable active 

labour market policies (ALMP) that are introduced with aim to make worker more employable by increasing their 

skills, thereby having positive effect on TFP [15]. Thus, the final effect of passive and active policies is given by 

the relative extent of concrete programmes.  

Employment protection legislation (EPL), the most considered LMI in recent studies, may encourage workers´ 

commitment and their willingness to be involved in productivity enhancing activities [11] or firms to adjust by 

investing more in both physical and human capital [12]. Other theoretical channel through which EPL may influ-

ence productivity is a positive impact of less stringent regulations on the flexibility of high-risk entrepreneurial 

firms and their chance to expand and become high-growth firms [3]. As before, the theory considers not only 

positive but also negative implications of EPL for aggregate productivity. For example, increasing adjustment 

costs impedes the reallocation of resources from declining sectors to expanding ones [27]. Or as Ichino and 

Riphahn [23] claim EPL make workers more willing to put less effort.  

3 Methodology and data 

This section contains a description of the empirical model and methods used for its estimation as well as the data. 

3.1 Model and methods of estimation 

To estimate the impact of selected labour market institutions on total factor productivity we use a panel data model. 

The main assumptions behind our empirical specification are the followings. First, we assume that TFP is endog-

enously determined. Second, the impact of LMI may vary across countries with different technological level. The 

                                                           
3 For more details on this topic see e.g. [5] or [8]. 
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latter assumption is in compliance with a theoretical framework of Aghion and Howitt [6] about “distance-depend-

ent“ institutions. It means that countries at different stages of development require different institutional set-ups to 

maximize their productivity. 

Given these assumptions, our baseline model will be derived using a catch-up specification of productivity 

augmented by institutions. The advantage of the proposed specification is that besides the analysis of the impacts 

of LMI on TFP, it allows to consider the differences in productivity levels among the European countries. In 

addition, the model is derived based on endogenous growth models, allowing to analyse the effect of various TFP 

drivers. Similar specifications were used in [28] for labour market regulations or in [14] for product market regu-

lations. However, in our model we include different institutions to provide more complex study of LMI. 

Under the described theoretical framework, TFP for a given country i in time t may be expressed using an auto-

regressive distributed lag ADL(1,1) process in which the level of TFP is co-integrated with the level of TFP at the 

technological frontier 𝑇𝐹𝑃𝐹. Hence, TFP can be formally modelled as follows: 

 𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽1𝑙𝑛𝑇𝐹𝑃𝑖𝑡−1 + 𝛽2𝑙𝑛𝑇𝐹𝑃𝐹𝑡 + 𝛽3𝑙𝑛𝑇𝐹𝑃𝐹𝑡−1 + 𝜔𝑖𝑡  (1) 

where a subscript F stands for country with the highest level of TFP and 𝜔 represents all observable and unob-

servable factors influencing the level of TFP. Assuming long-run homogeneity (𝛽1 + 𝛽2 + 𝛽3 = 1) and rearrang-

ing the equation (8) we get: 

 ∆𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽2∆𝑙𝑛𝑇𝐹𝑃𝐹𝑡 − (1 − 𝛽1)𝑙𝑛 (
𝑇𝐹𝑃𝑖𝑡

𝑇𝐹𝑃𝐹𝑡

) + 𝜔𝑖𝑡  (2) 

where the second right-hand side term represents the productivity gap between the follower country i and the 

frontier country F. The last term of this equation, which catches up all other determinants of the TFP growth, can 

be expressed in the following way: 

 𝜔𝑖𝑡 =  ∑ 𝛾𝑘𝑋𝑘𝑖𝑡−1 +  𝜀𝑖𝑡

𝑘

 (3) 

where 𝑋𝑘𝑖𝑡  is a vector of the TFP determinants and 𝜀𝑖𝑡 is an error term.  

In the first step, we consider only the effect of five selected LMI as we are interested in these particular rela-

tions. Then, the formal model to be estimated is as follows: 

 ∆𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽2∆𝑙𝑛𝑇𝐹𝑃𝐹𝑡 − (1 − 𝛽1)𝑙𝑛 (
𝑇𝐹𝑃𝑖𝑡

𝑇𝐹𝑃𝐹𝑡

) + ∑ 𝛾𝑘𝐿𝑀𝐼𝑘𝑖𝑡−1 +  𝜀𝑖𝑡

𝑘

 (4) 

The productivity equation augmented by institutions (4) suggests that TFP growth in follower countries is a func-

tion of TFP growth at the technological frontier, technological gap and set of LMI.   

As we focus on the specific set of the European countries and the inference will be restricted on the behaviour 

of these countries, we assume the presence of unobserved heterogeneity. Therefore, the error structure of disturb-

ance term can be decomposed into an individual time-invariant effect 𝛼𝑖 and an iid error term 𝜇𝑖𝑡, leading to the 

following form of our baseline model:  

 ∆𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽2∆𝑙𝑛𝑇𝐹𝑃𝐹𝑡 − (1 − 𝛽1)𝑙𝑛 (
𝑇𝐹𝑃𝑖𝑡

𝑇𝐹𝑃𝐹𝑡

) + ∑ 𝛾𝑘𝐿𝑀𝐼𝑘𝑖𝑡−1 + 𝛼𝑖 +

𝑘

𝜇𝑖𝑡 (4a) 

In addition, we run a regression model based on a two-way error component specification with both country- 

and time-specific effects in order to control also for common aggregate shocks that could have impact on all the 

Europeans countries in a given year. In this case, the model to be estimated is as follows: 

 ∆𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽2∆𝑙𝑛𝑇𝐹𝑃𝐹𝑡 − (1 − 𝛽1)𝑙𝑛 (
𝑇𝐹𝑃𝑖𝑡

𝑇𝐹𝑃𝐹𝑡

) + ∑ 𝛾𝑘𝐿𝑀𝐼𝑘𝑖𝑡−1 + 𝛼𝑖 + 𝑑𝑡 +

𝑘

𝜇𝑖𝑡 (4b) 

where 𝑑𝑡 stand for time dummies.  

In the second step, the baseline model (4) is augmented by a set of control variable to check the robustness of 

our estimates for LMI. Then, we get: 

 ∆𝑙𝑛𝑇𝐹𝑃𝑖𝑡 = 𝛽2∆𝑙𝑛𝑇𝐹𝑃𝐹𝑡 − (1 − 𝛽1)𝑙𝑛 (
𝑇𝐹𝑃𝑖𝑡

𝑇𝐹𝑃𝐹𝑡

) + ∑ 𝛾𝑘𝐿𝑀𝐼𝑘𝑖𝑡−1

𝑘

+ ∑ 𝛿𝑙𝐶𝑉𝑙𝑖𝑡−1

𝑙

+𝜀𝑖𝑡 (5) 
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where 𝐶𝑉𝑙𝑖𝑡  is a vector of additional TFP determinants, namely R&D and human capital.4 As before, the produc-

tivity equation (5) is estimated via fixed effect estimator in two separate regressions, with country-specific effects 

(5a) and with both country- and time-specific effects (5b).  

The correctness of the estimation method is tested by Hausmann specification test according to [20]. In all 

regressions, a null hypothesis of common intercept is rejected at any reasonable significance level preferring the 

application of fixed effects estimator to random effects estimator. As the data indicate the presence of heterosce-

dasticity we run all regressions with HAC error terms (Arellano).  

3.2 Data 

The empirical analysis is conducted on a balanced panel data set. Observations on 19 member states of the Euro-

pean Union cover a period from 1999 to 2013. The choice of sample was determined by the availability of data for 

the given period. In total, we consider 9 explanatory variables and TFP growth as dependent variable. The list of 

variables with their description and reference to sources is presented in the Table 1.  

 

variable source description 

TFP_growth Own calculation Log difference of total factor productivity 

TFP_F Own calculation Log difference of total factor productivity at the frontier 

TFP_gap Own calculation Productivity gap between follower and frontier country 

EPL OECD.Stat Strictness of employment protection, overall index (0-7) 

ALMP OECD.Stat Public expenditures on active labour market policies (% of GDP) 

UB OECD.Stat Public expenditures on unemployment (% of GDP) 

TU OECD.Stat Trade union density (members to population) 

MW OECD.Stat Minimum wages relative to median wages 

R&D OECD.Stat Total patent applications 

HC Eurostat Population with tertiary education (% of total) 

Table 1 Description and sources of data 

Growth rates of TFP were calculated via growth accounting method in our previous work [16] and represent 

the broadest measures of TFP growth. Beside disembodied technological progress, it includes the effects of tech-

nological progress embodied in physical capital, as well as, human capital accumulation. Notice that the produc-

tivity gap does not depend on growth rates, but on levels of TFP in follower and frontier country. TFP levels for 

the initial year are calculated according to [19] in the following form 

 𝑇𝐹𝑃𝑖𝑡 =
𝑌𝑖𝑡

𝑌�̅�

× (
𝐿�̅�

𝐿𝑖𝑡

)

𝑎𝑖𝑡

× (
𝐾𝑡
̅̅ ̅

𝐾𝑖𝑡

)

𝑏𝑖𝑡

 (6) 

where a bar denotes an average over all countries for a year t. Then, TFP indices are extended over the sample 

period using our estimates of TFP growth.  

4 Empirical results 
The empirical results of panel regressions for baseline models (4a) and (4b) and their extensions (5a) and (5b) are 

reported in the Table 2. The results presented in the second column (4a) approve the importance of the catch-up 

specification of productivity as both productivity gap and TFP growth at the frontier are statistically significant. 

Regarding the institutional variables, three of the selected LMI have statistically significant effect on TFP growth, 

namely EPL with negative impact and ALMP and TU with positive one. However, the overall effect of LMI is 

seem to be negative given the sign and size of corresponding parameters.  

After accounting for time-specific effects (4b), the results suggest that only two LMI, TU and MW, have sta-

tistically significant role in explaining TFP growth during the analysed period. But as before, the net effect of these 

LMI on the dependent variable is negative. By comparison the within R2 of these regression models, it is clear that 

the latter one is able to explain bigger portions of variability between variables. Therefore, we rely on the findings 

                                                           
4 R&D and human capital are explanatory variables of TFP commonly proposed by the economic theory. 
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of this model which are in line with our hypothesis about significant but in average negative impact of LMI on the 

development of TFP in the sample of selected EU member states.  

The role of certain LMI in explaining TFP growth stay significant also after the inclusion of two additional 

variables, R&D and human capital, which are frequently considered as the most important determinants of TFP 

growth. In both specification (with and without time dummies) the estimates show statistically significant negative 

effect in the case of EPL and MW and positive one in the case of TU. The difference lies in the size of estimates 

that are lower in the case of (5b). Notice that also in the case of extended models the specification with time 

dummies fit better our data. 

 

 (4a) (4b) (5a) (5b) 

const 0,061** 

(0,027) 

0,079** 

(0,036) 

-0,045 

(0,046) 

0,062 

(0,050) 

ld_TFP_F 0,700*** 

(0,063) 

0,180 

(0,204) 

0,768*** 

(0,064) 

0,238 

(0,209) 

TFP_gap 0,104*** 

(0,030) 

0,185*** 

(0,036) 

0,188*** 

(0,020) 

0,189*** 

(0,038) 

EPL_1 -0,025** 

(0,010) 

-0,014 

(0,010) 

-0,022** 

(0,010) 

-0,016* 

(0,009) 

ALMP_1 0,016* 

(0,010) 

0,000 

(0,010) 

0,015 

(0,013) 

-0,002 

(0,010) 

UB_1 0,002 

(0,007) 

-0,001 

(0,005) 

-0,004 

(0,008) 

-0,002 

(0,005) 

TU_1 0,001** 

(0,001) 

0,003*** 

(0,001) 

0,003*** 

(0,001) 

0,003*** 

(0,001) 

MW_1 -0,035 

(0,022) 

-0,033** 

(0,016) 

-0,047** 

(0,020) 

-0,037** 

(0,017) 

R&D_1 - - 2,729e-6*** 

(8,936e-7) 

2,836e-8 

(1,161e-6) 

HC_1 - - 0,003*** 

(0,001) 

0,001 

(0,001) 

Time dummy no yes no yes 

Observations 266 266 266 266 

Within R2 0,43 0,68 0,47 0,68 

F Statistic 86,21 12,65 57,32 15,95 

P-value (F) 6,72e-62 1,09e-13 1,18e-054 4,01e-20 

Table 2 Regression results – Institutions-augmented productivity equations 

5 Conclusion 

In recent years, several empirical studies highlight a problem of inherent labour market rigidities in the Euro-

pean countries. Especially, the connection between these rigidities and unfavourable development of the European 

total factor productivity is frequently investigated. The aim of this paper was to determine the effect of five selected 

labour market institutions on the development of total factor productivity in the member states of the European 

Union. We considered the impact of (1) employment protection legislation, (2) unemployment benefits, (3) trade 

unions, (4) minimum wages and (5) active labour market policies during the period of 1999-2013 in 19 member 

states. In particular, by estimations of institutions-augmented productivity equations with catch-up specification, 

we provided a verification of the following hypothesis: Labour market institutions have significant but, in average, 

more likely negative impact on the development of total factor productivity in the European Union.  

Our results do not reject the proposed hypothesis. The estimates suggest a statistically significant effect of 

certain labour market that is negative in average. More precisely, we found out a significant negative impact of 

employment protection legislation and minimum wages on the growth rate of total factor productivity and a sig-

nificant positive effect of trade unions. In addition, these findings are robust to the inclusion of other important 

determinants of the total factor productivity, namely research and development and human capital. Based on these 

outcomes we can conclude that less stringent employment protection and lower minimum wages would improve, 

or at least not impede, the development of the European total factor productivity. However, to be able to make 

unambiguous conclusion about the role of these institutions and design suitable institutional reforms, consideration 

of additional factors, such as institutional interactions or industry context, will be inevitable. 
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A Note on Optimal Network of Tourist Paths Reflecting 

Customer Preferences 
Anna Černá1, Vladimír Přibyl2, Jan Černý3 

Abstract. The paper deals with leisure cycling (CY) and hiking (HI). A digraph 

whose arcs may be used or reconditioned for CY or HI (not for both) is a "candidate 

network". Each arc has a length [km] and duration of transit [min]. In addition, the 

list of tourist attractions, e.g. church, park or lake, is given for each vertex and arc. 

Each attraction is evaluated by a positive number called attractiveness, i.e. the de-

gree of pleasure when a tourist sees it for the first time. In the theory of tourism net-

works it is a relatively new concept introduced by the authors in 2013 and explored 

in 2014 in cooperation with Italian colleagues. The attractiveness of a route is de-

rived from them. It is not additive and less than the sum of individual values of at-

tractiveness. Some vertices are terminal points of tourist trips and an OD matrix ex-

presses the flows of tourist among them. Another matrix of the same dimension rep-

resents the duration limits. An original method of the column generation type is pro-

posed for maximization of the total attractiveness, meeting the time and budget con-

straints. 

Keywords: optimization, network, cycling, hiking, tourist paths, attractiveness. 

JEL Classification: C61, O18, R58 

AMS Classification: 90B06, 90B10 

1 Introduction, Basic Problem 

The article deals with the following basic problem (BP): In an interesting tourist area, say 20 times 20 km, there 

is relatively dense “candidate” network of field and forest paths and roads of varying quality. From these, it 

would be necessary to choose a subnet that would be adapted or reconditioned for the needs of hiking (HI) or 

cycling (CY) but not for both simultaneously. This candidate network can be represented by an (undirected) 

connected graph G = (V, E, d, c) with the vertex set V = {1, 2, …, n} where n > 2, E  V  V is the edge set, the 

duration function d: E → 0; ) represents length or transit duration of edges, the cost function c: E → 0; ) 

represents the costs necessary for adaptation of the track. The function d can be extended to the set V  V. More-

over, there is defined a set of terminals W = {1, …, |W|}  V, i.e. the nodes where the HI or CY trips can start 

and end, e.g. rail or bus stations, or well-located parking places with sufficient capacity (mainly for HI) etc. 

Finally, if R(W) denotes the set of all routes connecting any pair of vertices v, w from W, even the pair v, v with 

equal ending points, then for each route r  R(W) there are defined numbers d(r) – the length or transit duration 

of r and a(r) – tourist attractiveness value (briefly attractiveness).  

In Chapter 2, the current paper presents an original optimization method for the solution of BP. 

The concept of "attraction" plays a very important role in the theory of tourism, especially in Destination 

Management. Swarbrooke [9] identifies four main types of attractions: 

1. features within the natural environment, 

2. human-made buildings, structures and sites that were designed for a purpose other than attracting visitors, 

such as religious worship, but which now attract substantial numbers of visitors who use them as leisure 

amenities, 

3. human-made buildings, structures and sites that are designed to attract visitors and are purpose-built to ac-

commodate their needs, such as theme parks, 

4. special events. 

Similar view on tourist attraction can be found in Leask [7] and in the book by Page [8] Chapter 8 (‘Visitor 

Attractions’). 
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The common denominator of these views is dealing with such points of tourists’ interest that do not influence 

the “operating quality” of tourism as good surface of routes, availability of appropriate accommodation, food or 

repair service (the last one for CY). On the contrary, they are interested in delight of tourists from visiting inter-

esting attractions. However, these authors do not try to quantify the degree of delight. A quantitative approach 

can be seen only rarely, e.g. in [10], but this approach is applied to “operation quality” and not to the “delight” of 

tourists. Therefore, one can say that the approach of the authors is original, starting from the paper [1]. 

In the BP formulation, it is supposed that there are given: The graph G = (V, E, d, c) with the duration func-

tion d and the cost function c, the set of terminals W, the total cost limit co, the |W|  |W| dimensional OD-matrix 

F where f(v, w) means the flow of tourists from the terminal v to the terminal w and another matrix Do of the 

same dimension where do(v, w) means the duration limit for the trip through the route connecting the terminals v 

and w. Further, there are given the sets R(v, w)  R(W) for each pair (v, w)  W  W representing the candidate 

sets of routes, i.e. suitable connections of the pairs, meeting the constraint r = r(v, w)  R(v, w)  d(r)  do(v, 

w). The problem is to find a subgraph G’ = (V, E’, d, c) of G such that 

C1. For each pair (v, w)  W  W there exist a route r = r(v, w)  R(v, w) such that E(r)  E’ where E(r) 

means the set of edges passed by the route r. 

C2. The edge set E’ meets the constraint  

 o

Ee

cec 


)(   (1) 

C3. The total value of provided attractiveness is maximal, i.e.  

 
    max}),(:)(max{),(),,(

),(

 


ErwvRrrawvfRFEA
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1.1 Notes to Cost and Duration Functions 

The value of cost c(e) for each e  E is usually determined by experts who are familiar with the situation in the 

field and with the cost of each of the necessary work. 

Similarly, the value of transit duration d(e) for each e  E is usually determined by experts who are familiar 

with the situation in the field, know the lengths of edges in km and are able to estimate the duration after the 

recondition. It is assumed that the duration is equal in both directions of movement through the edge e. This 

assumption is more or less practically applicable in most Czech tourist regions. Differences between altitudes of 

peaks from the set W there tend to 100-200 m, which in the duration of the transit route r (v, w) in both direc-

tions causes a difference within 20 min. If these differences have exceeded the acceptable limit, it is possible to 

replace the graph by a digraph, but it is not the subject of this paper.  

1.2 Note to Attractiveness Functions and to sets R(v, w) 

The attractiveness a(r) for each r  R(W) can be also determined by experts who are familiar with the situation 

in the field. Another possibility is to use some of the known, much more objective approaches as described e.g. 

in [1], [4], [3]. However, this issue is not the subject of this paper.  

Then candidate sets R(v, w)  R(W) for each pair (v, w)  W  W can be also determined by experts who are 

familiar with the situation in the field or designed by more exact and objective methods mentioned e.g. in [4] or 

[3]. The philosophy of this paper is similar to the one presented in [6] using a candidate set of urban transport 

routes R0 and the operating subset R  R0 is chosen by nonlinear programming and to [2] where a similar prob-

lem with different objective function is solved by linear programming (briefly LP). In both papers, the methods 

of design of the candidate set R0 were not the subject of the papers. 

In the present paper, the goal is a bit different from [6] or [2] where the optimal subset of candida route set 

was looked for. In this case, the LP does not choose the subset of the candidate set of routes, but the subset of 

edges passed by the candidate routes. 

2 LP Solution of the Basic Problem 

The LP model is a modification of the one from [5]. The goal is to find the optimal subset E’  E. 
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2.1 Variables and Denotations  

The denotations from Chapter one are used here as well. Moreover, the complete set of candidate routes  
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For each e  E the binary variable xe is defined, where xe = 1 when e is chosen into E’ and xe = 0 otherwise. 

For each (v, w)  W  W and each r  R(v, w) the binary variable yr is defined, where yr = 1 means that all 

edges passed by r belong to E’ and therefore the tourists may be sure that all edges from r have been recondi-

tioned for their use, while in the case of yr = 0 it is not sure. 

The following model uses all denotations defined until now.  

2.2 LP Model  

The problem is to find values of all variables xe and yr meeting the following constraints:  
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Obviously, the constraints CM1-CM3 correspond to C1-C3. 

3 Computational Experience 

The above described LP model was tested on different sets of candidate routes using the Gurobi 6.5.1 LP solver. 

Although this paper does not deal with the problem of candidate routes selection it is necessary to mention sev-

eral facts about the test network and our approach to routes selection for better understanding of the presented 

results. 

The network of cycle-tourist candidate routes, attractiveness and costs data which describes a part of the 

Třeboň touristic region were used for testing purpose. It has more than 80 nodes and more than 140 edges. The 

network was originally used in [4] but it is very well suited for the purpose of this paper too. There are attrac-

tiveness values assigned to all the vertices and edges of the network available. The details can be seen in [4]. 

Figure 1 depicts the topology of this network. The edges are labeled by its average duration time determined by 

an expert closely familiar with the area. 

First of all the set {1, 60, 68, 70, 80} of 5 terminal vertices W was chosen. The terminal vertices are empha-

sized in Figure 1 by shadowed background of vertex mark. These are municipalities with a bus or railway stop. 

Further, there were automatically generated the sets Rp(v, w) for each pair (v, w)  W  W representing the pri-

mary sets of candidate routes, meeting the constraint r = r(v, w)  Rp(v, w)  d(r)  do(v, w). The duration limit 

do(v, w) = 180 minutes and flow f(v, w) = 10 were set for each pair. The total number of automatically generated 

primary candidate routes was more than 178 000. The total attractiveness a(r) and estimated costs of each route r 

was computed too. The final sets (with lower cardinality) of candidate routes R(v, w) were chosen from the ap-

propriate Rp(v, w) with these different strategies: 

 S1: Only the most attractive routes were chosen preferably. 

 S2: Several cheapest routes and several most attractive routes were chosen. 

 S3: The routes with minimum ratio between price and attractiveness were chosen preferably. 

The LP model was tested with the costs limit co varying from 1 to 10 million. Figure 2 shows the total value 

of provided attractiveness according to costs limit for the set of candidate routes R0 with the relatively small 
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cardinality |R0| = 150 chosen with the strategies S1, S2 and S3. It can be seen, that in this case (relatively small 

cardinality of R0) the selection strategy strongly affects the results. Strategy S2 allows the LP model to find solu-

tion for lower costs limit than in the case of strategy S1. It’s clear that from a certain threshold value of costs 

limit the LP model chooses routes with the maximal attractiveness. In this test case the strategy S3 caused, that 

the candidate routes with highest attractiveness have not been chosen to R0. This is the reason, that the maximal 

total value of provided attractiveness is lower in this case than in the case of strategies S1 and S2.  

 

Figure 1Test Network Topology 

Tests showed that the model is well solvable. The computational times did not exceed several seconds even 

in case of cardinality |R0| > 10000 (i.e. in case of more than 10000 variables in model). It’s clear, that importance 

of the selection strategy decreases with increasing cardinality |R0|. This fact is well documented in Figure 3, 

which shows the results in case of strategy S1 with cardinality |R0| = 150 and |R0| = 11000. 
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Figure 2 Total value of provided attractiveness (cardinality |R0| = 150, different strategies) 

 

 

Figure 3 Total value of provided attractiveness (strategy S1, different cardinalities |R0|) 

4 Conclusion 

The paper presents solution of the problem how to choose a subnet of a network of forest and field paths and 

roads in some tourist area for reconditioning them in order to let them serve for tourists, mainly hiking or cycling 

(one of them, not both). The tourists come to see main attractions located near the nodes and paths of the net-

work. The objective is to maximize attractiveness for tourists meeting the time and budget constraints. 

The original method of solution for the problem represents the main theoretical contribution of the paper. It is 

based on linear programming model maximizing the total attractiveness for the average number of tourist visi-

tors, provided the budget constraint and trip duration limits are met. The LP model starts with the wide set of all 

feasible routes connecting the possible tourist terminals and one of the constrains insures that, for all pair of 

terminals, the tourists will have the connecting route as attractive as possible, chosen from the wide set of feasi-

ble routes. 
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The Chapter 3 shows that the computing time is small (in seconds) for an actual network from South Bohe-

mia with more than 80 nodes and 140 edges. 
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Adaptive wavelet method for the Black-Scholes

equation of European options

Dana Černá 1, Václav Finěk 2

Abstract. We use the Black-Scholes model for calculating the price of Eu-
ropean put and call options on a basket of assets. The explicit solution of
the Black-Scholes equation is known only for some special cases, otherwise
it has to be solved numerically. We present the numerical method based on
wavelets for an adaptive solution of the Black-Scholes equation. We use several
quadratic and cubic spline wavelet bases. Wavelets are very-well known for
their compression property. It means that the representation of the solution
in a wavelet basis requires a small number of coefficients and the computation
of the solution with desired accuracy can be performed with the small number
of degrees of freedom. Furthermore, this method enables high-order approx-
imation, the system of linear algebraic equation arising from discretization is
well-conditioned and the number of iterations for computing the solution is
relatively small. A numerical example is presented for the two-dimensional
Black-Scholes equation with real data.

Keywords: Black-Scholes model, European option, wavelets, adaptive
method.

JEL classification: C63, G13
AMS classification: 35K20, 65M60, 65T60

1 Introduction

We consider European options on a basket of assets. Recall that a European put option gives its holder
the right, but not the obligation, to sell a group of underlying assets at a specific price on a certain date.
Similarly, a European call option gives its holder the right, but not the obligation, to buy a group of
underlying assets at a specific price on a certain date. Several models have been proposed for computation
of the market price of the option at a given time, see e.g [1].

We use the Black-Scholes model for calculating the price of options. The explicit solution of the Black-
Scholes equation is known only for some special cases, otherwise it has to be solved numerically. The
equation can be solved by the classical methods such as the binomial tree method, Monte Carlo method,
the finite difference method or the finite element method, see e.g. [1] and the references therein. Recently
also other approaches such as the discontinuous Galerkin method have been used for an efficient solution
[9, 10]. Also methods based on wavelets were already used for solving the Black-Scholes equation [14]. We
use a different approach and propose an adaptive wavelet method that is a modification of the method
developed in [3] and uses other wavelet bases than bases previously used in the literature for solving this
problem.

2 Black-Scholes equation

We focus on a basket containing two assests, whose prices are S1 > 0 and S2 > 0, but all that follows
can be generalized for multi-asset cases. We assume that the variable t represents time to maturity, r is
a risk-free rate, σ1 = σ1 (S1, S2, t) and σ2 = σ2 (S1, S2, t) are the corresponding volatilities of the assets

1Department of Mathematics and Didactics of Mathematics, Technical University of Liberec, Studentská 2, 461 17
Liberec, Czech Republic, dana.cerna@tul.cz

2Department of Mathematics and Didactics of Mathematics, Technical University of Liberec, Studentská 2, 461 17
Liberec, Czech Republic, vaclav.finek@tul.cz
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and the parameter ρ ∈ (−1, 1) is the correlation factor. Then the market price V (S1, S2, t) of the option
at time t can be computed as the solution of the Black-Scholes equation [2]:

∂V

∂t
− LBS (V ) = 0, t ∈ (0, T ) , (1)

where the Black-Scholes operator LBS is given by

LBS (V ) =
σ2
1S

2
1

2

∂2V

∂S2
1

+ ρσ1σ2S1S2
∂2V

∂S1∂S2
+
σ2
2S

2
2

2

∂2V

∂S2
2

+ rS1
∂V

∂S1
+ rS2

∂V

∂S1
− rV. (2)

We choose maximal prices Smax1 and Smax2 large enough and approximate the unbounded domain R2
+ by

a domain Ω = (0, Smax1 )× (0, Smax2 ). We denote the parts of the boundary ∂Ω by

Γ1 = {[S1, 0] , S1 ∈ (0, Smax1 )} , Γ2 = {[0, S2] , S2 ∈ (0, Smax2 )} , (3)

and
Γ3 = {[S1, S

max
2 ] , S1 ∈ (0, Smax1 )} ∪ {[Smax1 , S2] , S2 ∈ (0, Smax2 )} . (4)

It is clear that the value of a European call option at maturity is

V (S1, S2, 0) = max (α1S1 + α2S2 −K, 0) , (S1, S2) ∈ Ω, (5)

where α1 and α2 are the positive weights such that they sum is 1 and K is the strike price. We set the
boundary conditions in the same way as in [10, 11]:

V (S1, S2, t) =





α1S1Φ (d1)−Ke−rtΦ
(
d1 − σ1

√
t
)

on Γ1,

α2S2Φ (d2)−Ke−rtΦ
(
d2 − σ2

√
t
)

on Γ2,

α1S1 + α2S2 −Ke−rt on Γ3,

(6)

where Φ is the distribution function of the standard normal distribution and

di =
ln (αiSi/K) +

(
r + σ2

i /2
)
t

σi
√
t

, i = 1, 2. (7)

Similarly, we set the initial and boundary conditions for a European put option. The value at maturity
is:

V (S1, S2, 0) = max (K − α1S1 − α2S2, 0) (8)

and boundary conditions are given by

V (S1, S2, t) =





Ke−rtΦ
(
−d1 + σ1

√
t
)
− α1S1Φ (−d1) on Γ1,

Ke−rtΦ
(
−d2 + σ2

√
t
)
− α2S2Φ (−d2) on Γ2,

0 on Γ3.

(9)

We transform the given equation with non-homogeneous Dirichlet boundary conditions to the problem
with homogeneous Dirichlet boundary conditions by the usual way. Let Ṽ = V − W , where V is
the solution of the equation (1) satisfying the initial and boundary conditions defined above and W
be a smooth enough function satisfying boundary conditions. In the case of a put option we can set
W (S1, S2, t) = W1 (S1, t)W2 (S2, t) e

rt/K, where

Wi (Si, t) = Ke−rtΦ
(
−di + σi

√
t
)
− αiSiΦ (−di) , i = 1, 2. (10)

Then Ṽ is the solution of the equation

∂Ṽ

∂t
− LBS

(
Ṽ
)

= f (W ) , f (W ) = −∂W
∂t

+ LBS (W ) (11)

satisfying the initial condition

Ṽ (S1, S2, 0) = V (S1, S2, 0)−W (S1, S2, 0) (12)

and homogeneous Dirichlet boundary conditions on ∂Ω× (0, T ).
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3 Semidiscretization in time

For discretization in time we use the θ–scheme. Let M ∈ N, τ = M−1, tl = lτ , l = 0, . . . ,M , and denote
Ṽl (S1, S2) = Ṽ (S1, S2, tl) and Wl (S1, S2) = W (S1, S2, tl). The θ–scheme has the form:

Ṽl+1 − Ṽl
τ

− θLBS
(
Ṽl+1

)
− (1− θ)LBS

(
Ṽl

)
= θf (Wl+1) + (1− θ) f (Wl) , (13)

where θ ∈ [0, 1] and l = 0, . . . ,M − 1. The choice θ = 1 corresponds to the backward Euler scheme
and θ = 0.5 corresponds to the Crank-Nicolson scheme. Both methods are implicit and stable, but the
Crank-Nicolson method is more accurate, because it is the second order method with respect to the
variable t, while the backward Euler method is only of the first order.

4 Wavelet bases

We briefly introduce the concept of a wavelet basis. Let H be a Sobolev space or the L2–space, J be an
index set such that each index λ ∈ J takes the form λ = (j, k) and |λ| denotes the level. A wavelet basis
of the space H is defined as a family Ψ = {ψλ, λ ∈ J } such that

i) Ψ is a Riesz basis for H, i.e. the closure of the span of Ψ is H and there exist constants c, C ∈ (0,∞)
such that

c ‖b‖2 ≤
∥∥∥∥∥
∑

λ∈J
bλψλ

∥∥∥∥∥
H

≤ C ‖b‖2 , (14)

for all b = {bλ}λ∈J such that ‖b‖22 :=
∑
λ∈J

b2λ <∞.

ii) The functions are local in the sense that diam supp ψλ ≤ C2−|λ| for all λ ∈ J , and at a given
level j the supports of only finitely many wavelets overlap at any point x.

A wavelet basis on the interval I has typically the hierarchical structure:

ΨI = ΦIj0 ∪
∞⋃

j=j0

ΨI
j . (15)

The functions from the set ΦIj0 are called scaling functions and the functions from the set ΨI
j are called

wavelets on the level j. Wavelets ψλ, λ = (j, k), in the inner part of the interval are typically translations
and dilations of a function ψ also called wavelet, i.e. ψj,k (x) = dj,kψ

(
2jx− k

)
, dj,k ∈ R, and the

functions near the boundary are derived from functions called boundary wavelets constructed such that
they satisfy the boundary conditions. In adaptive methods it is required that wavelets have vanishing
moments. It means that ∫

I

xkψj,k (x) = 0, k = 0, . . . L− 1, (16)

where L is dependent on the type of wavelet. We assume that L ≥ 1. A wavelet basis Ψ on the rectangle
I×J is constructed by a tensor product: Ψ = ΨI⊗ΨJ , for more details see e.g. [8]. Cubic spline wavelets
from [8] are displayed in Figure 1.

5 Adaptive wavelet method

We use an adaptive wavelet method for discretization with respect to the variables S1 and S2. While
the classical adaptive methods use refining a given mesh according to a-posteriori local error estimates,
the wavelet approach is different. One starts with a variational formulation but instead of turning to a
finite dimensional approximation, using the suitable wavelet basis the continuous problem is transformed
into an infinite-dimensional problem. Then an iteration scheme is proposed for this problem. Finally,
all infinite-dimensional quantities have to be replaced by finitely supported ones and the routine for an
application of an infinite matrix approximately have to be designed.

Mathematical Methods in Economics 2016

122



Figure 1 Two boundary cubic spline wavelets (left, middle) and one inner wavelet ψ (right) from [8].

The standard weak formulation of (13) has the form:

(
Ṽl+1, v

)

τ
− θa

(
Ṽl+1, v

)
− (1− θ) a

(
Ṽl, v

)
=

(
Ṽl, v

)

τ
+ θ (f (Wl+1) , v) + (1− θ) (f (Wl) , v) , (17)

where v ∈ H1
0 (Ω), a (u, v) = (LBS (u) , v) and (·, ·) denotes L2 (Ω)–inner product.

Let Ψ = {ψλ, λ ∈ J } be a wavelet basis for H1
0 (Ω) and u = {uλ}λ∈I be the coefficients of the

solution Ṽl+1 of the problem (17) in a basis Ψ, i.e.

Ṽl+1 =
∑

λ∈J
uλψλ. (18)

Using (18) and setting v = ψµ we obtain the infinite matrix equation Au = f with

Aµ,λ =
(ψλ, ψµ)

τ
− θa (ψλ, ψµ) , (19)

and

fµ = (1− θ) a
(
Ṽl, ψµ

)
+

(
Ṽl, ψµ

)

τ
+ θ (f (Wl+1) , ψµ) + (1− θ) (f (Wl) , ψµ) . (20)

It is clear that f and u depend on the time level tl, but for simplicity we omit the index l in the notations.
The Richardson iterations are typically used for solving this infinite-dimensional problem. We choose a
different approach and use the method of generalized residuals (GMRES), because in our numerical
experiments it was significantly faster. For preconditioning we use the diagonal matrix D, where the
diagonal elements of D satisfy Dλ,λ =

√
Aλ,λ. We obtain the preconditioned system Ãũ = f̃ with

Ã = D−1AD−1, f̃ = D−1f , ũ = Du. (21)

For the given time level tl the algorithm for solving the infinite-dimensional problem comprises the
following steps:

1. Compute sparse representation f̃j of the right-hand side f̃ with the error smaller than given tole-
rance ε1j .

2. Compute K steps of GMRES iterations for solving the system Ãv = f̃j with the initial vector vj .
Each iteration of GMRES requires multiplication of the infinite-dimensional matrix with a vector. It is
computed approximately with the given tolerance ε2j by the method from [7]. We denote the resulting
vector by z.

3. Compute sparse representation vj+1 of z with the error smaller than ε3j .

We repeat the steps 1., 2., and 3. until the residual is not smaller than the required error. Since we
work with the sparse representation of the right-hand side and the sparse representation of the vector
representing the solution, the method is adaptive. The computation of a sparse representation is simple
and it insists in thresholding the smallest coefficients and working only with the largest coefficients. It
is known that the coefficients in the wavelet basis are small in regions where the function is smooth and
large in regions where the function has some singularity.
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6 Numerical example

We solve the same example with real data as in [10], i.e. a basket put option with 60% Allianz stock
(α1 = 0.6) and 40% Deutsche Bank stock (α2 = 0.4), the striking price is 40 Euro, and the option is
maturing in 94 days. We assume that the current date is September 13, 2011. Then the two stocks
trades at S1 = 59.79 and S2 = 23.40 Euro, respectively. The last year estimate of the Pearson linear
correlation is ρ = 0.88 and market implied risk-free interest rate for a given horizon r = 0.01557 p.a. The
corresponding volatilities are σ1 = 0.6392 and σ2 = 0.9461. We set Smax1 = 130, Smax2 = 220, θ = 1 and
the time step is one day, i.e. τ = 1/365. We use quadratic spline wavelet bases from [5, 6, 13] and a cubic
spline wavelet basis from [8]. The solution Ṽ of the homogeneous problem and the function W satisfying
boundary conditions are displayed in Figure 2.

Figure 2 The solution Ṽ of the homogenous problem (left) and the function W (right).

It can be seen that the gradient of the solution Ṽ has largest values near the parts of the boundary Γ1

and Γ2. Therefore the largest wavelet coefficients correspond to wavelets with supports in regions near
Γ1 and Γ2 and wavelet coefficients are small for wavelets on large levels that are not located in these
regions. Thus many wavelet coefficients are thresholded and the representation of the solution is sparse.
For cubic spline wavelets from [8] the number of parameters representing the solution Ṽ in Figure 2 and
thus also the price of the option V in Figure 3 is 1048. We have compared the number of iterations
needed for solving the problem with a given residual for wavelets from [5, 6, 8, 13]. The least number of
iterations has been needed for method with wavelets from [8]. Since wavelets from [5, 8] are piecewise
cubic functions while wavelets from [6, 13] are piecewise quadratic, the convergence is faster for wavelets
from [5, 8]. The resulting market value of the option for the above reference prices is 3.59 Euro.

Figure 3 Contour plot (left) and 3D plot (right) of the price of the option for t = 94.
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7 Conclusion

We have used an adaptive wavelet method for a numerical solution of the Black-Scholes equation for the
pricing of a European option on a basket of two assets. Due to the compression property of wavelets the
solution is represented by the small number of parameters. Since the used wavelets have been piecewise
quadratic or cubic functions the method is high-order accurate. Our future aim is to develop the efficient
solver for solving higher-dimensional equations for option pricing and also to use the adaptive wavelet
method for option pricing using more accurate models such as Heston or Lévy model. These models also
use the Black-Scholes operator (2) and thus they can be viewed as the generalization of the Black-Scholes
equation. However, Lévy model uses also an integral operator that is non-local, see [4, 12]. Wavelet
methods seem to be appropriate for solution of such equations, because they enable to represent integral
operators by quasi-sparse matrices while the classical methods typically lead to full matrices.
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Abstract. The elasticity is sensitivity of rate to change one variable to another 
variable. It`s the division of percentage changes two variables. These changes are 

expressed in percentage and the elasticity doesn`t matter on the units of variables. 

The paper is focused on the analysis of income and price elasticity for services in 

rail passenger transport. The analysis is focused on the influence of selected factors 

for demand in transport services. Increase or decrease of transport volume in rail 

passenger transport depends on those factors. Price elasticity of demand for transport 

services is calculated as ratio of the changes of transport volume and the change of 

ticket price in the specified period.  

Income elasticity for demand of transport services in rail passenger transport 

expresses the percentage change of demand to percentage change of income. By the 

income elasticity we will analyze the dependence of transport performance in rail 
passenger transport from population income in Slovakia in the specified period.  The 

calculation takes into account the total income in selected types of households and 

the revenue per one household member and number of passengers in the specified 

period. 

Keywords: rail passenger transport, elasticity, demand  
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Introduction  

Passengers and their preferences on the transport market determine the demand for services to satisfy their 

transport needs. Sellers (in this case passenger operators) determine the range of services in order to maximize 

their profits. The success of service exchange is influenced by the price level on the transport market. Demand is 

the amount of services for which passengers are willing to pay at a given price. Important characteristic of 
demand is its price elasticity. Price elasticity of demand is an economic definition and it expresses the sensitivity 

of demanded quantity of certain goods to its price.        

In the Slovak Republic the legislative framework in the financial, economic and social area has changed in 

the rail passenger transport in the last period. As Gašaprík said [3] and [4], an example of the support in rail 

passenger transport is the introduction of the free of charge transportation for selected groups of passengers. Free 

of charge transportation is applied on trains which are operated based on the Contract for Transport Services in 

the Public Interest. 

The paper is focused on the change of price and income elasticity by the offered services in rail passenger 

transport. The secondary aim of the paper is recognition of transport customers (passengers), mathematical 

expression of demand elasticity and factor analysis that influenced demand for transport services. The change of 

price and income can cause various changes in transport volume in the rail passenger transport. From the fact 

mentioned above we can conclude that demand of transport services can be flexible – it has its elasticity. The 
result of transport demand elasticity is increase or decrease in number of passengers in the rail transport. 
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The applied methodology of the paper is divided into two parts: preparatory phase and realization phase. 

First phase determines research problem and its objective. Preparatory phase consists of the analysis of demand 

elasticity in the rail passenger transport, pricing in rail passenger transport and definition of the price and income 

elasticity. Second phase includes data collecting, processing and its interpretation. Next step of realization phase 

includes mathematical expression of coefficients of price and income elasticity. End of the paper includes 

recommendations resulting from realization phase. Model of price formation based on the demand curve could 

help the rail companies to become more profitable. 

Price and income elasticity is calculated based on different data and periods, because there are more rail 

passenger carriers operating on the rail passenger market: Železničná spúoločnosť Slovensko, a.s. (ZSSK), 
RegioJet, a.s. and Leo Expres a.s. Price elasticity is calculated only for state rail carrier ZSSK and only this 

company changed fares during the reported period and provided services during the all period. Also ZSSK 

published their transport performance per year 2015 [8].  Income elasticity is calculated for all passenger 

carriers; however, data for year 2015 will be available until end of 2016. For this fact income elasticity is 

calculated only for period 2011 – 2014.  

1 Pricing in rail passenger transport in the Slovak Republic  

Pricing policy in the Slovak Republic in rail passenger transport is regulated by Transport Authority. A price in 
national passenger transport is classified as a social category, i.e. application of state social policy by regulating 

prices. For example: special price for students, pensioners and etc.. The price determination in transport 

performance is one the most sensitive parts of transport policy. A state must take into account free market 

principles (reaction to demand and supply) and the need of competition (among rail operators and also other 

modes of transport).   

Based on the [1], price in rail passenger transport is determined by the tariff. To determine a tariff in rail 
passenger transport economically justified costs and a reasonable profit must be taken into account. These two 

items must ensure development of rail transport and eliminate the dependence of rail on the state budget. To 

create competitive pricing and competition on the market, it is necessary to harmonize the conditions among 

transport modes. The harmonization means reimbursement of the transport infrastructure costs, price regulation 

and reimbursement of the performance in public interests.     

Price is basic factor, which influences customer (passenger) decision about the use of specific transport 

mode. Nevertheless, the price in passenger transport might not be primary decision factor for customers. A 

customer can decide based on other factors, such as quality environmental impact. At present the price of the rail 

passenger transport in the Slovak Republic reaches its maximal tolerable level.  

The last correction of prices in rail passenger transport was in 17. 11. 2014, when the government of the 

Slovak Republic decided about free of charge transport for selected category of passengers. The free of charge 
transport was introduced as a social measure to support the students, pensioners and commuting passengers (they 

travel at a reduced fare not for free). This decision was made also to support the environmentally friendly mode 

of transport [1]. 

2 Elasticity of demand for transport services in railway passenger 

transport.  

According to the Gašparik [4], passenger’s decision about the quantity of use of public transport services 
depends on the price of service. This fact represents demand for services.  

Demand, based on the Gnap and Konečný [5][6], in transport represents the quantity of services which 

passenger are willing to purchase on the transport market at a certain price. Demand of the only one passenger, 

or demand for the only one service, represents individual demand. Demand of all passengers for the only one 

service represents a partial demand. Aggregate demand is the sum of demand on all partial markets. Graphical 

representation of demand is called the demand curve. Demand curve shows the relationship between the price of 

a certain commodity and the amount of it that consumers are willing and able to purchase at the given price. 

Demand curve has a decreasing course. It follows the law of a downward demand. That means if the prices of 

services are growing, the demand is decreasing and in reverse if the prices of services are decreasing, the 

demand is growing.   
 

In [5] [6], demand for transport is determined by several factors and it is possible to express it as a function 

of several variables (factors):      

Qi = f (Pi, Pj, ..., Pn, I, T, ...)     
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The significant factors which determine the demand for services in rail passenger transport are fare in rail 

transport (Pi), fare in other modes of transport, or other operators (Pj…Pn), income of population - pension of 

the population (I), habits of consumers - passengers preferences (T), number of households - market range (D), 

quality of transport services (Q), etc..  

2.1 Expression of the coefficient of the price and income elasticity of demand 

Based on the [6] and [7], the coefficient of price elasticity -  EQ,P is calculated as a ratio of percentage change in 
quantity of the demand and percentage change in price (Formula 1). Income elasticity is calculated as the 

coefficient of income elasticity of demand EQ,M, which is the ratio of change in quantity of the demand and 

change in the consumer’s income. The coefficient is expressed in formula 2. 
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The change of purchased goods or service Q due to changes in price of the goods or service is reflected in the 

total volume of spending on the goods or service (Px.Q). Because the price and quantity move in the opposite 

direction – growing prices result in a decrease in quantity and vice versa. Income elasticity of demand is the 

elasticity where the examined factor is consumer’s income. Various kinds of elasticity are shown in Table 1 [6]. 

 

Price elasticity of demand Income elasticity of demand 

Value Kind of elasticity Value Kind of elasticity 

EQ,P = 0 Perfectly inelastic demand 
EQ,I < 0 

A negative income elasticity of demand is 
associated with inferior goods EQ,P  < 1 Less elastic demand 

EQ,P = 1 Unit-elastic demand 

EQ,I > 0 
A positive income elasticity of demand is 

associated with normal goods EQ,P > 1 Elastic demand 

EQ,P = ∞ Perfectly elastic demand 

Table 1 Kinds of price and income elasticity 

The price elasticity of demand for transport services in rail passenger transport is calculated as the ratio of 

the changes in quantity (expressed as transport performance) and the change of price. Income elasticity is 

expressed as a percentage change of demand for transport services depending on a percentage change in income.    

2.2 Methods for measuring the elasticity of demand functions 

The demand function has a decreasing course therefore the elasticity of this function has a negative value. To 

avoid the absolute value when calculating the percentage change of the function minus mark is used to define 

elasticity of demand function. 

Definition of demand by the Molnárová [7] is: When q=D (p) is a demand function, where p>0 is the price of 

services on the market and q>0 is a demand for the service. If there is D' (p) for p ∈  (0, ∞). Number -(D'(p0)/D 

(p0)). p0, which reflects the percentage by which demand D(p) of the service is reduced at p0 price increase by 

1%, is called elasticity of demand function at point p0. 

   
 
 0

0
/

0
pD

pD
pDED   (3) 

The elasticity of demand function could help to determine the appropriate price for service on the market. 
The demand function based on elasticity is characterized in Chapter 2.1.     

To calculate price and income elasticity of demand it was necessary to use several methods depending on the 

character of the individual parts of solution. In the text below the applied methods and their intended use within 

the elasticity of demand of transport services in rail passenger transport are described:   
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 Collecting of information method – performance in rail passenger transport (passenger-kilometres, number of 

passenger), fare in the last four years (regular fare for 2nd class and special price for students) and income in 

selected household categories. Fares are from the official tariff of Slovak national rail passenger operator – 

Železničná spoločnosť Slovensko, a.s. (ZSSK), that have 99% share on the rail passenger market.  

 Information processing method – statistical processing performance, prices and incomes data - expressed by 

the price and income coefficient of elasticity of demand. The coefficient of price elasticity of demand is 

calculated based on the formula 1 (P- price, Q – quantity) and the coefficient of income elasticity of demand 

is calculated based on the formula 2 (Q – amount of demand, I – income) [6] [7].     

 Simplification for discrete variables – percentage change of quantity can be expressed by Formula 4 (Q1 is 

the original quantity and Q2 is quantity after the price change). The percentage change of price is expressed 

similarly – Formula 5 [6].   

  
100

2

1
%

21

12 






QQ

QQ
Q  

(4) 

 
 

100

2

1
%

21

12 






PP

PP
P  

(5) 

The final coefficient of price elasticity of demand is calculated by dividing the percentage change of demand 

quantity and the percentage change of price. The final income elasticity of demand is calculated based on 

Formula 2.       

3 Analysis price and income elasticity for transport services in railway 

passenger transport in the Slovak Republic 

The analysis of price and income elasticity of demand for transport services in rail passenger transport is 
influenced by the change of prices for transport (regular and special price). The sensitivity of performance 

change (number of passenger) is influenced by the change of price for transport in rail transport - free of charge 

transport, which effective from 17. 11. 2014. Statistics data are from [9].   

3.1 Analysis of price elasticity  

The analysis of price elasticity of demand for transport was calculated as dependence of demand for transport 
services in rail passenger transport (number of passenger) to height of fares offered by ZSSK. Analysis was 

performed for the period 2011 -2015. To calculate the elasticity of demand two types of fares were used: regular 

price in 2nd class and special price for students in 2nd class. Table 2 and 3 shows the preview of transport 

performance (for national transport), calculation of average fares (regular and special) and the final coefficient of 

price elasticity of demand. The coefficient of price elasticity of demand was calculated as the ratio of the 

percentage change of demand quantity and the percentage change of price. The calculation of an average fare 

was conducted based on the tariff of ZSSK. All prices in the tariff depend on kilometrical distance, the tariff 

distances are from 1 km up to 510 km.         

 

Year 2011 2012 2013 2014 2015 

Number of transported passengers (mil. pass.)  45.959 43.445 44.287 47.286 53.7 

Average price (regular price) – (€/km) 0.044193 0.044193 0.044193 0.044193 0.044193 

Price elasticity of demand  EQ,P -  0 0 0 0 

 Table 2 Number of transported passenger by ZSSK, average prices of regular prices and coefficient of 

price elasticity – regular price     

 

Based on the calculated coefficients of price elastic of demand (basic fare) we can see that the demand is 

perfectly inelastic. The price has not changed compared to the transport performance during the monitored 

period. The fare is determined by Transport Authority of the Slovak Republic and during the monitored period 

they did not change the fares (Chapter 1). 
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Year 2011 2012 2013 2014 2015 

Number of transported passengers (mil. pass.) 45.959 43.445 44.287 47.286 53.7 

Average price (student) – (€/km) 0.022097 0.022097 0.022097 0.019901 0 

Price elasticity of demand  EQ,P - 0 0 0.000216 -0.09607 

Table 3 Number of transported passenger by ZSSK, average price of special prices and coefficient of price 

elasticity – student  

The coefficient of price elasticity of demand for student’s price was perfectly inelastic until the year 2013. 

The fare and number of transported passenger show minimal differences and values are almost the same in  the 

period 2011 – 2013. In 2014 we can see little change compared with the previous year and 2015 when the 

average fare per kilometre is 0€. This change is caused by the introduction of free of charge travel for students in 

the Slovak Republic.  The number of transported passengers had a rising tendency since the beginning 2015 

(approximately 18 % growth). More accurate results in the changed number of transported passengers by rail 

transport will be determined after the longer period (not just one year).  

The preference of travellers has changed after the introduction of free of charge fare for transport for selected 
passenger and currently we can see the growth of travellers in the rail passenger transport.  

3.2 Analysis of income elasticity  

Income elasticity of demand for transport services in rail passenger transport shows the dependence of number of 

transported passengers (1000 pass.) in national transport on the disposable income. For the purposes of analysis 

of income elasticity of demand the disposable income in the Slovak Republic is divided into two types of 

households. The first is one-member household and the second is a household is with two dependent children 

(two adults with two children). The calculation of income elasticity of demand is in the table 4 and 5.           

 

Year 2011 2012 2013 2014 

Number of transported passengers (mil. pass.)  47.531 44.698 46.064 49.272 

Disposable income - one member household (€) 499 505 513 523 

Income elasticity of demand EQ,I 0 -6.09857 1.745349 3.6342233 

 Table 4 Total number of passengers in the Slovak Republic and disposable income - one member of 

household 

 

Based on the calculated coefficients of income elasticity of demand we can see that the demand for one 
member household in 2012 was slightly elastic. Disposable income increased but the number of passenger was 

decreasing. The reason could be increasing passenger demand for quality of transport services in the relation to 

prices for transport. On the other hand, in 2013 the demand was elastic and the significant change came in year 

2014 when the demand was even more elastic – disposable income and number of passengers was increasing. As 

the increase of disposable income was not so high we can say that the rapid increase in number of passengers 

was caused by the free of charge fare for selected passengers introduced in November 2014.            

 

Year 2011 2012 2013 2014 

Number of transported passengers (mil. pass.)  47.531 44.698 46.064 49.272 

Disposable income - household with two dependent children (€) 553 610 584 594 

Income elasticity of demand EQ,I 0 -0.74362 -0.62988 4.13235 

 Table 5 Total number of passengers in the Slovak Republic and disposable income - household with 

two dependent children 

  

Based on the calculated coefficients of income elasticity of demand (household with two depended children) 

we can see smaller change of elasticity compared to the income elasticity of demand in one-member household. 

The demand 2012 was slightly elastic – income of household increased, but number of transported passengers 

was decreasing. The increase of disposable income does not influence the demand for transport services in rail 

passenger transport. In 2013 coefficient of income elasticity of demand was also just slightly elastic, but the 
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change in income and number of passengers was different – income of household decreased and number of 

passengers in the Slovak Republic increased. The decrease in disposable income did not have any influence on 

the performance in rail passenger transport in that year. In 2014 the coefficient of income elasticity of demand 

was positive, i.e. demand for transport services was elastic – income and performance of rail transport were 

increasing. This growth was also influenced by free of charge fare for selected passengers introduced November 

2014. 

Conclusion  

Free of charge fare for selected groups of passengers in rail transport changed the demand for transport services. 
Also it was necessary to take steps to maintain quality standards for paying passengers. Demand for transport 

services is perfectly inelastic; quantity demanded does not change with the change of price that also did not 

change. However, this fact does not apply to the selected category of passenger since November 2014. After that 

date the demand for transport services is perfectly elastic in the selected category of passengers – change of price 

influenced the number of transported passengers. Based on the current statistics the free of charge transport 

influences the major statistical indicators: number of passengers, sale of seat reservations, 42% share of free of 

charge passengers in 2015, decrease in revenues and increase of average transported distance by approx. 4.3 km.   

Comparison of the performance of rail passenger transport in the Slovak Republic and disposable income in 

one-member household is – 0.23967 and we can say that the demand for transport services in 2011-2014 shows 

low elasticity. On the other hand, in four-member household income elasticity of demand for transport services 

is 0.919618. The change in income impacted the percentage change of performance in rail passenger transport.     

 

Acknowledgements 

The paper is supported by the VEGA Agency by the Project 1/0095/16 "Assessment of the quality of 
connections on the transport network as a tool to enhance the competitiveness of public passenger transport 

system" that is solved at Faculty of Operations and Economics of Transport and Communication, University of 

Žilina. 

References 

[1] Černá, L., Daniš, J., and Ponický, J.: Legislative changes in the rail public passenger transport in Slovakia 

In: Railway transport and logistics, Journal of railway transport, logistic and management, ISSN 1336-

7943 

[2] Dolinayová, A., Černá, L., and Daniš, J.: The present state of the price regulation of public railway transport 

in Slovakia, In: Procurements in public transport: opportunities and pitfalls: proceeding of  Telč 2015,  

Brno: Masaryk Univerzity, 2015, ISBN 978-80-210-8003-4 

[3] Gašparík, J., Abramivič, B., and Halás, M.: New graphical approach to railway infrastructure capacity 

analysis In: Promet - Traffic& Transportation: scientific journal on traffic and transportation research, 
Vol. 27, no. 4 (2015), p. 283-290., ISSN 0353-5320 

[4] Gašparík, J., Stopka, O., and Pečený, L.: Quality evaluation in regional passenger rail transport In: Naše 

more = Our sea: znanstveno-stručni časopis za more i pomorstvo, Vol. 62, Iss. 3 (2015), p. 114-118., ISSN 

0469-6255  

[5] Gnap, J., and Sedláková, I.: Cenová elasticita dopytu v cestnej nákladnej doprave, In: Doprava a spoje, 

electronically journal of Faculty of operation and economics of transport and communications, Volume 2, 

Number 1, p. 17-25, 2006 ISSN 1336-7676 

[6] Konečný, V.: Príjmová elasticity dopytu po soosbnej doprave v SR, In: Doprava a spoje, electronically 

journal of Faculty of operation and economics of transport and communications, Volume 3, Number 1, p. 

30-37, 2007, ISSN 1336-7676. 

[7] Molnárová, M.: Matematika 1 a jej využitie v ekonómii, 1st ed., Košice, TU, 2012. ISBN 9788055311685  

[8] State trains transported more than 57 million passenger last year, In: SME journal, http:/ /ekonomika.sme.sk 
/c/20112857/statne-vlaky-vlani-prepravili-vyse-57-milionov-cestujucich.html#ixzz4CXSg7DNj, online 

08.03.2016 

[9] Yearbook of transport, Posts and telecommunications in 2015, Statistic office of Slovak Republic, 

 https://www7.statistics.sk/PortalTraffic/fileServlet?Dokument=5959eb33-277c-4933-af2c-d78890b9fca0, 

online 01.04.2014  

Mathematical Methods in Economics 2016

131



Finite-sample behavior of GLFP-based estimators for

EIV regression models: a case with restricted

parameter space

Michal Černý1

Abstract. We discuss the finite-sample properties of a recent consistent
estimator for structural Errors-In-Variables (EIV) linear regression models with
uniformly bounded error distributions. The estimator can be formulated as a
family of generalized linear-fractional programs (GLFP). Here we investigate
the special case when the parameter space is restricted to a known orthant of
Rp, where p is the number of regression parameters. In this case, the estimator
reduces to a single GLFP and is thus computable in polynomial time. We
perform a simulation study with independent uniformly distributed errors. We
find out that the asymptotic convergence of the estimator to the true value
and the reduction of its variance (which hold asymptotically by theory) can
be empirically observed even for small datasets, but the speed of convergence
heavily depends on p.

Keywords: Errors-in-Variables regression, bounded errors, generalized linear-
fractional programming.

JEL classification: C46,C61
AMS classification: 62J05,62H12

1 Introduction

In Errors-in-Variables (EIV) regression we assume the regression relationship

y = Xθ + ε,

where the design matrix X is unobservable; we can only observe its contaminated form

Z = X + Ξ,

where Ξ is a matrix of error terms in the (observations) of regressors. So, observable data are (Z, y) and
the task is to estimate the vector of regression parameters θ.

In our context, the matrix X is assumed to be stochastic (and the EIV model is called structural EIV
model). The stochastic terms involved in the model are (X, Ξ, ε) and a “good” estimation method for the
vector of regression parameters θ depends on particular assumptions on (X, Ξ, ε). Traditional estimation
methods, such as Total Least Squares, are discussed e.g. in [3]; see also [4].

In the entire text, n stands for the number of observations and p stands for the number of regression
parameters.

2 A recent estimation method for uniformly bounded error distributions

In this paper we discuss our recent estimation method [5, 6] (with J. Antoch and M. Hlad́ık) based on
Generalized Linear-Fractional Programming. The method yields a consistent estimator for the case of
uniformly bounded errors (Ξ, ε). Recall that such types of errors are discussed in literature in various
frameworks, see e.g. [1, 2].

1University of Economics, Prague, Department of Econometrics, Winston Churchill Square 4, 13067 Prague, Czech
Republic, cernym@vse.cz
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Before we state the assumptions rigorously (but they are somehow difficult-to-read in this form), we
can summarize them informally: we assume that all errors in (Ξ, ε) are bounded by a uniform constant
γ (which is unknown and is to be estimated) and we assume that if n → ∞, then we can find (with
probability tending to one) a line i0 of the matrix (Ξ, ε) where the errors are very close to the bounds
±γ, for every prescribed (p + 1)-tuple of signs ±. For example, if p = 2 and we have a sufficiently high
number of observations, we assume that with a high probability we can find a line i0 where the three
errors Ξi0,1, Ξi0,2, εi0 are close to +γ, +γ, +γ, respectively; we can also find another line i0 where the
three errors Ξi0,1, Ξi0,2, εi0 are close to −γ, +γ, +γ; and so on, such a line can be found with a high
probability for each possible choice out of the eight possibilities (±γ, ±γ, ±γ).

Now we will be more formal. Let us assume:

(a) There exists (an unknown) constant γ ≥ 0, called error radius, such that

(a1) |εi| ≤ γ a.s., i = 1, . . . , n,

(a2) |Ξij | ≤ γ a.s., i = 1, . . . , n, j = 1, . . . , p.

(b) Let ∥ · ∥ be a fixed vector norm. Assume that

∀α > 0 ∃c > 0 ∀u ∈ Rp s.t.∥u∥ = 1 : lim
n→∞

Pr[An(α, c, u)] = 1,

where An is the following event: ∃i0 ∈ {1, . . . , n} such that

(b1) |xT
i0

u| ≥ c,

(b2) − sgn(xT
i0

u) · εi0 ≥ γ − α,

(b3) sgn(xT
i0

u) · sgn(θj + uj) · Ξi0j ≥ γ − α, j = 1, . . . , p,

where xT
i is the ith row of X and

sgn(ξ) =

{
1, if ξ ≥ 0,

−1, if ξ < 0.

Theorem 1 ([5, 6]). Let zT
1 , . . . , zT

n be the rows of Z. Given a sign vector

s ∈ {±1}p, (1)

consider the generalized linear-fractional program

γ̂n
s = min

θ∈Rp





max
i∈{1,...,n}
k∈{0,1}

(−1)1−kzT
i θ + (−1)kyi

eTDsθ + 1

∣∣∣ Dsθ ≥ 0





, (2)

where e = (1, . . . , 1)T and Ds = diag(s). Let θ̂n
s be the argmin of (2). Furthermore, let

γ̂n = min
s∈{±1}p

γ̂n
s (3)

and let s∗ be the argmin of (3). Now

γ̂n P−→ γ and θ̂n := θ̂n
s∗

P−→ θ as n → ∞.

Theorem 1 tells us that (γ̂n, θ̂n) is a consistent estimator of (γ, θ) and that the estimator can be
computed by solving 2p generalized linear-fractional programs (2), one GLFP per one choice of signs
in (1). (Recall that generalized linear-fractional programming is solvable in polynomial-time by interior-
point methods, see [7]).
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3 An efficiently solvable case

Now we turn our attention to the case when θ is a priori known to be in a particular orthant of Rp. Or,
in other words, we assume that the signs of regression parameters are known in advance. Or we can also
say that the parameter space Θ is restricted to a particular orthant

Θ = {ξ : Ds0ξ ≥ 0} ∋ θ, (4)

where s0 ∈ {±1}p is a known sign vector. Such cases are frequent in practice: many practical regression
models have the property that we are able to say in advance whether a given regression parameter should
be positive or negative. Now we get a “simpler” version of Theorem 1:

Corollary 2. If the parameter space has the form (4), consider the generalized linear-fractional program

γ̂n = min
θ∈Rp





max
i∈{1,...,n}
k∈{0,1}

(−1)1−kzT
i θ + (−1)kyi

eTDs0θ + 1

∣∣∣ Ds0θ ≥ 0





. (5)

Let θ̂n be the argmin of (5). Then

γ̂n P−→ γ and θ̂n P−→ θ as n → ∞.

Corollary 3. The estimates (γ̂n, θ̂n) can be computed from (Z, y) in polynomial time.

4 A simulation study

Currently we do not have a theorem on the speed of convergence of (γ̂n, θ̂n) to the true values (γ, θ).
The speed certainly depends on the properties of (X, Ξ, ε, γ, θ). Observe that Assumptions (a) and (b)
are very general; by the way, they admit many possible distributions and dependence structures (indeed,
they require neither independence, nor zero means, nor identical distributions).

Here we restrict ourselves to the following case:

• rows of X are unit vectors;

• all errors in (Ξ, ε) are independently sampled from the uniform distribution on (−γ, γ) with γ = 1;

• θ = e;

• the number of simulated observations is n ∈ {60, 120, 180, 240, 300, 360};

• the number of parameters is p ∈ {2, 3, 4};

• for each (n, p) we perform 50 simulations.

In this setup we measure empirically the speed of convergence of γ̂n to the true value γ = 1 and the
speed of convergence of θ̂n in terms of the error ∥θ̂n − θ∥2, for various sample sizes n and numbers p of

parameters. We also measure the empirical standard error of γ̂n and ∥θ̂n∥2.

5 Results and conclusions

Results are summarized in Figure 1 (p = 2), Figure 2 (p = 3) and Figure 3 (p = 4).

We can observe that in all cases, the value of γ̂n indeed converges to the true value γ, but the speed of
convergence is the slower the higher is p; moreover, the standard error of γ̂n also grows with p. The speed
of convergence of θ̂n to θ is also low; we can see that the mean error for n = 400 is only slightly lower
than for n = 100 in all cases p = 2, 3, 4. Thus we can conclude that the asymptotic result of Theorem 1
(and Corollary 2) works for a quite high number of observations.

Notwithstanding, the convergence properties assured by Theorem 1 (and Corollary 2) are apparent
even for small-sample datasets.

Finally, Fig. 4 depicts the distributions of γ̂n and ∥θ̂n − θ∥2 for p = 2 and n = 100.
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Figure 1 Simulation results for p = 2. True values: γ = 1, θ = (1, 1)T.
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Figure 2 Simulation results for p = 3. True values: γ = 1, θ = (1, 1, 1)T.
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Figure 3 Simulation results for p = 4. True values: γ = 1, θ = (1, 1, 1, 1)T. The high standard error for
n = 240 is caused by presence of an outlier (not visible in upper right figure).
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Figure 4 Histograms of simulated values γ̂n (left chart) and ∥θ̂n − θ∥2 (right chart) for p = 2 and n = 100
with 1000 simulations.
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Slovak economies. Ekonomický časopis 62 (8), 805–822, 2014.
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Capacited Vehicle Routing Problem with Time Restriction 

Using Minimal Number of Vehicles 

Zuzana Čičková1, Ivan Brezina2, Juraj Pekár3 

Abstract: Classical capacited vehicle routing problem with time windows enables 

finding optimal set of routes of vehicle (vehicles) in order to serve given set of 

customers within a given time period. This paper is focused on a generalized 

problem that allows determining the minimal number of vehicles taking into account 

time limit when a vehicle is used (consider maximal working hours of a driver) and 

secondly also goal of minimizing total time of the distribution (based on 

lexicographic optimization). The route of vehicles are determined in such a way that 

one vehicle can pass through the center more than once but provided an additional 

service time at the center. Although the models dealing with multiple vehicles rides 

are known, proposed model uses only the binary variables with two indices instead 

of the commonly used three-indexed variables. The model is implemented in system 

GAMS and illustrative example is given.  

Keywords: Vehicle Routing Problem, Time Restrictions, Minimal Number of 

Vehicles, Lexicographic Optimization 

JEL Classification: C02, C61 

AMS Classification: 90C11, 90B06 

1 Introduction 

The classical vehicle routing problem (VRP), also known as the capacitated VRP (CVRP), designs optimal set of 

routes aimed to serve a set of customers with a certain demand, where each vehicle travels exactly one route, 

each vehicle has the same characteristics and there is only one origin called depot ([1], [2], [4], [6], [8]). It is 

assuming the known shortest cost (time or distance) between origin and each customer’s location, as well as 

between each pairs of customer’s location. The goal is to find the optimal shortest route (starting and ending at 

the origin) for a vehicle (vehicles) so that each customer demand is met by exactly one vehicle (all the demands 

are met in full). The capacity of vehicle (or fleet of vehicles) is (are) known (if more than one vehicle are used, 

the same capacity of all of them is supposed) and that capacity must not be exceeded.  

The VRP is an important combinatorial optimisation problem. Toth and Vigo have reported that the use of 

computerised methods in distribution processes often results in savings ranging from 5% to 20% in 

transportation costs and in [9] describe several case studies where the application of VRP algorithms has led to 

substantial cost savings. 

Many of modification CVRP are known (e.g. [3], [5]), for all we list these: inventory routing, combinations 

of scheduling and routing, multi-echelon routing, multi-dimensional loading problem and routing with cross-

docking, heterogeneous fleet VRP, also known as the mixed fleet VRP, VRP with time windows, VRP with 

pickup and delivery, VRP with backhauls, multi depot VRP, periodic VRP. Further on we mentioned two 

problems, which are relevant to model presented below: distance-constrained capacitated vehicle routing 

problem (DCVRP), where capacity restriction is replaced by a maximum length or by a time constraint and 

vehicle routing problem with multiple routes (VRPM), which consists in determining the routing of a fleet of 

vehicles where each vehicle can perform multiple routes at a specific time horizon. Using of those problems is 

relevant in applications where the duration of each route is limited; it can found when perishable goods are 

transported. 

The above modification of the classical CVRP are usually aimed to find a minimum cost of routes, but do not 

reflect the problem how to set minimal number of vehicles to be able realizing delivery. In this article the authors 

present a way how to modify the above problems to identify the minimum number of vehicles which must be 
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available for distribution. Presented problem is based on lexicographic optimization, where the first priority is to 

determine the minimal number of vehicles and the second priority is aimed at minimizing of total time of the 

service. It considers not only vehicle capacity limit, but also vehicle usage time restriction (e.g. limiting the 

working hours of drivers). However, if the next customer service is not possible because of exceeding vehicle 

capacity limit but time restriction still allows its further use, the vehicle can be reloaded. Thus the time of 

loading is added to the total time of vehicle route. Proposed model enables using only the binary variables with 

two indices, instead of the commonly used three-indexed variables.  

2 Vehicle routing problem and open vehicle routing problem 

Various routing problems can be described by mathematical models using following notation: Let  1,2,...N n  

be the set of served nodes (customers) and let  0 0N N  be a set of nodes that represents the customers also 

with the origin (depot). A shortest time distance dij is associated with pairs i, j  N0, i  j. One way how to 

mathematically describe routing problems is using binary programming formulations. The models involve binary 

variables xij  0,i j N , i j ) that enable to model if the node i precedes node j in a route of the vehicle xij = 1 

and xij = 0 otherwise. Certain demand qi, i N , which has to be met from the initial node (i = 0), is associated 

with each customer. The distribution is performed using a vehicles with a certain capacity (g). The goal is to 

identify such routes of vehicles where the total traveled distance (or time) is as low as possible with respect to 

the following restrictions: the origin represents initial node and also the final node of every route, from this node 

the demands qi, i N  of all the other nodes are met (in full), each node (except origin) is visited exactly once 

and total demand on route must not exceed the capacity of the vehicle (g). The model implicitly assumes that 

qi ≤ g for all i N , i.e. the demand of each customer does not exceed the capacity of the vehicle. Further on, the 

variables ui, i N that based on well-known Miller-Tucker- Zemlin’s formulation, e.g. Miller et al. ([7]) are 

employed. Those variables represent cumulative demand of customers on one particular route.  

Further on suppose following: let  1,2,...K k be the set of vehicle, where k represent maximal number of 

vehicles (equal to maximal value of shuttle routes (n), or it may be subjected based on additional information). 

Suppose the service can be performed using vehicles on the understanding that one vehicle can also made more 

routes (starting at ending in the origin), but consider vehicle using time limit designated as P. But if the vehicle 

returns to the origin due to violation of capacity limit, and it is able to serve the nodes on the next route than the 

service time at the center (s) is added to the total time of vehicle route. The goal is to determine such minimal 

number of vehicles as possible with respect to minimizing of total time of service.  

Besides the above mentioned variables let us using following:  

- variables ti, i N are also based on Miller-Tucker- Zemlin’s formulation, but they will represent the 

total cumulative time to corresponding i-th customer (including), 

- variables , ,ilz i N l K  represent the total time of such particular route of l-th vehicle, in which the i-

th node served as the last, 

- variables , ,ilv i N l K  are binary variables that represent if the particular route, which ends with i-th 

nod, is served by l-th vehicle, 

- variables ,lc l K represent if the l-th vehicle is in use or not. 

Now recapitulate the model parameters more clearly: 

n – number of customers (served nodes), 

 1,2,...N n  – set of customers (served nodes), 

 0 0N N   – set of customers and the origin, 

k – maximal number of vehicles,  

 1,2,...K k  – set representing vehicles,  

dij,  i, j  N0, i  j – shortest time moving from node i to node j, 

qi, i N  – demand of i-th customer, 

g – capacity of vehicles, 

s – service time at the centre,  

P – time limit of vehicle usage,  

M – big positive number. 

The model describing aforementioned situation deals with those variables: 

  00,1 ,  ,ijx i j N  , i j                (1) 
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, ,ilv i N l K                  (2) 

00,  ,  0iu i N u                   (3) 

00,  ,  0it i N t                    (4) 

, ,ilz i N l K                  (5) 

0 1,  lc l K     

where objectives can be written as follows:  

min , 1l il il

l K i N l K l K i N

lex c z s v
    

  
   

  
                 (6) 

subject to:  

0

1, ,ij

i N

x j N i j


                   (7) 

0

1, ,ij

j N

x i N i j


                  (8) 

0(1 ), , ,i j j iju u q g x i N j N i j                    (9) 

,i iq u g i N                 (10) 

0(1 ), , ,i j ij ijt t d M x i N j N i j                  (11)

 
0 (1 ), ,i il i ilt z d M v i N l K                  (12)

 
0 ,i il

l K

x v i N


                (13) 

, ,il lv c i N l K                 (14) 

1 ,il il

i N i N

z s v P l K
 

 
     

 
              (15) 

Objective function (6) determines both of objectives: firstly the minimization of number of vehicles and 

secondly minimization of total time of service. Equations (7) and (8) ensure that each customer (except the 

origin) is visited exactly ones. Equations (9) and (11) are anti-cyclical conditions that prevent the formation of 

such sub-cycles which do not contain an initial node (i = 0). Equations (9) also ensure calculating of current load 

of vehicles in its route to i-th customer (including) and equations (10) ensure respecting maximal capacity of 

vehicle. The cumulative time of vehicle particular route is calculated by equations (11). Equations (12) enable 

calculating total time of such particular route of vehicle, in which the i-th node served as the last if it is served by 

l-th vehicle. Equations (13) ensure assignment the particular route ending with i-th node to exactly one vehicle. 

Equations (15) enable respecting time limit of vehicle usage (also if the vehicle pass through origin several 

time).     

4 Illustrative Example 

Consider scheduling in network consisting of origin from where 8 nodes (customers) need to be served. Values 

of input parameters were set as follows: 

n =8,  1,2,...8N  ,  0 0N N  - number and sets of nodes (customers and also origin),  

k =8,  1,2,...K k  - maximal number of vehicles (shuttle routes) and set representing vehicles, 

qi = 10, i N - vector of customers’ demands,  

g =30 – capacity of vehicles, 

s = 10 – service time at the center,  

P = 80 – time limit of vehicle usage,  

D ={dij},  i, j  N0, i  j – matrix of shortest time moving from node i to node j 
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3 14 8 11 11 0 11 14 13

8 19 13 16 16 11 0 15 8

17 27 21 25 25 14 15 0 7

16 26 20 24 24 13 8 7 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 

D   

Model (1) – (15) was implemented in software GAMS (solver Cplex 12.2.0.0) on PC with Intel ® Core ™ 

i7-3770 CPU with a frequency of 3.40 GHz and 8 GB of RAM under MS Windows 8. The solution was realized 

according to both criteria. In first run minimal number of vehicles required to distribution was obtained (two). 

The second run minimize the total time of transportation reflecting computed number of vehicles from the first 

run. 

Computed values of variables are those: 

variables (1): 
01 02 06 13 25 34 40 50 68 70 87 1x x x x x x x x x x x           , remaining variables were set to 0, 

variables (2): 
41 51 72 1v v v   , remaining variables were set to 0, 

variables (3):
0 1 2 3 4 5 6 7 810, 10, 10, 20, 30, 20, 10, 30, 20u u u u u u u u u         , 

variables (4): 
0 1 2 3 4 5 6 7 80, 10, 4, 19, 29, 12, 8, 27, 16t t t t t t t t t         , 

variables (5): 
41 51 7234, 15, 40z z z   , remaining variables were set to 0, 

variables (6): 
1 2 1c c   , all the other were set to 0. 

It is clear that two vehicles are used (but three routes are realized). The results are given in Table 1.  

Route Sequence of nodes Number of distributed units Total time of particular 

route 

Route 1 0-1-3-4-0 30 34 

Route 2 0-2-5-0 20 15 

Route 3 0-6-8-7-0 30 40 

Table 1 Summarization of solution. Source: Own compilation. 

This distribution requires 99 time units. Total duration is calculated as the sum of the individual distribution 

routes (89 time units) to which service time at the origin is added (when using first vehicle which passed through 

center one time). 

Conclusion 

This paper considers the modification of capacited vehicle routing problem (CVRP). Modifications of the 

classical CVRP are usually aimed to find a minimal cost of routes. The present model considers two objectives 

based on their priority (minimizing of number of vehicles at first, minimizing total time of distribution at second) 

taking into account time limit when the vehicle is used. When the next customer service is not possible because 

its service would exceed vehicle capacity but its time restriction still allows vehicle further usage, the vehicle can 

be reloaded.  In such case the time of loading is added to the total time of vehicle route. The mathematical 

formulation was provided on the base of mixed integer programming (MIP). Software implementation was 

realized in GAMS and also illustrative example is given.  
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Long-Run Growth in the Czech Republic 
Ondřej Čížek1 

Abstract. The goal of the paper is to analyze the long-run growth in the Czech Re-
public and to shed some light on relevant questions regarding the influence of the 
current economic crisis on the long-run growth. The relevant question is the extent 
to which output has recovered from the current crisis as well as to quantify the 
amount of the permanent loss in output. These issues will be approached using a 
bivariate unobserved components model of output and unemployment which enables 
decomposition of variables into transitory and permanent component. The signifi-
cant finding is that a transitory component of output has already recovered after the 
initial shock in the beginning of the crisis. However, the opposite is true for the 
permanent component. The paper presents evidence of a persistently decreased 
growth of the trend component of output due to which there is a significant perma-
nent loss in the level of output. The paper estimates this loss to equal approximately 
to 20 % of the quarterly real GDP.  

Keywords: unobserved components model, economic crisis, recovery, transitory 
and permanent effects. 

JEL Classification: E32 
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1 Introduction 
This paper estimates the long-run growth in the Czech Republic by applying bivariate unobserved components 
model of output and unemployment. There is currently highly discussed issue of long-term effects of the current 
global depression on the long-run growth which will be to certain extent discussed in this paper as well. Cerra, 
Saxena [4] discuss this topic from a perspective of regime switching models for the case of the Asian crisis of 
1997. Ball [1] estimates the long-term effects of the global depression of 2008 on the level of output of OECD 
countries. The concept of potential output is applied in his paper. Ball uses OECD methodology when obtaining 
estimates of potential output, which is based on a production function approach and is described in Beffy et al. 
[3]. Evidence favoring the hypothesis of permanent effects of deep recessions on output is found by Barro [2] as 
well as Ball [1] and by many others which are cited in these papers. Similar results are found in the presented 
paper for the case of the Czech Republic. 

The paper is organized as follows. The model is formulated in chapter 2. Data is described in section 3 and 
the subsequent chapter 4 deals with econometric estimation. Economic discussion is contained in the chapter 5. 
The final chapter 6 concludes. 

2 Model 
The model decomposing real GDP and unemployment rate into trend and a cycle component is presented in this 
chapter. The formulation is based on Clark’s [5] unobserved components model which was summarized in a 
textbook treatment by Kim, Nelson [8]. The model equations are given as follows: 

 
t t t

y n x= + , (1) 

 
1 1t t t t

n g n v− −= + + , ( )2. . . 0,
t v

i i d Nv σ∼ , (2) 

 
1t t t

g g w−= + , ( )2. . . 0,
t w

w i i d N σ∼ , (3) 

 
1 1 2 2t t t t

x x x eφ φ− −= ⋅ + ⋅ + , ( )2. . . 0,
t e

e i i d N σ∼ , (4) 

where 
t

y  is the logarithm of real GDP, 

                                                           
1 University of Economics in Prague, Department of Econometrics, W. Churchill Sq. 4, 130 67, Prague 3, Czech 
Republic, cizeko@vse.cz. 
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t

n  is a stochastic trend component, 

 
t

x  represents a stationary cyclical component, 

 
t

v , 
t

w , 
t

e  are independent white noise processes. 

 
The autoregressive process of order two was chosen in the equation (4). This is the most common assump-

tion used in empirical literature when modelling cyclical variables as an autoregressive process of the second 
order is a parsimonious way to model cyclical dynamics. 

This standard univariate model is extended into a bivariate model of real GDP and unemployment. The un-
employment rate is decomposed into trend and a cycle as well as follows: 

 
t t t

U L C= + , (5) 

 
1t t t

L L ε−= + , ( )2. . . 0,
t

i i d N εε σ∼ , (6) 

 
0 1 1 2 2t t t t t

C x x xα α α η− −= ⋅ + ⋅ + ⋅ + , ( )2. . . 0,
t

i i d N ηη σ∼ , (7) 

where 
t

L  is a trend component of unemployment rate, 

 
t

C is a stationary component of unemployment rate, 

 
t

ε , 
t

η  are independent white noise processes. 

The cyclical component 
t

C  is assumed to be a function of current and past transitory components of real 

output which represents a version of Okun’s law. The number of lags used in the equation (7) was chosen rather 
arbitrarily. This choice, however, is quite common in the empirical literature (Kim, Nelson [8]).  

3 Data 
Quarterly data for the Czech Republic from 1996 Q1 to 2015 Q4 were used in the application part of this article. 
All such data is available at the database of the Eurostat. 

Unemployment rate 
t

u  was obtained from the series „ Unemployment rate by sex and age - quarterly aver-

age, % [une_rt_q] “. The relevant age structure was chosen to be “from 24 to 74 years”. This time series was 
already seasonally adjusted by Eurostat. The series was originally in percents, but it was then divided by 100 for 
practical purposes. 

The name of the time series for the real GDP in the Eurostat database is “GDP and main components  (out-
put, expenditure and income) [namq_10_gdp]”. This time series was seasonally and calendar adjusted by Euro-
stat. The series is measured in chain linked volumes (2010) in millions euro. This time series was transformed by 

logarithms in order to obtain empirical counterpart to the variable ty . 

4 Econometric estimation  
The model is estimated by the method of maximum likelihood. The transition and measurement equation of the 
state space representation can be written as 

 

 
1

0 1 2 2

1 1 0 0 0 0 0

0 0 1

t

t

t t

t t t

t

t

n

x

y x

U x

g

L

α α α η
−

−

= ⋅ +

 
 
 
      
      

      
 
 
 

, (8) 
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(9) 

The Kalman filter algorithm was applied to this state space representation in order to calculate the likelihood 
function which was maximized numerically using standard numerical optimization procedures implemented in 
Matlab. Algorithms implemented in Matlab by Čížek [6] were used for this purpose. 

Estimation results are summarized in the following table 1. 
 

 
v

σ  
e

σ  
w

σ  
1

φ  
2

φ  
0

α  
1

α  
2

α  εσ  ησ  

Estimate 0.0026 0.0055 0.0022 1.5396 -0.6345 -0.1170 -0.1649 -0.1117 0.0015 0.0002 

Standard 
error 

0.0016 0.0010 0.0006 0.0672 0.0661 0.0425 0.0568 0.0364 0.0005 0.0011 

Table 1 Econometric estimates of the model (1996Q1-2015Q4) 

    Relatively high value of the parameter 0.0055
e

σ =  indicates that significant portion of the quarter-to-

quarter innovations in real GDP are cyclical. Similar results were obtained for the U.S. economy (Clark [5], 

Kim, Nelson [8]). Nonetheless, the standard error 0.0022
w

σ =  representing the variability of the GDP (long-

run) growth is approximately 10 times higher than that reported by Clark or Kim and Nelson.  

High volatility of the Czech long-run economic growth in the studied period can be caused by the process of 
economic transformation. The Czech economy had been opening to the rest of the world. Many international 
trade barriers had been removed by the entrance to the European Union. Lots of economic reforms had been 
realized. By neoclassical growth terminology, these transformations could influence the Czech economy steady 
state and so they could increase the growth volatility. For these reasons, long-run growth volatility of the transi-
tion economy is higher than the volatility of a stable economy which rests in a steady state. This is one possible 
explanation for why the U.S. economic long-run growth is less volatile than the long-run growth in the Czech 
Republic.  

One might also argue that higher volatility of the long-run growth might be caused by the current economic 
crisis as the above mentioned studies of the U.S. economy did not analyze the crisis period. Detailed analysis of 
these questions are beyond the scope of this paper. Nevertheless, my suggestion is that the current crisis is not 
the cause for a higher long-run growth volatility but is the cause for decreased values of the long-run growth in 
the crisis period. Some arguments will be given later in this paper. 

Negative values of the parameters 
i

α , 0,1, 2i =  are in line with a priory assumption. Statistical significance 

of these parameters confirms strong negative relationship between output and unemployment referred to as 
Okun’s law. 

5 Economic discussion 
The following figure 1 plots the log of real GDP together with its trend and a cyclical component. The graph on 
the right-hand side illustrates that the cycle component (output gap) decreased dramatically in 2008 and 2009. 
Nonetheless, the output gap has recovered after this initial shock and has been improving since then. The output 
gap has been even positive since 2014 Q1. This finding is in contrast with earlier business-cycle studies of uni-
variate trend-cycle model of real GDP in the U.S. economy. For example, Watson [11], Kim, Nelson  [8] and 
Clark [5] attribute most of the variation of U.S. output to the cyclical component. 
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Figure 1 Log of real GDP 
t

y  and its trend 
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n  and a cycle 
t

x  component 

Results found in this paper are similar to that found by Perron, Wada [10] who emphasized the importance of 
changes in the slope of the trend. Indeed, the graph in the left suggests that the current economic crisis is charac-
terized by the change in the trend.  This suggests that the huge output loss induced by the crisis is permanent and 
not only transitory. While the trend was upward-sloping from 1996 to 2008, it is practically constant from 2009 
to 2015. This is confirmed in the figure 2 which shows that the quarter-to-quarter growth of the GDP trend com-

ponent 
t

g  has been very near to the value of zero since 2009. Specifically, the mean of the variable 
t

g  in the 

pre-crisis time period from 1996 to 2008 is 0.0081 while in the post-crisis period from 2009 to 2015 the mean is 
0.0018. These results are in line with other empirical studies analyzing the impact of the current global economic 
crisis (Barro [2], Ball [1]). 

 

Figure 2 Long-run growth of the GDP trend component 
t

g  

These findings suggest an adverse permanent influence of the crisis on the long-run economic growth. None-
theless, this is only a suggestion. The rigorous evaluation of the influence of the crisis on the long-run growth is 
left for future research. Such a research would apply the growth theory according to which the growth rate de-
pends on its determinants. Changing these determinants leads to a change in the long-run growth rate. The cur-
rent economic crisis can be considered to be just one of many determinants of the long-run growth rate. Nonethe-
less, it is probably the case that the current economic crisis is indeed the most important factor which caused the 

decreased values of the long-run growth 
t

g  after 2008. For this reason, it will be assumed for simplicity that the 

current crisis is the only factor which caused the lowered values of the long-run growth after 2008 which enables 
us to perform some illustrative calculations. 

The following figure 3 distinguishes between the situations where the drop in the long-run growth is tempo-

rary and permanent. The graph in the left depicts the situation in which the decline in growth 
t

g  is only tempo-

rary and lasts from 2009 to 2015. The graph in the right-hand side of the figure 3 shows the situation where the 

decline in growth 
t

g  is permanent. The important thing to note is that even only a temporal decline in the 

growth 
t

g  has a permanent long-run negative effect on the level of output. Therefore, the level of output in the 

Czech Republic will be permanently decreased even if the growth of the GDP trend component 
t

g  would return 

to the pre-crisis values from now on. There are indeed certain signs that this might be the case as figure 2 shows 

that the growth of the GDP trend component 
t

g  has been rising since 2013. 
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Figure 3 The distinction between the effect of the crisis on a level and a growth of (log) output 

Let’s perform some illustrative calculations in order to quantify the amount of permanent loss in the level of 

output due to the current economic crisis. As was already mentioned, the mean of the variable 
t

g  in the pre-

crisis time period was 1 0.0081g =  and in the post-crisis period from 2009 Q1 to 2015 Q4 it was 2 0.0018g = . 

The trend value of the (log) real output in 2008 Q4 was 
2008 4

10.5627
Q

n = . By neglecting the random error 
t

v , 

the equation  (2) is modified as follows: 

 
1

2

t t
n g n −= + , 2009 Q1,...,2015 Q4t =  (10) 

 ( ) 1

2
1

t k t
kn g n+ −+= ⋅ + , 2009 Q1, k=27t = . (11) 

The value of the trend in time period 2015 Q4t k+ =  calculated according to (11) is  
2015 4

10.6131
Q

n = . Re-

placing 2g  by 1g  in the equation (11) would lead to the value of the trend in  2015 Q4t k+ =  given by 

2015 4
10.7895

Q
n = . The estimated amount of the permanent loss for the quarter 2015 Q4 is therefore equal to 

( ) ( )exp 10.7895 exp 10.6131 7845=−  millions euro. The real GDP in 2015 Q4 in the Czech Republic was 

42023 millions euro. The calculated loss for 2015 Q4 thus represents approximately 20 % of the quarterly value 
of the real GDP. This loss is permanent in the sense that even if the growth of the time trend returned from 

2 0.0018g =  to the pre-crisis value of 1 0.0081g =  for all the future time periods 2016 Q1, 2016 Q2,.... than the 

20 % loss of the quarterly value of the real GDP would be experienced for all the future quarters 2016 Q1, 2016 
Q2,..... 

The following figure 4 documents the decomposition of the unemployment rate into the cyclical and trend 
component. 
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Figure 4 Unemployment rate 
t

U  and its trend 
t

L  and a cycle 
t

C  component 

The figure 4 shows that the cyclical component increased dramatically in the beginning of the crisis in 2009. 
Since then, however, the cyclical component of the unemployment rate has been decreasing steadily. The trend 
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component has been practically constant since the beginning of the crisis which suggests that possible hysteresis 
effects haven’t played important role yet. This supports the view that the effect of the current crisis on output 
might be better characterized by the left-hand side graph of the figure 3 rather than the graph depicted on the 
right side of the figure 3. 

6 Conclusion 
This paper finds that the long-run growth in the Czech Republic has been highly volatile and that it has de-
creased dramatically since 2008. The current economic crisis is viewed as an important factor for these lowered 
values. Nonetheless, detailed analysis along the lines of the growth theory is left for future research to confirm 
this hypothesis. The fall in the trend to its pre-crisis values has been almost as large as the fall in actual output. 
Consequently, the Czech Republic has definitely experienced severe long-term loss in output. The calculated 
permanent loss represents approximately 20 % of the quarterly value of the real GDP.  

The methodology applied in this paper is standard and commonly used in the literature. Note however that 
measures of the output gap are always associated with a considerable level of uncertainty especially during the 
times of the current economic crisis. There is always considerable model uncertainty. Certain robustness check is 
made by studying other empirical studies dealing with the current economic crisis and its effects on output. Simi-
lar results of a huge long-term damage to output were found by Ball [1] as well as by many others cited in Ball’s 
influential paper. 

The model could also be expanded in many ways. Morley et al. [9] relax the presumption usually assumed in 
the literature on unobserved components model that there is no correlation between the shocks to the trend and 
the cycle. The authors find that relaxing this restriction makes the results even more strongly suggesting that 
there is a big long-term damage to output from recessions. Possible parameter instability due to the economic 
crisis could be taken into account by applying regime-switching methodology as by Cerra, Saxena [4]. For-
mánek, Hušek [7] investigate the behavior of GDP and unemployment in the Czech Republic taking into account 
spatial dependencies of its neighbors. Taking spatial dependencies explicitly into account could be an interesting 
modification of the presented model. 
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Fractional Brownian Bridge as a Tool for Short Time

Series Analysis

Martin Dlask1

Abstract. Traditional fractional stochastic processes represent suitable mod-
els for fractal analysis of long time series. However, due to their asymptotic
behaviour, the estimation of Hurst exponent is often biased when the sample is
too short. The novel approach is based on the construction of fractional Brow-
nian bridge and thanks to its statistical properties and artificial extension to
infinite length, it can be used for short time series investigation and resulting
estimate was proven not to be burdened by bias. At first, the input signal
is split into short stationary segments and the optimal interval length can be
obtained via multiple statistical testing. Subsequently, the estimation of the
Hurst exponent and its standard deviation is performed on the interval level.
The methodology is applied to the stock market indices and based on the Hurst
exponent variability in time, the decision about its predictability can be made.
As a referential technique, the revisited zero-crossing method is presented and
its performance is discussed in the context of obtained results.

Keywords: fractional Gaussian noise, fractional Brownian bridge, short time
series, Hurst exponent, stock market indices

JEL classification: E44
AMS classification: 60G22, 62M10

1 Introduction

The dependence of time-series can be measured with Hurst exponent that determines its predictability
and often carries more important information than autocorrelation. There are plenty of methods which
are suitable for long time series analysis and provide unbiased estimation of Hurst exponent. However,
the investigated sample has to be long enough to fulfil the prerequisites of the asymptotic methods.

The aim of the paper is to present a new method that can estimate Hurst exponent from short
time series. Subsequently, the technique is used for analysis of stock market indices. Normally, the
unbiasedness of this parameter can be guaranteed only when the investigated sample contains a lot of
elements. However, the new methodology employs discrete signal that can be extended to infinite length
using properties of fractional processes.

In fact, the majority of estimation methods are based on these fractional processes, that are continuous.
Therefore the quality of estimate is strongly influenced by the amount of input data. Generally, the Hurst
exponent estimate is accurate and its standard estimate decreases when the investigated time series has
thousands of elements. The R/S method [6] can be considered as a very simple method and it is widely
used till today in areas, where excessive precision is not required such as geography [1] or traffic flow
modelling [14]. Utilizing statistical properties of fractional processes, Whittle estimator [13] is believed
to be one of the most accurate approaches in the frequency domain, and with respect to their Holder
continuity, the Quadratic variations method [7] can provide reasonable results.

The traditional methods can be used for financial time series modelling such as exchange rates [11],
commodity prices [2] or stock market indices [12]. Recently, there were some attempts to refine the
conventional methods using the self-affine property [3], spectrum of a signal [8] or self-similarity [5]. In
this paper, the revisited zero-crossing method [4] is used as a referential method due to its robustness
and signal segmentation principle.

1Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Trojanova 13, Prague,
Czech Republic, dlaskma1@fjfi.cvut.cz
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The novel approach based on fractional Brownian bridges described later in this work is especially
designed to provide unbiased estimate of fractional parameter when dealing with short time series con-
taining only few tens of elements. In contrast to traditional methods, it is useful for local Hurst exponent
determination and analysis of its variability in time.

2 Traditional Fractional Processes

Fractional Brownian motion (fBm) and fractional Gaussian noise (fGn) belong to the family of funda-
mental fractional processes and are often used for time series analysis. In this section, the well-known
statistical properties of fBm and fGn are summarized.

Fractional Brownian motion BH(t) [9] is a continuous Gaussian process defined for t ∈ [0; +∞),
H ∈ (0; 1) and σ > 0. The process starts at zero and has zero expected value for all positive times t. The
autocovariance structure of fBm obeys for all t, s > 0

E(BH(t)BH(s)) =
σ2

2

(
|t|2H + |s|2H − |t − s|2H

)
. (1)

Parameter H is called Hurst exponent and influences the Hausdorff dimension of fBm graph that equals
DH = 2 − H . The parameter σ is often normalized to be unit and this special case the process is called
standardized fractional Brownian motion. For H = 1/2, the fBm is standard Brownian motion.

Fractional Gaussian noise GH(t) is defined for all t > 0 as

GH(t) = BH(t + 1) − BH(t). (2)

The Hausdorff dimension of fGn is, however, independent of H and equals DH = 2. The process is still
Gaussian, zero mean and if it is constructed on the basis of standardized fBm, it has also unit variance
and the autocorrelation function can be expressed as

E(BH(t)BH(t + k)) =
1

2

(
|k + 1|2H − 2|k|2H + |k − 1|2H

)
. (3)

3 Novel Method: Fractional Brownian Bridge

The novel methodology presents new stochastic process that we denote as fractional Brownian bridge
(fBB) and uses its autocorrelation for Hurst exponent estimation. The first step is to discretize the
domain, where the process is defined. Therefore we start with fGn sequence GH(k) of size N that is
sampling of continuous standardized fGn for k = 1, . . . , N . By means of cumulative sum and adding zero
to the beginning of the sequence, we can obtain a sample BH(k) with N + 1 elements of standardized
fBm for k = 0, . . . , N . The fractional Brownian bridge MH(k) is subsequently defined as

MH(k) = BH(k) − BH(0) − k

N
(BH(N) − BH(0)). (4)

In fractal analysis of time series, the fractional processes are often converted to fractional noises by
means of differencing to simplify their covariance structure together with its spectral properties keeping
the desired dependence on Hurst exponent. In this paper we follow this procedure and the final suggested
process XH(k) is presented as the differentiation of fBB. We define the differenced fractional Brownian
bridge (dfBB) XH(k) as

XH(k) = MH(k + 1) − MH(k) (5)

for k = 0, . . . , N − 1. This new process employs fBm sample in its definition and its construction is
essential for several reasons. The first principle is based on the preservation of fractal character, therefore
the suggested process needs still to have fractional properties. Additionally, the process is defined only in
fixed points of finite interval, and therefore it is more suitable for short time analysis. Since the process
both starts and ends with zero, the next feature of proposed process is its extension to infinite length.

Using properties of traditional fractional processes, one can deduce that dfBB has zero expected value
and its variance can be expressed as

γ0(H) = 1 − N2H−2 (6)
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and the autocovariance with lag m equals

γm(H) = N2H−2 +
1

2

(
|m + 1|2H − 2|m|2H + |m − 1|2H

)
+

|m|2H − |N − m|2H − |N |2H

N(N − m)
, (7)

which can be rewritten as a sum of correlation function of fGn and correction resulting from the discretiza-
tion of the signal and construction of fractional bridge. The autocorrelation of dfBB can be subsequently
expressed as

ρm(H) =
γm(H)

γ0(H)
. (8)

The procedure of Hurst exponent estimation involves the transformation of input fGn sample us-
ing equations 4 and 5 into dfBB sample x0, x1, . . . , xN−1. The m-th autocovariance coefficient can be
expressed for m = 0, . . . , N − 1 as

r̂m =

N−m−1∑

k=0

xkxk+m (9)

and the estimation of m-th autocorrelation coefficient is obtained via

ρ̂m =
rm

r0
. (10)

Assuming model in the following form
ρ̂m = ρm(H) + em (11)

for m = 1, . . . , N − 1 and Gaussian random variables em one can obtain the expected value of H together
with its standard deviation using maximum likelihood method.

4 Referential Method: Zero-crossing Technique

As a referential technique, the revisited zero-crossing method [4] is used later in this paper. Consider
fGn sample of length N that intersects the horizontal axis Z times. Than it is well-known, that the point
estimate of H equals

H ≈ 1 + log2 cos
πZ

2N
. (12)

The ratio Z denotes the estimate of the true probability of zero-crossing p in the signal. The improved
method employs the Bayesian rule and expresses the posterior probability density function for p as

f(p) =
pZ(1 − p)N−Z

B(Z + 1, N − Z + 1)
(13)

where Z still indicates the total amount of zero-crossings in the signal and B denotes the Beta function.
The key idea of the revisited method is signal segmentation and averaging the f(p) function over all
intervals. Considering the division of the input signal into L non-overlapping segments of fixed length M ,
one can quantify the f(p) function value in each segment assuming that the number of zero-crossings in
each interval equals Zk for k = 1, . . . , L. Therefore, the aggregate averaged probability of zero-crossing
equals

fL(p) =
1

L

L∑

k=1

pZk(1 − p)N−Zk

B(Zk + 1, N − Zk + 1)
. (14)

The only remaining task is the determination of the parameter L that indicates the total number of
segments. This is achieved thanks to the unimodality principle. The optimal segmentation L∗ is defined
as the smallest integer greater than two, for which the fL(p) function has one unique peak. Only in the
case, when the fL(p) is unimodal for L = 2 already, the L∗ parameter is defined to be unit. The expected
value of Hurst exponent can be subsequently expressed as

E(H) = 1 +

∫ 1

0

fL∗(p) log2 cos
pπ

2
dp (15)

together with its variance estimation

σ2 =

∫ 1

0

(
1 + log2 cos

pπ

2

)2

fL∗(p)dp − (E(H))2. (16)
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5 Application to Stock Market Indices

The fBB estimation method can be used for analysis of stock market indices. Daily data of eight indices
were investigated in the period between 1st April 2014 to 1st March 2016 (500 trading days). In the
analysis, there are four European indices (FTSE100, SMI, AEX, DAX), two Asian (HSI,NIKKEI) and two
North American (SP500, NASDAQ). The original time series is transformed via logarithmic differences
and considered as fGn sample with unknown Hurst exponent.

5.1 Stationarity Testing

The key property of fGn process is stationarity. However, none of the samples is stationary in the whole
range, and therefore it is necessary to divide the input time series into S non-overlapping intervals with
constant length L(S) and test the stationarity on the interval level. For each S ≥ 2, we performed S − 1
two-sample F-tests with null hypothesis

H0 : s2
i = s2

i+1 (17)

where s2
i denotes the variance of time series values in i-th segment for i = 1, . . . , S − 1. The suitable

segmentation is the smallest integer S∗, for which we cannot refuse any of the S∗ − 1 null hypotheses on
the 5% significance level. Table 1 shows the suitable segmentations and the respective interval lengths
for each stock market index.

index FTSE100 SP500 NASDAQ SMI AEX NIKKEI HSI DAX

S∗ 13 14 25 3 12 21 13 7

L(S∗) 38 35 20 166 41 23 38 71

Table 1 Maximal length of stationary segments of stock market indices.

5.2 Hurst Exponent Time Variability

The NASDAQ stock market index needed finest segmentation into intervals with 20 elements. Therefore,
to keep the possibility of comparing markets between each other, we apply the fBB estimation procedure
to all stock market indices with fixed segment size N = 20. Figure 1 shows the expected values of Hurst
exponent together with the standard deviations illustrated by rectangles for FTSE100, DAX, NASDAQ
and SMI.
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Figure 1 Hurst exponent time variability.

Based on figure 1 it is possible to notice, that the standard deviation is dependent on the value
of estimated Hurst exponent. When the segment is evaluated as long-range dependent, the standard
deviation is smaller in comparison to the case, when the stock market index fluctuates and shows strong
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negative correlation with H values close to zero. Table 2 provides results of stock market segment
analysis. The ρ coefficient denotes the correlation between Hurst exponent expected value and its standard
deviation sd, the r value refers to the percentage of cases, when the Hurst exponent was higher than 0.5,
and the H denotes average for each stock market.

index ρ r H rank

FTSE100 -0.7475 0.52 0.5358 2

SP500 -0.8081 0.60 0.5073 4

NASDAQ -0.6554 0.40 0.4484 -

SMI -0.7716 0.68 0.5397 1

AEX -0.8473 0.48 0.4869 -

NIKKEI -0.8549 0.64 0.5108 3

HSI -0.8123 0.40 0.4942 -

DAX -0.4659 0.44 0.4878 -

Table 2 Short segment analysis of stock market indices.

All analysed samples showed strong negative correlation between H and sd. Therefore, when the
stock market exhibits predictable behaviour, the dfBB model provides very confident Hurst exponent
estimation which could be subsequently used for prediction. The SMI stock market obtained largest
percentage rate r of predictable segments together with highest average of H values. In terms of the
analysis of short time series, the SMI stock market together with FTSE100 and NIKKEI are considered
as predictable and therefore recommended for investments.

5.3 Comparison to Zero-crossing Method

The fBB tool can be used also for long time series analysis. The experimental autocorrelation function is
averaged via all segments and the aggregate Hurst exponent estimation can be obtained. As a referential
method, the revisited zero-crossing method is used that utilizes different property of fractional process to
perform the estimate. Table 3 presents the H estimation together with its standard deviation and rank
column sorts the stock market indices from the highest Hurst exponent in descending order.

index fBB method zero-crossing method

H std rank H std rank

FTSE100 0.5487 0.0306 2 0.5607 0.0487 3

SP500 0.5226 0.0354 5 0.5432 0.0435 5

NASDAQ 0.4731 0.0487 8 0.5001 0.0428 8

SMI 0.5648 0.0364 1 0.6201 0.0321 1

AEX 0.5370 0.0288 3 0.5730 0.0350 2

NIKKEI 0.5232 0.0377 4 0.5523 0.0361 4

HSI 0.5172 0.0383 6 0.5323 0.0368 6

DAX 0.4894 0.0641 7 0.5067 0.0508 7

Table 3 Comparison of fBB and zero-crossing method.

Based on the fact, that the standard deviations are smaller than in the case of segment analysis,
the Hurst exponent is more accurate and evaluates the dependence of the time series in the long term.
Estimated H values and standard deviation results provided by zero-crossing method are similar to
the estimates that were performed on the basis of dfBB. Therefore the dfBB technique has suitable
asymptotic properties and provides unbiased Hurst exponent estimation in the case of both short and
long time series analysis. From the long time period perspective, the SMI, AEX and FTSE stock market
can be recommended for investments based on the results of both novel and referential method.
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6 Conclusion

Numerical experiments showed that the stock market indices are not stationary in the whole range,
however, they can be analysed in smaller stationary segments. The new methodology was applied to
short intervals containing 20 values. Based on the dfBB model, unbiased estimate of Hurst exponent
was obtained even from such a small sample and the SMI and FTSE100 stock markets were identified
as the most predictable. In case of the aggregate estimate from the whole sample containing 500 values,
experiments showed that the increasing number of data can substantially lower the standard deviation
and the estimates were still unbiased as checked by the referential zero-crossing principle. Based on these
results we conclude, that the SMI and FTSE100 stock market exhibited slowest changes and therefore
they are the suitable for both short and long term investments.
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Earnings effects of job and educational mismatch in the Czech 

graduate labour market 
Zuzana Dlouhá

1
 

Abstract. The paper provides the estimates of the impact of job and educational 

mismatches on earnings of graduates from the University of Economics, Prague. The 

dataset was obtained from the cross-sections REFLEX survey that gathered infor-

mation about the labour market status of the graduates within the period 2008-2012. 

The earnings equations were estimated controlling the source of sample selection bi-

as when using Heckman maximum likelihood procedure with the main Mincerian 

earnings equation, while the selection equation is a probit estimate of the probability 

to be employed rather than unemployed. We tested the hypothesis that educational 

and job mismatched workers earn less due to their lower competencies and skills in 

relative terms. We estimated earnings penalties associated to job and educational 

mismatches controlling for sample selection. The earnings penalty associated to ed-

ucational / job mismatch is equal to 32.2 % and ‒8.2 %, respectively. This finding 

supports the hypothesis there is positive selection into employment of the most 

skilled among workers whose individual characteristics are less on demand on the 

labour market. 

Keywords: Job and educational mismatch, Heckit model, REFLEX survey. 

JEL Classification: I23, J24 

AMS Classification: 62P20 

1 Introduction 

Higher education is the main provider of highly skilled human capital due to the close ties with economic 

growth and development, and it is also one of the sources of competitive advantages. In addition, students who 

graduated from university or higher composed are more likely to be employed with the higher salaries to receive 

or at least to expect. Preparing for a good paying job or career through tertiary education has been the original 

motivation of most students in receiving higher education. When such motivation is not satisfied sufficiently, the 

occurrence or feeling of educational and job mismatch can appear [2]. The educational mismatch together with 

job (skills) mismatch of workers lead to lower job satisfaction and wage differentials than in case of properly 

matched workers [6], but educational requirements for a certain type of job can rise over time, individuals can be 

overqualified due to low ability for that level of qualification or they chose to work at less stressful work, etc. 

[3]. Factors of dissatisfaction with chosen study programme of graduates from the University of Economics, 

Prague were investigated and variable horizontally mismatched at first job were confirmed as statistically signif-

icant in [1]. The problem of educational mismatch was also studied by [3] using data from European Social Sur-

vey ESS5 collected in the years 2010 and 2011 in selected EU countries.  

Educational mismatch represents a mismatch between qualification necessary for a particular job and qualifi-

cation actually acquired by an individual working on this position [4] or it can be defined as unfulfilled expecta-

tions of the educated concerning their career attainments as described above. When type or level of skills is dif-

ferent from that required to adequately perform the job we refer to job mismatch. We use self-assessed measure 

of educational and job mismatch in this study as this measurement is always up-to-date and corresponds with 

requirements in the individual firm. Its disadvantage is subjective bias: respondents may overstate job require-

ments, inflate their status, or reproduce actual hiring standards. We tested the hypothesis that salaries of educa-

tional and job mismatched workers are lower that non-mismatched due to their lower competencies and skills in 

relative terms. 

The Czech tertiary education system has experienced a number of deep, dynamic changes and extensive de-

velopment since 1993 similar to other developed countries such as Slovakia, Poland or Hungary. From a strictly 

uniform highly centralized and ideologically bound system under the communist regime it has been changed into 

the much more diversified and decentralized system with full academic freedom and self-governing bodies. We 

present trends in educational attainment of the population older than 15 years between 1993 and 2014 in the 

Czech Republic on the Figure 1 with focus on tertiary education level. The ratio of individuals with elementary 
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or no education is decreasing, the same slightly lowering trend is visible for graduates from secondary schools 

with apprenticeship certificate, from 38.9 % to 34.3 %. Tertiary education (provided by universities and other 

higher education institutions, defined also as the level of education following secondary schooling) has pro-

gressed rapidly in the last 20 years (from 7.8 % to 17.3 %) and relatively more women than men follow tertiary 

level programmes. 

 
 

Figure 1 Educational attainment of the population older than 15 years old (in percent), source: www.czso.cz 

The rest of the paper is structured as follows. The next section describes the methodology and data sources 

together with explanation of the variables included in the Heckit model. Section three explores factors of earn-

ings equations among university graduates. In section four we offer concluding remarks and propose next steps. 

2 Methodology and data 

We briefly introduce methodology used for estimating earnings penalty of educational and job mismatch 

within the following section. Next we describe the analysed dataset and provide basic descriptive statistics of the 

variables incorporated into models. 

2.1 Heckit model 

In Heckman selection model (therefore Heckit model) we use in the first stage for prediction of the probabil-

ity that someone is included or selected (therefore selection equation) in the sample. This data truncation occurs 

because sample selection is determined by the people’s decision, not the surveyor’s decision. Bias caused by this 

type of truncation is called the sample selection bias. We consider a class of binary response (self-selected into 

the sample / self-selected out of the sample) models of the form [7]: 

 

                                     (1) 

where G is a function taking on values strictly between 0 and 1: 0 < G(z) < 1, for all real numbers z. For the 

estimation of response probabilities we use probit model, hence G is the standard normal cumulative distribution 

function expressed as integral: 

                     
  

  

  (2) 

where 

      
 

   
     

  

 
   (3) 

is the standard normal density. In the second stage we the control for the probability of being selected when  

estimating extended Mincerian earnings response equation, augmented of the educational and job mismatches 

term in form: 

                     (4) 

where lnEARN is the natural logarithm of the monthly earnings of individuals, x is a vector of variables assumed 

to affect earnings, M is a dummy variable taking a value of 1 if the individual is mismatched by education or by 
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a job. As we use survey data, the standard OLS estimation in the second step would not result in consistent and 

unbiased estimates and we decided to apply maximum likelihood estimation method, see detailed in [5].  

2.2 Data and variables 

The dataset was gathered from the international cross-sectional Flexible Professional in the Knowledge Soci-

ety (REFLEX) survey that was held by the Education Policy Centre, Charles University, Prague, in 2013.  

The project is a large-scale international project that had been carried out in 15 European countries and Japan 

and it was financed as a Specific Targeted Research Project (STREP) of the European Union’s Sixth Framework  

Programme among higher education graduates. Altogether 21 public, and 15 private colleges and universities 

participated on this survey in the Czech Republic. We were provided only with the sub-sample of graduates  

from the University of Economics, Prague, which consists of 1,704 respondents who obtained their tertiary de-

gree during the time period 2008–2012. Respondents were asked to exclude jobs they left within 4 months after 

graduation. Data was weighted by the proportion of faculties, type of study, gender, economical status and year 

of graduating. Due to lack of answers in some variables we use final dataset of 1,211 graduates for model  

estimation. 

The natural logarithm of gross monthly earnings in CZK taking the mid-point of interval data is dependent 

variable in response function (4), while in selection function we consider as dependent variable Employment 

taking one when employed and zero otherwise. We included following demographic characteristics as independ-

ent variables: binary variable Female, Age is measured in years, binary variable Children coded as 1 when re-

spondents has at least one child. Parental highest earned education is distinguishing between mother’s and fa-

ther’s education, coded as follows: 1 – elementary school, 2 – secondary education with apprenticeship certifi-

cate, 3 – secondary education with school-leaving exam, 4 – tertiary level of education. Continuous variables 

related to Work experience, measured in months, differentiate between two options of the graduate’s job experi-

ence in study-related and non-study-related activities. Left first employment is binary variable that distinguishes 

those respondents who still work in their first employment after five years of graduation from those who already 

left their jobs. We also included Number of jobs the graduate had during the labour market career until the data 

collection. Dummy variable Type of contract in the current occupation takes the value of 1 if the job is perma-

nent in contrast to fixed-term employment or self-employment. Independent variable Educational mismatch 

presents mismatch between level of education and current graduate’s job. Variable Job mismatch is based on the 

response to a question asking respondents to rate on a 1 (not at all) to 5 (very high extent) to which their skills 

and knowledge were utilized in their job with a response 1 or 2 deemed consistent with mismatching. Variable 

Nationality differentiates between Slovak nationality of the graduates and others and dummy variable Prague is 

equal to one for those living in Prague and zero otherwise. 

In Table 1 we present means, standard deviations and number of observations of all variables included in the 

models. We can observe that 51.4% of the graduates considered themselves as job mismatched and 21.2% as 

skills mismatched. Average age of respondents is almost 28 years. Mother’s highest earned education is a little 

bit higher than father’s one, comparing 3.366 and 3.355. We can conclude that work experience of graduates in 

study related field is in average 6.6 months longer that in non-study-related field. Most of graduates have perma-

nent type of contract (almost 77%) and work in Prague (78.8%). 

 

Variable No. obs. Mean Std. dev. 

Monthly wage 1,316 35,856.38 20,545.39 

Employment 1,704 0.967 0.180 

Educational mismatch 1,381 0.212 0.396 

Job mismatch 1,381 0.514 0.499 

Female 1,704 0.620 0.485 

Age     1,704   27.632 3.517 

Children     1,704     0.107 0.309 

Father’s education 1,698 3.355 0.913 

Mother’s education 1,698 3.366 0.808 

Work experience (study related, in months)     1,704   27.780   243.823 

Work experience (not study related, in months)     1,704   21.096   242.530 

Left first employment (= 1) 1,482 0.613 0.487 

Number of jobs 1,482 1.573 0.869 

Type of contract (permanent = 1) 1,332 0.767 0.422 

Nationality (SK = 1) 1,698 0.060 0.237 

Prague 1,381 0.787 0.410 

 Table 1 Descriptive statistics 

Mathematical Methods in Economics 2016

157



3 Results 

The main results of earnings equations with the Heckman correction in Model 1 and Model 2 specifications 

are presented below in Table 2. We used econometric software EViews 9 for all the estimations and further cal-

culations and testing. 

The main response equation is a typical Mincerian earnings equation with dependent variable log of gross 

monthly earnings (4), while the selection equation is a probit estimate of the probability to be employed rather 

than unemployed (1).  

We apply the rule that variables in the response and selection equation should be the same, except for in-

strumental binary variable Children, assuming that having a child or children affects the probability to partici-

pate on labour market, but not wages. Estimated coefficient of this variable has the correct expected sign that 

having a child increases the reservation wage and therefore decreases the probability of being employed, but this 

instrument is not statistically significant. Being female leads to lower salary, according to economic theory, the 

higher age increases salary (statistically significant). Graduates working in Prague and with permanent type of 

contract have significantly higher earnings. Estimated earnings penalties associated to educational and job mis-

match is 32.2 % and 8.2 %, respectively, in absolute terms, both coefficients are statistically significant. In the 

selection equation variable Father’s education decreases the probability of being employed, more significant 

positive impact on employment has variable Mother’s education together with variable study related working 

experience of the graduate. 

 

Response equation (dependent variable – log of monthly earnings) 

Predictors Model 1 Model2 

Constant   8.717***   8.572*** 

Educational mismatch ‒0.322***  

Job mismatch    0.082*** 

Female ‒0.186*** ‒0.195*** 

Age   0.050***   0.052*** 

Father’s education   0.043**   0.039** 

Mother’s education   0.010   0.020 

Work experience (study related, in months) <0.000 <0.000 

Work experience (not study related, in months) <0.000 <0.000 

Left first employment (= 1) ‒0.138*** ‒0.150*** 

Number of jobs ‒0.075** ‒0.084*** 

Type of contract (permanent = 1)   0.330***   0.342*** 

Nationality (SK = 1)   0.002 ‒0.017 

Prague   0.187***   0.203*** 

Selection equation (dependent variable – Employment) 

Predictors Model 1 Model2 

Constant   0.364   0.304 

Female   0.042   0.037 

Age   0.031   0.036 

Father’s education ‒0.197** ‒0.228** 

Mother’s education   0.279***   0.285*** 

Work experience (study related, in months)   0.011**   0.012*** 

Work experience (not study related, in months)   0.003   0.004 

Left first employment (= 1)   0.235   0.223 

Nationality (SK = 1)   0.363   0.349 

Children ‒0.122 ‒0.145 

Interaction term ρ   0.477***  0.484*** 

Interaction term σ ‒0.856***    ‒0.843*** 

Log likelihood                                                      ‒880.081      ‒899.910 

Akaike inform. criterion   1.495  1.528 

Wald test                                                               1115.612      1046.431      

* p < 0.10, ** p < 0.05, *** p < 0.01 

Table 2 Earnings equations with correction for sample selection 

 

Interaction term ρ presents the correlation coefficient of the error terms from the selection (1) and the response 

(4) function and according to results from Table 2 we can reject the null hypothesis at a statistically significant 

level and can conclude that ρ is not equal to zero. This suggests that applying Heckit model to the data is appro-

priate. The value of σ is the estimated variance of the response function (4). We also report results of the Wald 
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test (χ
2
) of all coefficients in the regression model (except constant) being zero. With p < 0.0001 we conclude 

that the covariates used in the model may be appropriate, and at least one of the covariates has an effect that is 

not equal to zero. 

4 Conclusion 

This paper has attempted to estimate the main factors of earnings of graduates from the University of Eco-

nomics, Prague, within five years after their graduation. We control for the possible sample selection bias from 

measuring only among the graduates that were employed at the time of collection of data by the Heckit econo-

metric specification of the earnings response function. The earnings penalty associated to educational / job mis-

match is equal to 32.2 % and ‒8.2 %, respectively. This finding supports the hypothesis there is positive selec-

tion into employment of the most skilled among workers whose individual characteristics are less on demand on 

the labour market. Further research will exploit the panel dimension of the data when incorporating more univer-

sities and previous years using data from REFLEX survey to test in a different context the role of the ability bias 

and measurement errors.  
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Multicriteria Voting Game and its Application 
Martin Dlouhý1, Michaela Tichá2 

Abstract. In the multicriteria voting game, we assume the set of political parties and 

the set of political programmes with multiple public policy dimensions. The coali-

tional programme is formulated as the weighted average of individual political pro-

grammes. The objectives of each political party are to minimize the maximal distance 

between the coalitional programme and its own programme; to maximize its own 

share of power in the winning coalition; and to maximize stability of the winning 

coalition, which is measured as the maximal distance between the coalitional and in-

dividual programmes of all political parties in the coalition. The model of multicriteria 

voting game is applied to the Chamber of Deputies of the Parliament of the Czech 

Republic. In total, 24 of 200 deputies responded and were able to describe fully or 

partially programmes of political parties represented in the Chamber of Deputies in 

five public policy dimensions: health care, public finance and tax policy, social policy, 

foreign policy and EU, and labour market. The data were used to identify the optimal 

winning coalition (ČSSD, ANO 2011, KDU-ČSL), which is the same as the real gov-

erning coalition in the Czech Republic. 

Keywords: game theory, voting game, cooperative game, Chamber of Deputies. 

JEL Classification: C71 

AMS Classification: 91A12 

1 Introduction 

The theory of games can be defined as the study of mathematical models of conflict and cooperative decision 

making situations with more rational participants that are called players (see, for example [1, 2, 3]). These mathe-

matical models include, for example, the game in normal form, game in extensive form, repeated game, and coa-

litional game. A game has a quite general meaning, including very diverse decision making situations such as 

auctions, competition between firms, military conflicts, playing chess, coalition formation in the parliament, con-

flicts among biological species. 

A voting game is a special case of cooperative game applied to political or other decision making bodies. For 

example, Dlouhý and Fiala [2] studied the coalition formation in the Prague City Assembly 2006 - 2014; Turnovec, 

Mercik, and Mazurkiewicz [6] studied the case of the European Parliament, which has a dual structure, because 

its members represent their own countries and at the same time they are clustered in European political parties. 

The objectives of this paper are: (a) to formulate a multicriteria voting game as a model that is able to predict 

the result of coalition formation; (b) to apply the multicriteria voting game to a real example. In the multicriteria 

voting game, we define the set of political parties and the set of political programmes characterized by multiple 

dimensions of public policies. The coalitional programme is formulated as the weighted average of individual 

political programmes.  

We assume that the objectives of an individual political party are: (1) to minimize the maximal distance be-

tween the coalitional programme and its own political programme in all dimensions of public policy; (2) to max-

imize its own share of power in the coalition; and (3) to maximize stability of the coalition, which is measured as 

the maximal distance between the coalitional and individual political programmes for all political parties in the 

coalition.  

The model of multicriteria voting game was applied to the Chamber of Deputies of the Parliament of the Czech 

Republic. 

2 Model Formulation 

Let N = {1, 2,…, n} is the set of political parties, a0 is the total number of deputies, and ai is the number of deputies 

of political party i. Ideology (political programme) of political parties is traditionally modelled geometrically. The 

simple example is the one-dimensional left-right model. More sophisticated models place political parties in multi-

dimensional ideological space [4]. In our model, we assume that political parties can be characterized by the set 
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of values in m public policy dimensions that can quantified within [0, 1] interval. The vector of values for each 

political party in m public policy dimensions is denoted as 

 𝑘𝑖 = (𝑘1
𝑖 , 𝑘2

𝑖 , . . . , 𝑘𝑚
𝑖 ), (1) 

where 𝑘𝑗
𝑖 is the value for political party i in j-th public policy dimension. The coalitional political programme is 

denoted as 

 𝐾 = (𝐾1, 𝐾2, . . . , 𝐾𝑚), (2) 

where 𝐾𝑗 is the value in j-th public policy dimension. If political parties form the winning coalition, the coalitional 

programme is a compromise of individual political programmes. Let us suppose that the political programme of 

winning coalition S is calculated as the weighted average of individual programmes where weights are determined 

by the relative power of individual political parties: 

 𝐾𝑗 = ∑
𝑎𝑖

∑ 𝑎𝑖i∈𝑆  

 𝑘𝑗
𝑖

𝑖∈𝑆

. (3) 

By knowing the coalitional programme K we are now able to evaluate the expected benefits of the political 

party from being a member of the winning coalition. Let us assume that each political party has three objectives: 

to implement its political programme, maximize its power in the coalition, and be a member of politically stable 

coalition. Quantitatively, we formulate these objectives in the following way: 

(a) Each political party i in the winning coalition S has interest in minimizing the maximal difference between its 

individual political programme and the coalition programme: 

  𝑓1(𝑖, 𝑆) = max
𝑗∈{1,2,...,𝑚}

|𝑘𝑗
𝑖 − 𝐾𝑗|. (4) 

(b) Each political party i in the winning coalition S maximizes its power in the coalition. The power of political 

party is measured by the relative number of its deputies: 

 𝑓2(𝑖, 𝑆) =
𝑎𝑖

∑ 𝑎𝑖𝑖∈𝑆  

. (5) 

(c) Each political party is interested in the stability of the winning coalition as a whole. This interest is expressed 

as minimizing the maximal distance between all individual political programmes and the coalitional programme: 

 𝑓3(𝑆) = max
𝑖∈𝑆

( max
𝑗∈{1,2,...,𝑚}

|𝑘𝑗
𝑖 − 𝐾𝑗|). (6) 

In this multiple criteria model, each political party has interest in minimizing  𝑓1(𝑖, 𝑆), maximizing 𝑓2(𝑖, 𝑆), 

and minimizing 𝑓3(𝑆). All these objective functions are defined on the interval [0, 1]. The preferences of the 

political party among these three objectives are expressed in the form of non-negative weights: 

 ∑ 𝑣𝑗
𝑖

3

𝑗=1

= 1  and   𝑣𝑗
𝑖 ≥ 0   ∀𝑖 ∈ {1,2, . . . , 𝑛}. (7) 

The utility (payoff) of each political party from being a member of the winning coalition is obtained by max-

imizing the global objective function: 

  𝑓(𝑖, 𝑆) = max
𝑆∈Ω

( 𝑣1
𝑖 (1 − 𝑓1(𝑖, 𝑆)) + 𝑣2

𝑖 𝑓2(𝑖, 𝑆) + 𝑣3
𝑖 (1 − 𝑓3(𝑆)), (8) 

where Ω is the set of all winning coalitions. The utility 𝑓(𝑖, 𝑆) is non-transferable between political parties. 

In the next step, the principle of group stability can be used to reduce the set of winning coalitions. The principle 

states that the utility 𝑓(𝑖, 𝑆) for each member of the winning coalition must be greater than the utility that they 

could obtain from any sub-coalition, which is also the winning coalition. However, this procedure does not guar-

antee a unique solution and other criteria has to be used to determine the optimal winning coalition. 

In this model, we assume that the winning coalition S maximizes the average utility of political parties included 

in the coalition: 

 𝑈(𝑆) =
∑ 𝑓(𝑖, 𝑆) 𝑖∈𝑆

|𝑆|
. (9) 
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The winning coalition with maximum utility will be identified as the optimal winning coalition. However, there 

are more alternatives how to decide which winning coalition is the optimal one. For example, we can assume the 

maximization of weighted average utility: 

 

 𝑈(𝑆) = ∑ 𝑓2(i, S)

𝑖∈𝑆

𝑓(𝑖, 𝑆). (10) 

It should also be noted that the optimal winning coalition does not have to be the minimal winning coalition in 

this model. 

3 Application 

The model of multicriteria voting game was applied to the Chamber of Deputies of the Parliament of the Czech 

Republic, which is the lower house of the bicameral Parliament of the Czech Republic. The Chamber of Deputies 

has 200 members that serve a four-year terms. The Czech government is primarily responsible to the Chamber of 

Deputies. The current deputies representing seven political parties were elected in 2013 (Table 1). 

 

 

Political party Number of Deputies 

ČSSD 50 

ANO 2011 47 

KSČM 33 

TOP 09 + STAN 26 

ODS 16 

KDU-ČSL 14 

ÚSVIT 14 

Table 1 Chamber of Deputies, 2013. 

 

The data on political programmes of political parties were obtained by the questionnaire survey in 2015. All 

200 deputies were contacted via e-mail with a kind request to fulfil a short questionnaire on ideological positions 

of political parties represented in the Chamber of Deputies [5]. In total, 24 deputies responded and were able to 

describe fully or partially programmes of political parties represented in the Chamber of Deputies in five public 

policy dimensions: health care, public finance and tax policy, social policy, foreign policy and EU, and labour 

market. In the questionnaire, each public policy dimension was defined on interval [0, 10], instead of interval [0, 

1], because we assumed that it would be easier for respondents to work with integer values rather than with decimal 

numbers.  

In the definition of each public policy dimensions, 0 represents extremely left-wing oriented political pro-

gramme, and 10 represents extremely right-wing oriented political programme. The simplified description of five 

public policy dimensions in the questionnaire that was sent to respondents follows: 

 

(1) health care: 

  0 – all health services are publicly financed, no above-standard health services; 

10 – basic health services are publicly financed, private above-standard services are available; 

 

(2) public finance and tax policy: 

  0 – high progressive taxes, high taxes for rich people, high degree of solidarity; 

10 – low taxes, flat tax, mainly indirect taxes; 

 

(3) social policy: 

  0 – high social benefits for unemployed, disabled, families with children, high pensions; 

10 – low social benefits, lower state pensions, support of individual savings; 
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(4) foreign policy and EU: 

  0 – protection of internal market, the lower level of EU integration and the possibility of exit, no to 

Eurozone; 

10 – the higher level of EU integration, yes to Eurozone; 

 

(5) labour market 

  0 – strong rights of employees and labour unions, higher taxes and higher control of enterprises; 

10 – strong support of small and medium-sized enterprises, tax reliefs, diminishing role of labour un-

ions. 

Using the data obtained from the questionnaire survey, we were able to calculate the values in each public 

policy dimension for each political party as the weighted average of answers. Because we assume that deputies 

know better the programme of their own political party than the programmes of other political parties, the weight 

of the values for their own party was three times higher.  

The ideological positions of political parties are summarized in Table 2. The results show what can be expected: 

KSČM (Communist Party of Bohemia and Moravia) is the extreme left-wing party, ČSSD (Czech Social Demo-

cratic Party) is the pro-European left-wing party, TOP 09+STAN and ODS (Civic Democratic Party) are the right-

wing political parties that differ in particular in foreign policy and their relation to EU integration, KDU-ČSL 

(Christian Democratic Union) and ANO 2011 are parties in the political middle, and ÚSVIT is the nationalist 

political party. The respondents differed most in their answers when characterizing the political programme of 

ÚSVIT, noting that the political programme of this political party was unclear for them. 

 

Political Party/Public Policy ČSSD ANO KSČM 
TOP 09 

STAN 
ODS 

KDU 

ČSL 
ÚSVIT 

Health care 1.9 5.3 0.7 7.9 8.4 4.7 5.0 

Public finance and tax policy 2.7 5.7 0.9 8.2 8.8 4.8 5.0 

Social policy 2.8 5.4 1.3 8.1 8.3 4.0 2.0 

Foreign policy and EU 7.1 5.0 1.6 7.9 3.2 6.8 0.0 

Labour market 2.9 5.4 1.5 8.5 8.2 5.4 7.0 

Table 2 Political Programmes in Five Public Policy Dimensions. 

 

In the next step, we constructed all possible winning coalitions in the Chamber of Deputies. There is 64 winning 

coalitions that have 101 or more deputies. By using the principle of group stability, we can reduce the set of 

winning coalitions. For example, the grand coalition (ČSSD, ANO 2011, KSČM, TOP 09+STAN, ODS, KDU-

ČSL, ÚSVIT) with utilities (0.560, 0.617, 0.465, 0.450, 0.412, 0.531, 0.372) is not stable, because there is a pos-

sibility to form the winning sub-coalition (ČSSD, ANO 2011, KDU-ČSL) with utilities (0.711, 0.713, 0.647). 

Alternatively, we can work with the original set of all winning coalitions, and then check if the optimal winning 

coalition is stable. Such procedure is mathematically less demanding. 

Because we do not have any information about the weights 𝑣𝑗
𝑖 , we set them in this experiment to be (0.5, 0.3, 

0.2) for all political parties. These weights suppose that implementation of the political programme is the most 

important objective of the political party. On the other hand, the stability of coalition is the least important objec-

tive. For each winning coalition, we calculated the vector of coalitional programme K, for each political party and 

winning coalition we calculated values of f1(i, S), f2(i, S), f3(i, S) and f(i, S). Finally, we calculated, for each winning 

coalition, the average utility 𝑈(𝑆). 

The results of our calculations for top-five winning coalitions are shown in Table 3. According to assumptions 

of the model, the optimal winning coalition is (ČSSD, ANO 2011, KDU-ČSL), which maximizes the value of 

𝑈(𝑆). This coalition is coincidentally the real governing coalition in the Czech Republic. The sensitivity analysis 

shows that the optimal winning coalition (ČSSD, ANO 2011, KDU-ČSL) is not dependent on the value of weights. 

It can be easily shown that the fourth coalition (ČSSD, ANO 2011, TOP 09+STAN, KDU-ČSL) is not stable 

because the winning sub-coalition (ČSSD, ANO 2011, KDU-ČSL) will be preferred by its members. 
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Winning Coalition ČSSD ANO KSČM 
TOP09 

STAN 
ODS 

KDU 

ČSL 
ÚSVIT 𝑼(𝑺) 

ČSSD, ANO 2011, KDU-ČSL 0.711 0.713    0.647  0.690 

ANO 2011, TOP 09+STAN, ODS, 

KDU-ČSL 
 0.727  0.616 0.572 0.575  0.622 

ČSSD, ANO 2011, TOP 09+STAN 0.625 0.672  0.521    0.606 

ČSSD, ANO 2011, TOP 09+STAN, 

KDU-ČSL 
0.612 0.659  0.516  0.622  0.602 

ČSSD, ANO 2011, KSČM 0.639 0.618 0.539     0.599 

Table 3 Utility of Winning Coalition 𝑈(𝑆)  

 

4 Conclusion 

In the paper, we have formulated the multicriteria voting game that is able to model the process of coalition for-

mation. The model of multicriteria voting game was applied to the Chamber of Deputies of the Parliament of the 

Czech Republic. The data on political programmes of political parties represented in the Chamber of Deputies 

were obtained by the questionnaire survey in 2015. The model identified the winning coalition (ČSSD, ANO 2011, 

KDU-ČSL) as the optimal winning coalition. Such coalition is the same as the real governing coalition in the 

Czech Republic. This shows that even the simplified voting model based on the game theory can serve for the 

prediction of governing coalition. 

There is one methodological question to be answered if we would obtain the same optimal winning coalition 

in case that the questionnaire would be fulfilled before the existence of the winning coalition. We may consider 

the hypothesis that the members of coalitional political parties may view differences in political programmes of 

coalition parties less important and the members of opposition political parties can view differences with coali-

tional political programme as more important. 
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Abstract. The paper deals with a finite single-server queueing system with a server 

subject to non-preemptive failures. The queueing model was created to model 

classification processes in marshalling yards. Customers are inbound freight trains 

entering the marshalling yard (primary shunting) and non-preemptive failures 

correspond to classification of trains of wagons entering the yard from industrial 

sidings (secondary shunting). It is assumed that the customers come to the system in 

the Poisson stream, service times are Erlang distributed. The capacity of the system 

is given by the number of arrival tracks in the marshalling yards. All the requests for 

secondary shunting are considered to be non-preemptive failures of the system 

because primary shunting cannot be carried out during secondary shunting. Times 

between non-preemptive failures are exponentially distributed and times to repair 

are Erlang distributed. The queueing system is modelled as a quasi-birth death 

process for which its state transition diagram and linear equation system are 

presented. By solving the equation system in Matlab stationary probabilities are 

calculated and on their basis some performance measures can be computed. 

Keywords: M/En/1/m, queue, freight train classification, non-preemptive failures 

JEL Classification: C44 

AMS Classification: 60K25 

 

1 Introduction 
Marshalling yards play an important role in freight railway transport because two important processes are carried 

out in them: classification of inbound freight trains entering the marshalling yard and forming outbound freight 

trains leaving the marshalling yard. A survey of operations related to the problem modelled in the article is 

provided in [2]. In the article we pay attention to modelling the classification process. 

Each inbound freight train that has entered the marshalling yard has to be classified because the individual 

wagons that form the train usually differ in their destination. Classification is done by gravity – each inbound 

freight train is pulled by a shunting locomotive from reception sidings towards a hump. By treatment of gravity 

the individual wagons or group of wagons start to move separately and are sent to selected tracks of sorting 

sidings. Apart from classification of the inbound freight trains, trains of wagons coming from industrial sidings 

have to be also classified. Such trains of wagons are also pulled over the hump. 

Let us call classification of the inbound freight trains primary shunting and classification of the trains of 

wagons coming from the industrial sidings secondary shunting. We consider primary shunting to be one of the 

primary functions of marshalling yards. That means primary shunting takes precedence over secondary shunting. 

Unfortunately, both primary and secondary shunting use the same infrastructure and, therefore, cannot be done at 

the same time. That is the reason why we decided to model the classification process as a queueing system 

subject to non-preemptive failures that are represented by requests for secondary shunting. 

Modelling interruptions of the service process in queueing systems is quite frequent. A survey of queueing 

models subject to different types of service interruptions is given in [7]. A typical reason of the service 

interruption is a server breakdown. In the past, many articles were devoted to modelling server breakdowns. We 

can mention some of them. In article [5] multiple types of server breakdowns are assumed. Server breakdowns 

emptying the queueing system are called disasters or disastrous breakdowns – see [8]. In article [6] working 
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breakdowns that slow down the service process are introduced. Article [1] examines the effect of postponing 

service interruptions that are caused by server breakdowns.     

The presented article continues in articles [3] and [4]. The referenced articles are devoted to a mathematical 

model of an M/En/1/m queueing system subject to non-preemptive failures. The model was applied to model 

classification processes in marshalling yards. The presented article further develops the original model; the 

difference lies in the fact that the improved model works on the assumption of Erlang distributed times to repair 

whilst the original model works with exponentially distributed times to repair. Such generalization brings a 

broader field of applicability. 

2 Notation and mathematical model 

Let us assume a finite queueing system consisting of a server and a queue with a finite capacity which is equal to 

m-1, where m≥2. That means the total capacity of the system is m and corresponds to the number of arrival 

tracks of the marshalling yard. Let us consider that the arrival process of customers is the Poisson process which 

is defined with the arrival rate λ. The customers are represented by inbound freight trains that have entered the 

marshalling yard and have been prepared for their classification. 

The classification process of each inbound freight train (primary shunting) corresponds to the service 

provided in the modelled queueing system and takes a random time; we assume that the times can be modelled 

with the Erlang distribution of probability defined by the shape parameter n≥2 and the scale parameter nμ. The 

Erlang distributed times are decomposed into n mutually independent exponentially distributed phases, each of 

the phases is defined by the parameter nμ. That means the mean service time is equal to 


1


n

n
. 

Trains of wagons that have entered the marshalling yard from industrial sidings leading to the marshalling 

yard have to be also classified in the marshalling yard (secondary shunting). As mentioned in the introduction, 

when secondary shunting is being carried out, primary shunting is interrupted and, therefore, secondary shunting 

is considered to be a failure of the server (all the elements of the infrastructure needed for primary shunting are 

occupied by secondary shunting). Moreover, it is more than obvious, that secondary shunting does not interrupt 

primary shunting immediately when a new request for secondary shunting is made. Such request for secondary 

shunting has to wait until primary shunting of the inbound freight train which is just being classified is finished 

and then secondary shunting can be initiated. Therefore we call such failures of the server non-preemptive. Let 

the arrival process of the non-preemptive failures be also the Poisson process but with the parameter η. If a 

failure already is in the system, then the parameter η is equal to zero. Times to repair are assumed to be Erlang 

distributed with the shape parameter s and with the scale parameter sζ. That means the times to repair can be 

modelled in the same manner as the service times. Please remind that the mean time to repair is equal to 



1


s

s
. 

A summary of all the random variables used in the model is given in Table 1. 

 

Random variables Meaning in practice 
Probability 

distributions 
Parameters 

Costumer inter-arrival times 

Primary shunting 

Exponentially distributed λ > 0 

Customer service times Erlang distributed 
n ≥ 2, 

nμ > 0 

Times between failures 

Secondary shunting 

Exponentially distributed η > 0 

Times to repair Erlang distributed 
s ≥ 2, 

sζ > 0 

Table 1 The summary of all the random variables used in the model 

 

To describe possible states of the modelled queueing system, let us define three discrete random variables 

denoted as K, P, F. The variable K describes the number of the customers (the inbound freight trains) found in 

the system, the variable can takes values from 0 to m. The variable P expresses how many phases of the Erlang 

distributed service time or time to repair have already been finished. The variable can take values from 0 to n-1 

for the customer service and from 0 to s-1 for the repair of the non-preemptive failure. The third variable F can 

take its values from the set {0,1,2}. The meaning of the individual values of F is:           
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 If F is 0, then no failure is in the system. 

 If F is 1, then the non-preemptive failure of the server is waiting for repair because we have to finish the 

service of the customer being in the service. 

 If F is 2, then the non-preemptive failure of the server is under repair. 

Using the discrete random variables K, P and F all the possible states of the system can be defined by triplets 

(k,p,f). The state space of the system can be expressed as:   

                   2,1,...,0,1,...,0:,,1,0,1,...,0,,...,1:,,0,0,0  fsrmkfpkfnpmkfpk  . 

Figure 1 presents a state transition diagram, the vertices represent the states of the system and the oriented 

edges indicate the possible transitions with the corresponding rate. 

 

Figure 1 The state transition diagram of the system 

 

On the basis of the state transition diagram we can write liner equations for the individual state probabilities. 

The linear equation system consists of the following equations: 

        2,1,00,1,10,0,0   sn PsPnP  , (1) 

          2,1,0,1,10,0,10,0,   sknkkk PsPnPPn   for 1,...,1  mk , (2) 

      0,0,10,0,  mm PPn  , (3) 

      0,0,11,0,1 PPn   , (4) 
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        1,0,10,0,1,0,  kkk PPPn   for 1,...,2  mk , (5) 

      1,0,10,0,1,0,  mmm PPPn  , (6) 

      0,1,10,,1  pp PnPn   for 1,...,1  np , (7) 

        0,1,0,,10,,   pkpkpk PnPPn   for 1,...,2  mk  and 1,...,1  np , (8) 

        0,1,0,,10,,   pmpmpm PnPPn   for 1,...,1  np , (9) 

        1,1,10,,11,,1  ppp PnPPn   for 1,...,1  np , (10) 

          1,1,1,,10,,1,,   pkpkpkpk PnPPPn   for 1,...,2  mk  and 1,...,1  np , (11) 

        1,1,1,,10,,1,,   pmpmpmpm PnPPPn   for 1,...,1  np , (12) 

        1,1,10,0,02,0,0  nPnPPs  , (13) 

        2,0,11,1,12,0,   knkk PPnPs   for 2,...,1  mk , (14) 

      2,0,21,1,2,0,1   mnmm PPnPs 
 

(15) 

      2,1,02,,0  rr PsPs   for 1,...,1  sr , (16) 

        2,1,2,,12,,   rkrkrk PsPPs   for 2,...,1  mk  and 1,...,1  sr , (17) 

      2,1,12,,22,,1   rmrmrm PsPPs   for 1,...,1  sr .
 

(18) 

An equation – for example equation (1) – of linear equation system (1) – (18) is redundant and, therefore, has 

to be omitted and replaced by normalization condition (19) in order to get a unique solution of the system. The 

normalization condition is given by the following formula: 

     1
1

1

0

1

0

1

0
2,,

1

0
,,0,0,0  
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m
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fpk PPP . (19) 

The resulting equation system consists of 12  smnm  linear equations formed by equations (2) up to 

(19) with 12  smnm  unknown stationary probabilities. To solve the linear equation system in Matlab it is 

necessary to employ an alternative one-dimensional state description in the following form: 

 The states (k,p,f) for k=1,...,m, p=0,...,n-1, and f=0,1 are denoted kmpnmf  , 

 The states (k,r,2) for k=0,...m-1 and r=0,...,n-1 are denoted 12  kmrnm . 

 The state (0,0,0) is labelled as 12  msnm . 

After numerical solving the linear equation system we get the steady-state probabilities, on the basis of them 

some performance measures can be computed. Let us focus on the following performance measures. The mean 

number of the customers in the service ES (utilization of the hump by primary shunting) is equal to: 
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The mean number of the customers waiting in the queue EL (the mean number of the inbound freight trains 

waiting in the system in order to be classified) is given by expression: 
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For the mean number of the customers found in the system EK (the mean number of the inbound freight 

trains found in the system) it has to hold that: 
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And finally, for the mean number of the broken servers EF (utilization of the hump by secondary shunting) it 

holds: 
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3 Results of numerical experiments 

To demonstrate solvability of the mathematical model several numerical experiments were carried out. The 

values of the individual parameters used for the experiments are given in Table 1. The results of the experiments 

are presented in Figures 2 and 3. The figures show the dependences of the individual performance measures ES, 

EL, EK and EF on the parameters η and sζ. 

 

Random variables Applied values of the parameters 

Costumer inter-arrival times λ = 0.01520 min
-1 

Customer service times n = 10, nμ = 0.63622 min
-1 

Times between failures η = 0.01 – 0.05 min
-1

 (the step 0.004 min
-1

) 

Times to repair s = 5, sζ = 0.05 – 0.25 min
-1

 (the step 0.02 min
-1

) 

Table 2 The parameters for the numerical experiments 

 

The numerical experiments confirmed the following dependences: 

 The values of ES decrease with the increasing value of η (that is because the non-preemptive failures are 

more frequent) and increase with the increasing value of sζ (that is because the increasing value of sζ makes 

the times to repair shorter for the constant value of s).  

 The values of EL, EK and EF increase with the increasing value of η and with the decreasing value of sζ. 

 

 
Figure 2 The dependence of ES and EL on η and sζ 

 

 
Figure 3 The dependence of EK and EF on η and sζ 
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We can state that the dependencies obtained by the numerical experiments are consistent with our logical 

expectations.  

 

4 Conclusions 
In the article the single-server queueing model subject to the non-preemptive failures is presented. The model 

was developed in order to model the classification processes in the marshalling yards. For the marshalling yards 

it is typical that two different input streams enter the marshalling yards – the inbound freight trains (requests for 

primary shunting) represent the customers and trains of wagons coming from industrial sidings (requests for 

secondary shunting) are modelled with the non-preemptive failures that interrupt primary shunting.  

As regards our future research,  other performance measures (for example the mean waiting time) could be 

taken into account. The results of the mathematical model can be verified by simulation. And finally, the inter-

arrival times and the times between failures can be also modelled with the Erlang distribution of probability in 

order to create a more general mathematical model.  
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Data Extension for Stock Market Analysis
Marek Dvořák1 , Jaromı́r Kukal2 , Petr Fiala3

Abstract. Time series of stock prices were subjects of multivarietal statisti-
cal analysis. After basic data description obtained by logarithmic differences,
several methods of data augmentations were implemented. Several dozen of
new variables were computed from sliding window of the differentiated time
series using simple statistic tools like first and second moments as well as more
complicated statistic, like auto-regression coefficients and residual analysis, fol-
lowed by an optional quadratic transformation that was further used for data
extension. Regularized logistic regression helped in prediction of Buy-Sell In-
dex (BSI) from real stock market data. Various measures of prediction quality
were discussed. The regularization gain affected both the number of descriptors
and prediction accuracy. The prediction system was optimized on a group of
stock series and then cross-validated on another group of stocks.

Keywords: Logistic regression, stock market, data augmentation, regularized
estimation, cross validation.

JEL classification: C44
AMS classification: 90C15

1 Introduction

The role of predicting stock market behavior may seem a bit ambitious at first and we certainly are not the
first one to tackle this theme. One of the most obvious models that could be used is the ARIMA model,
which is autoregressive integrated moving average, to predict future time series values. An extension
to that might be a simple seasonal adjustments, which could decrease some variability in predictions.
More robust way for market value prediction can be found in vector autoregression models (VAR). These
methods use multidimensional input data to estimate lagged interdependency on each other. Our model
does not take multi-dimensionality into consideration, and instead focuses on prediction based on a single
time series. This technique does not attempt to estimate the value of future market values directly though.
We use a simple single dimensional time series source in addition to data extension and augmentation
techniques, so that we could then estimate what we call a BSI (Buy/Sell Index). BSI is a simple indicator
that tells us if and when we should invest into a stock, so that we can sell it in the future with a profit.

2 Data augmentation and preparation

The data consists of several time series imported using R’s quantmod package [6]. One of the uses of this
package is a Yahoo Finance API to import daily stock market data. As we mentioned in the introduction
the model is not multidimensional. Instead those multiple series are merely used to obtain more data
for training, validation and testing. At first, simple logarithmization and differentiation of time series is
used. Xt is defined as the price of the stock

xt := logXt (1)

∆xt = xt − xt−1 (2)

1University of Economics, Prague, W. Churchill Sq. 1938/4, Prague, Czech Republic, marek.dvorak@vse.cz
2Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Břehová 7, Prague, Czech
Republic, kukal@fjfi.cvut.cz

3University of Economics, Prague, W. Churchill Sq. 1938/4, Prague, Czech Republic, pfiala@vse.cz
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The preparation begins with definition of two windows and their sizes, w and k. w is the length of
a window from which we extend the predictor variables and which we call a lookbehind. k denotes the
length of a window which we call a lookahead. It is the window which will be used to extract dependent
variable - that is the BSI index. n is the number of observations.

2.1 Preprocessing explanatory variables

For each lookbehind window of fixed length, we compute following statistics: mean (3), median (4), mid
(5), logarithm of standard deviation (6), logarithm of mean absolute deviation (7), logarithm of median
absolute deviation (8). The index of this new series is defined as s.

xmeans =

∑s+w−1
t=s ∆xt

w
for each s = 1 . . . n− w − k − 2 (3)

xmedians = medians+w−1
t=s ∆xt for each s = 1 . . . n− w − k − 2 (4)

xmids =
maxs+w−1

t=s ∆xt + mins+w−1
t=s ∆xt

2
for each s = 1 . . . n− w − k − 2 (5)

xsds = ln



√√√√ 1

w

s+w−1∑

t=s

(∆xt − xmeans )
2


 for each s = 1 . . . n− w − k − 2 (6)

xmads = ln

(
1

w

s+w−1∑

t=s

|∆xt − xmeans |
)

for each s = 1 . . . n− w − k − 2 (7)

xmad
∗

s = ln
(
medians+w−1

t=s |∆xt − xmeans |
)

for each s = 1 . . . n− w − k − 2 (8)

After that another set of variables were calculated. For each lookbehind window s, three autoregression
models were estimated - AR(1), AR(2) and AR(3), with cs and ϕs being regressors and εs,t being the
error term – white noise.

∆xt = c1s + ϕ1,1
s ∆xt−1 + ε1s,t (9)

∆xt = c2s + ϕ2,1
s ∆xt−1 + ϕ2,2

s ∆xt−2 + ε2s,t (10)

∆xt = c3s + ϕ3,1
s ∆xt−1 + ϕ3,2

s ∆xt−2 + ϕ3,3
s ∆xt−3 + ε3s,t (11)

These estimated AR parameters were used as another explanatory variables for the main model. One
for each AR model and regressor. Six in total.

xar(1,1)s = ϕ1,1
s (12)

xar(2,1)s = ϕ2,1
s (13)

xar(2,2)s = ϕ2,2
s (14)

xar(3,1)s = ϕ3,1
s (15)

xar(3,2)s = ϕ3,2
s (16)

xar(3,3)s = ϕ3,3
s (17)

Finally last set of nine augmented predictors are calculated for each window using residuals eis,t
from the previous autoregressive models. These are logarithms of standard deviation of residuals (18),
logarithm of mean absolute difference of residuals (19) and logarithm of median absolute difference of
residuals (20).
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xar(i)sds = ln



√√√√ 1

w

s+w−1∑

t=s

(
e1s,t
)2

 for each s = 1 . . . n− w − k − 2 (18)

xar(i)mads = ln

(
1

w

s+w−1∑

t=s

e2s,t

)
for each s = 1 . . . n− w − k − 2 (19)

xar(i)mads = ln
(
medians+w−1

t=s e3s,t
)

for each s = 1 . . . n− w − k − 2 (20)

Together that makes 21 variables, each of the length n − w − k − 2, which makes up the predictor
vector.

2.2 Preprocessing dependent variable

Dependent variable is what we call a BSI index and is estimated with (22). Worthiness of such investment
is determined by looking ahead up to a fixed amount of time (lookahead window) and calculating if there
is a time in which selling a stock would yield a profit. Our model takes into account transaction prices (q
for buy and p for sell) and a threshold of determination Θ which determines minimum amount of yield.
The buying strategy would then consist of monitoring when the model estimates 1 as a value of BSI index
and buying the stock at that time. Then selling the stock as soon as the inequality (21) is satisfied. The
threshold Θ is defined apriori as another parameter of the model, alongside w and k. The Xi is defined
form the section 2 as the price of the stock.

(
Xt (1 + q)

Xt+i (1− p)

) 365
i

≥ Θ (21)

BSIs =





0 maxk+wj=1+w

(
Xt(1+q)
Xt+j(1−p)

) 365
j ≤ Θ

1 maxk+wj=1+w

(
Xt(1+q)
Xt+j(1−p)

) 365
j ≥ Θ

for each s = 1 . . . n− w − k − 2 (22)

2.3 Interaction

In section 2.1, we have shown how to augment dataset using 21 explanatory variables. This amount can
further be augmented by considering an interaction between them. For each of 21 variables, we create
another set of explanatory variables, which are a multiplication of each of the original 21 explanatory

variables. That adds another 212−21
2 explanatory variables bringing the total number of explanatory

variables to 231.

3 Logistic regression and LASSO

Considering the nature of dependent variable, a simple binary classificator could be used. The choice was
a logistic regression (as can be seen in [4])

A logistic regression can be estimated using a generalized linear model as such:

logit (BSIs) = ln

(
BSIs

1−BSIs

)
= β0 + β1x

mean
t + β2x

median
t + . . . (23)

where the time indices t and s refer to the equivalent variables xt and BSIs defined in (1) and
(22). However with 231 explanatory variables might result to over fitting (depending on the number
of observations). There are numerous ways to deal with this issue as can be seen in [2], [5], [7] or [8].
With our data, LASSO technique was used to restrict the number of explanatory variables. This means
imposing a L1-norm constraint on the vector of model coefficients as shown in (24).
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231∑

j=1

|βj | ≤ t t > 0 (24)

More specifically, the package glmnet [1] for the R software solves following problem (25) [3], where
the λ is the strength of regularization penalty, l (y, η) is the negative log-likelihood contribution for
observation i, β are regressors, w is a weight matrix, and α = 1 for L1-norm LASSO regression.

min
β0,β

1

N

N∑

i=1

wil
(
yi, β0 + βTxi

)
+ λ

[
(1− α) ||β||22/2 + α||β||1

]
(25)

4 Cross-Validation and results

The estimation uses Cross-Validation as another method to deal with over fitting.

The model was fitted and cross-validated on data of several Nasdaq stock market series, namely VIAB,
GOOG, FB and NFLX. The area under the curve (AUC) of ROC of the logistic binary classificator was
used as a model quality measure. Model parameters were estimated on the sample of 1000 data points
from those series. Number of cross-validation sets were 5. After that, out of sample test on the SBUX
stock was predicted and its AUC was computed.

The regularization parameter λ was chosen as such that it maximizes the AUC of the validation
sample. If the λ is too large, the number of dependent variable gets too low and the model looses its
prediction capabilities. If the regularization parameter is too small, the number of dependent parameters
is too large and the model is prone to over fitting, losing its generalization properties and also providing
suboptimal results.

The choice of apriori parameters w, k and Θ of the out of sample AUC was tested. The base parameters
w = 14; k = 14; Θ = 0.2 were chosen. And then several variations along each parameter were changed.
The results are in the table 1.

w k Θ AUC

14 7 0.2 0.8375

14 14 0.2 0.757

14 21 0.2 0.7282

14 30 0.2 0.7185

14 60 0.2 0.571

5 14 0.2 0.7426

9 14 0.2 0.7747

17 14 0.2 0.7557

14 14 0.1 0.7726

14 14 0.15 0.7769

14 14 0.25 0.7808

Table 1 AUC dependency on the apriori parameters

Figure 1 shows example ROC curve of prediction using the parameters w = 14; k = 14; Θ = 0.2 on
SBUX out of sample dataset.

Figure 2 shows dependency of area under curve metric on the number of explanatory variables and
the regularization parameter λ.

5 Conclusion

We have introduced a model useful for prediction of univariete time series. We have described dependent
and explanatory variables as well as method for estimation. Since the dependent was a binary variable,
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area under the curve of receiver operating characteristic was used as a measure of quality. Further
discussions may focus on the threshold of predicted variables that would yield best investment strategy
together with some additional aposteriori simulations might be conducted.
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Multi-parametric simulation of a model of

nonconventional public projects evaluated by

cost-benefit analysis

Stanislava Dvořáková1, Petr Jǐŕıček 2

Abstract. The paper will deal with simulation of cash-flows of invest-
ment character public projects subsidized from public funds. In the model
of a project, the influence of changes in the amount of subsidy and changes of
economic cash-flows generated by the project on the result of public investment
social efficiency evaluation will be examined by the economic internal rate of
return (ERR) method. The constructed deterministic model based on a ratio-
nal fractional function will be used to examine the characteristics of projects
when alternation of positive and negative cash-flows occurs in the course of an
investment process. For modelling the project, we will use the EU method-
ology for assessing socio-economic evaluation of project utility by means of
cost-benefit analysis issuing from Kaldor–Hicks social optimality test. Using
the Maple program, the simulation of individual scenarios of nonconventional
projects will be presented in 3D presentation and assessed by means of the value
of the root function in relation to project parameters. The analysis of results
by the simulation of public project scenarios will be interpreted in relation to
economic conditions possible in real life.

Keywords: Non-conventional public projects, root function, subsidies from
European funds, cost-benefit analysis.

JEL classification: C20, H43
AMS classification: 65H04, 68R10

1 Introduction

The aim of public projects is to raise the utility for the stakeholders and to increase social well-being.
Unlike commercial projects, we consider not only net financial benefits, but we also define benefits and
costs (losses) issuing from external impacts of the project on the society. The principles for evaluating
public projects are provided by theoretical principles of welfare economics. The welfare function as the
sum of discounted utilities is featured e.g. by Perman et al. [7]. These utilities are given by the difference
between benefits and costs (losses) from a social change caused by implementing a public project. Public
project efficiency evaluation uses in its mathematical basis commercial methods – the net present value
(NPV ) method and the internal rate of return method (IRR), the issue of negative cash flows in the area
of commercial nonconventional projects being summarised by Osborne [6] or Magni [5]. The commercial
net present value method (NPV ) is after applying the theoretical principles of welfare economics available
for evaluation of public projects of investment character and under the name of economic net present
value (ENPV ) it is generally used as the preferred method for evaluating projects from European funds.
These are characterized by certain amount of subsidy to the supported subjects. Another preferred
method for evaluating projects subsidized from the European funds is the so called method of economic
internal rate of return (ERR), which is a modification of the IRR commercial method. This is based
on finding a real root of the ENPV function plotted from the parameters of the proposed project. The
present methodology of the European Union issues namely from works of Florio and Vignetti [2, 3].
Public projects are supported from the EU funds in the situation when a project generates negative
FRR and FNPV values and so it is inefficient from purely commercial perspective. By adding positive
cash-flows from positive externalities we then arrive in the phase of economic analysis from negative
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values of IRR and NPV at positive values on the basis of ERR and ENPV . In the real economic
situation, however, there may be scenarios when in a public project, usually proposed as a conventional
one, negative cash-flows are generated even on the basis of economic cash-flows (e.g. due to unexpectedly
high negative environmental externalities). Those negative cash-flows will cause a nonconventional nature
of the project, i.e. there may not be exactly one positive real-valued root of the ENPV function (i.e.
the value of ERR > 0). Then it is not possible to decide conclusively about a project on the basis of
the ERR method. The paper focuses on this very area of public projects where a partial subsidy form
European funds is expected and it examines basic behaviour of the ENPV function roots by means of 3D
simulation in fundamental model states of nonconventional public projects.

2 Aims and methods

The presented paper aims at simulating a nonconventional project in selected economically legitimate
scenarios on project evaluation by the ERR method. To describe the behaviour of a public project under
the conditions of subsidy from the European funds, a proposed deterministic model of the ENPV function
will be used. To perform a complex analysis of the ENPV function and its roots (ERR) especially in
the positive real area in relation to parameter changes, 3D images will be used within numerical solving
of the model by the Maple program. The simulated model scenarios will capture the changes of the
ENPV function with a view to the amount of subsidy (30%, 70% a 100%) related to the rise of negative
cash-flows invoked by negative externalities in operational and liquidation phase of a public investment
project.

2.1 Assumption

Conventional projects – they are characterized by only one change of their polarity in the sequence of
the stream of cash-flows generated within the project (e.g. [−,−−+ + ++]).

Non-conventional projects – they are characteristic by more than one change of project generated
cash-flows in the sequence of the CF stream (e.g. [−,−+ + + +−]).

Investment curve of the project – defined by the rationally fractional function

ENPV =

n∑

t=0

CFt

(1 + k)t
= CF0 +

CF1

1 + k
+

CF2

(1 + k)2
+ · · ·+ CFn

(1 + k)n
. (1)

It expresses the relation between economic net present value ENPV of the project (dependent variable)
and the social discount rate k of a public project (independent variable). The investment curve will be
analysed with a view of solving real roots.

The degree (n) of the ENPV investment curve (1) – it represents the period of economic lifespan
of a public project (in the model, n will equal 6 years).

The constant term (CF0) – it represents capital expenditures of the project in the model. It will
acquire non-positive values, which corresponds to a negative cash-flow reflecting project investment costs
or as the case may be various (i.e. up to 100%) amount of subsidy from the donor.

Coefficients (CF1 to CFn) – in the model represent cash-flows caused by the investment and they
can generally acquire both positive and negative values, while CF1, . . . , CFn−1 represent the operational
phase of the project and CFn the liquidation phase of the project.

Years of project’s lifetime (t) – the model is built on the initial prerequisite of the possibility to
separate the investment phase (year 0), the operational phase (years 1 to n−1) and the liquidation phase
(year n) of the project.

Economic internal rate of return of the project (ERR) – the root of the investment curve (1) of
the project.

Stream of CFs – the sequence of cash-flows generated by the project in the form CF = [CF1, CF2, CF3,
CF4, CF5, CF6], in the model in the basic form CF = [−6, 1, 1, 1, 1, 1, 1], which corresponds to realistically
predictable flows of proposed public projects.

The function CFj = ϕ(ERR), 0 ≤ j ≤ n – the function of roots for the function of two variables of
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ENPV (ERR,CFj) = 0, i.e.

CFj = ϕ(ERR) = −
j−1∑

t=0

CFt

(1 + ERR)t−j
−

n∑

t=j+1

CFt

(1 + ERR)t−j
. (2)

It is therefore a curve corresponding to the intersection of the surface ENPV (k,CFj) and the plane
ENPV = 0.

2.2 Discussing mathematical functions

To describe the behaviour of a public project under the conditions of subsidy of investment costs from
European funds in order to find out its efficiency by the cost-benefit analysis method we will use a rational
fractional function. This function corresponds to the definition of the investment curve (1) as the sum
of discounted utilities from a public project and roots ERR of this function can be used for assessing
a project. When calculating the ERR it is, however, preferable to convert the rational fractional function
ENPV (1) by the substitution x = 1

1+k to a polynomial function

g(x) = CF0 + CF1x+ · · ·+ CFnx
n . (3)

By using suitable mathematical software (e.g. Maple or Matlab), we can calculate the roots of this
polynomial and by reverse transform k = 1

x − 1 the real roots back to the k variable. The only problem
with the conversion is when x = 0, then k =∞.

We do not consider imaginary roots yet because their importance is ambiguous in economic practice.
This procedure is preferable because there are more algorithms for seeking the root of a polynomial and
they are simpler than algorithms for seeking the root of a rational fractional function (Novotná and Trch
[4]). To calculate the roots it is necessary to use numerical methods because, as well known, there are no
formulas for analytical calculation of roots of polynomials of a degree higher than n = 3.

Descartes rule of signs: By means of this rule, it is possible to determine how many positive
roots there are for a polynomial function. Assuming that there is a polynomial function g(x), then the
number of positive roots is equal to the number of variations of the sign between individual terms of the
polynomial. This method finds even the solutions which are not from the set of real numbers, but from
the set of complex numbers. The rule says that the number of positive real roots of a polynomial is equal
to the maximum of the number of the sign variations.

Nevertheless, for economic interpretation we are not interested in the roots of the polynomial (3), but
the roots of the rational fractional function (1), i.e. the investment curve of the project. Taking into
account the substitution Descartes rule can be adjusted for the ENPV rational fractional function: The
number of real roots of the function (1) which are larger than −1 or infinity is equal to the
maximum of the number of variations of the sign of the stream of CFs.

Next we are interested in the course of the investment curve (1). Due to the economic interpretation,
we will focus only on the positive half-plane of the roots of the polynomial, i.e. x ≥ 0, or rather for
rational fractional function we will focus on k > −1.

An interesting point is the one where the curve (1) intersects the y axis. It can be easily verified that
this point is equal to the sum of coefficients, i.e. CF0 + CF1 + · · ·+ CFn.

The investment curve ENPV (1) has one vertical asymptote, namely in the value k = −1. The
horizontal asymptote of the function (1) equals to the constant term, i.e. lim

k→∞
ENPV = CF0.

3 Results and discussion

For the proposed model from the set of variations of public investment projects, we will consider only
some selected economically legitimate scenarios in the paper, when a change of originally conventional
project to a project of nonconventional nature can occur on the level of economic cash-flows on the basis
of social evaluation of utility. This situation may occur in the liquidation phase of a project, when there
is a negative cash-flow due to increased compensation of negative externalities upon completion of the
project. a similar process of an originally conventionally proposed project change into an unconventional
one can, for example, be caused by unexpected investment revenue due to preventing environmental
damage in the course of project implementation. In such cases, cash-flows from positive externalities
cannot balance such decrease and so negative cash-flow is generated on the ENPV level during the
operational phase.

Mathematical Methods in Economics 2016

179



3.1 Modelling the course of the project investment curve

To present a more realistic idea we will display the course of the project investment curve ENPV (1),
i.e. of the relation of the utility of the project on the social discount rate. We will use 2D imaging and
we will look for a relation of the curve course and the root position to the amount of subsidy from public
resources, demonstrated as the change of CF0 for the following cases:

• Nonconventional project with negative cash-flow in the operational phase CF = [−,+ +−+ ++]

• Nonconventional project with negative cash-flow in the liquidation phase CF = [−,+ + + + +−]

We issue from the basic conventional model CF = [−6, 1, 1, 1, 1, 1, 1], which was solved in Dvořáková and
Jǐŕıček [1]. According to the assumptions we only consider subsidies of 30%, 70% and 100%.

The course of the investment curve of the nonconventional project in the situation of cash-flow change
in the operational phase (change CF3 – Figure 1 on the left) does not differ in the right half of the curve
from the course of a conventional project (Figure 1 in Dvořáková and Jǐŕıček [1]). According to the
Descartes rule of signs this project has three or one real root greater than −1.

The course of the ENPV function is quite different in case of negative cash-flow in the liquidation
project phase (Figure 1 on the right), when the curves ”flip” at the vertical asymptote in −1 to −∞.
According to the Descartes rule of signs this project has two or no real roots greater than −1.

Figure 1 Courses of ENPV investment curves by amount of subsidy of nonconventional project with
negative CF

3.2 Multi-parametrical scenario analysis

To analyse the roots of ENPV , i.e. ERR, of a public project, a 2D model is not suitable and we are
not able to distinguish the influence of individual variations of the CF stream and its parameters on
the position and number of roots. For that reason we will analyse the ERR roots in 3D, where we will
monitor the influence of multiple project parameters on the position and number of ERR for two above
mentioned nonconventional projects. According to assumptions, we only consider the subsidy amount of
30%, 70% and 100% in the 3D model. Thus we are looking for the number and position of the roots of the
ENPV (k,CFj) function for individual levels of subsidy in reaction to a change of a critical parameter
of individual scenarios, i.e. to:

• a change of cash-flow in a selected year of the operational phase of the project, e.g. due to further
investment costs to prevent environmental damage (∆CFj), in our case j = 3,

• a change of cash-flow in the liquidation phase of the project (∆CF6), e.g. due to compensation of
negative externalities.

For a detailed analysis of a scenario for a classical conventional project, see Dvořáková and Jǐŕıček [1].

The rationally fractional function ENPV (1) is in 3D projection displayed in the real space from
k = −1. From the derived display of the root function in 2D projection the position and number of roots
of the ENPV function in the real plane can be determined depending on the CFj parameter (see (2)).
For using the ERR method for public project evaluation, the situation when there is only one real root
greater than 0 is essential.
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Figure 2 3D model of ENPV function for nonconventional project with critical operational phase for
various subsidy amounts of 30%, 70% and 100%

Figure 3 Root function CF3 = ϕ(ERR) for nonconventional project with critical operational phase for
various subsidy amounts of 30%, 70% and 100%

In Figure 3 we can see the proof of the Descartes rule as in the CF stream for conventional model
with a CF change in the operational part there are either three changes (for CF3 < 0) or there is one
change of the sign (for CF3 > 0). The ENPV function thus has either three or one real root ERR > −1
for a particular value of the CF3 parameter. From Figure 2 and Figure 3 it follows that there is always
only one root and we can define the area of the CF3 parameter for the use of the ERR method, when
there is only one real positive ERR root. For instance, for the 70% subsidy amount it is the interval
of CF3 ∈ (−3.2,+∞). On the other side, the ENPV function has these two real roots when CF3 is
constant in case that the public project is fully subsidized, i.e. CF0 = 0.

Figure 4 3D model of ENPV function for nonconventional project with critical liquidation phase for
various subsidy amounts of 30%, 70% and 100%

From the root function graphs in Figure 5 it is evident that for nonconventional project with negative
CF in the liquidation phase the rationally fractional function ENPV has two real roots ERR > −1 for
a constant value of the CF6 < 0 parameter, which corresponds to the Descartes rule (see above). There
is an exception of projects with 100% subsidy (i.e. CF0 = 0), where, as shown in Figure 5, for CF6 < 0
the ENPV function always has only one real root ERR > −1. From the perspective of using the ERR
method, the ENPV function has in this case one positive root for CF6 < 0. An anomalous situation can
be seen in case of 70% subsidy, where two positive real roots can be found for a certain limited interval
(CF6 around −3.5), we cannot therefore decide about the use of the ERR method.
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Figure 5 Root function CF6 = ϕ(ERR) for nonconventional project with critical liquidation phase for
various subsidy amounts of 30%, 70% and 100%

4 Conclusion

The paper deals with nonconventional public projects during the rise of negative cash-flows due to crisis
situations in operational and liquidation phases of a public project. A multi-parametric analysis of
a project is performed based on the ENPV function, modelling a public project defined by a stream of
cash-flows in the fundamental version of CF = [−6, 1, 1, 1, 1, 1, 1] in 3D projection, where the influence
of a change of project parameters on the position and curving of the ENPV plane can be seen. The
function of the roots of ENPV then in the derived 2D projection provides information on the position,
number and value of ERR in individual model scenarios. This value can be taken directly from the
graph of the root function CFj = ϕ(ERR), 0 ≤ j ≤ n dependent on the change of individual model
parameters (i.e. cash-flows of a real project). From the results of the analysis, it is possible to verify that
there is an area while changing the parameters (CFj) which allows us to apply the ERR method even
on nonconventional projects, i.e. the ENPV function gives exactly one real root > 0. As the results of
the analysis of functions of the ENPV roots in the model show, the occurrence of multiple positive real
roots would probably be caused by much bigger instability of projects, which is a significant conclusion for
practical proposing and evaluating of public projects. The conditions of such instabilities occurring can be
determined by further analysis on the grounds of the proposed model generally by means of the function
CFj = ϕ(ERR). The model based on applying rationally fractional function to describe a public project
thus allows us, by means of 3D projection and consequent analysis of the CFj = ϕ(ERR) function, to
perform an analysis of different variants of public projects not described in the paper. These are for
instance nonconventional projects with multiple changes of cash-flow polarity which are characterized by
more than two real roots.
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Summary: Many stock market investors do not pay enough attention to the current 
price of the various commodities such as oil, gold, silver, gas and copper, for example. 

However, these current prices can have a tremendous impact on the value of the main 

stock market indices. This paper uses copula approach to investigate the dependence 

between commodities and stock markets. More specifically, we focus on the tail 

dependence between both markets. We used two-dimensional Gumbel copula and 

censored log-likelihood optimization procedure with Generalized Pareto Distribution as 

a marginal distribution to obtain upper and lower tail dependence coefficients. Our 

results show that tail dependence between commodity and stock markets exists and 

safe-haven role of gold is evidenced. We find the asymmetric tail dependence with the 

larger upper than lower tail dependence. Empirical findings in this paper have 

potentially important implications for investors and other financial market participants. 
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Introduction 

Many stock market investors do not pay enough attention to the current price of the various commodities such as 

oil, gold and copper, for example. However, these current prices can have a tremendous impact on the value of 

the main stock market indices. In this paper we investigate the extremal dependence between commodities and 

stock markets. We use five main commodities like gold, silver, cooper, crude and gas which have the greatest 

impact on financial markets. Hence, it is important to understand the linkage between commodities and stock 

markets especially in situations when extreme risk appear. Extreme dependence, analyzed here, is a key factor to 

properly asses the extreme risk the investors bear. There is an extensive literature on  commodity-stock market 

relationship, but the extreme dependence structure is not properly investigated [10]. We use a Generalized Pareto 
Distribution to model marginal distribution and Gumbel copula and tail dependence coefficients to handle the 

extreme dependence. The main objective of this paper is to study the extreme dependence between commodity 

prices and the world leading stock markets.  

The remaining structure of the paper is as follows. In Section 1 the basics of copula and tail dependence are 

introduced. In Section 2 a class of copulas called extreme-value is described. Section 3 discusses Neyman-

Pearson test for extremal dependence. Section 4 concerns the method of estimation of parametric copula. Section 

5 illustrates the empirical results, and Section 6 presents the conclusions. 

1 Two-dimensional copulas and tail dependence 

Copula functions represent a methodology which has recently become the most significant new tool to handle in 

a flexible way the comovement between markets, risk factors and other relevant variables considered in finance 

[2]. The  copula C, in the probability theory and statistics, is a multivariate probability distribution, which is used 

to describe the dependence between random variables apart from their marginal distribution. The extensive 

considerations about copula can be found in e.g. [2, 16]. In our work only its two-dimensional case called 2-

copulas is considered.  2-copula joins marginal  distributions of random variables    i    to form bivariate 
distribution function as follows:  

                                                                                           (1)  

where:  

Fj  (j = 1, 2)  – marginal distribution functions of     i   , 

F  – two-dimensional distribution function of     i   . 
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The Sklar’s Theorem guarantees the existence and uniqueness of copula for continuous random variables. The 

copula is a flexible tool allowing to handle the large market movements occurring together. The concept of tail 

dependence coefficients (TDC), easy to obtain from copula, is the basic measure of dependence between 

extremal values of random variables. Loosely speaking, tail dependence describes the limiting proportion that 

one margin exceeds a certain threshold given that the other margin has already exceeded that threshold. Because 

the extreme returns can appear both in the left and in the right tail, there are two types of TDC – lower and upper 

ones.  Formally, lower and upper tail dependence coefficients are defined as [4]: 

                
           

             
      

 
                                             (2)  

 

                
           

             
           

   
                                      (3)  

If TDC is equal to zero,      or     , the variables   ,    are said to be asymptotically independent in 

lower or upper tail. In the case of          or          there exists the extremal dependence, the strongest  

the closer to one the value of TDC is.  

2 Extreme-value copulas  

There are many parametric types of copulas in statistical considerations. The most popular in finance 
applications  are Archimedean, elliptical and extreme-value copulas. In this paper we focus on Gumbel copula 

which belongs to both Archimedean and extreme-value copula families. In this section we present only the two-

dimensional case of extreme-value copula. 

Let                     , be a sample of independent and identically distributed (iid) random vectors 

with common distribution function F, margins   ,   , and copula   . For convenience we assume that F is 

continuous. Consider the vector of componentwise maxima: 

                   , where                                                           (4) 

Since the joint and marginal distribution functions of    are given by    and    
 , ... ,   

  respectively, it follows 

that the copula,   , of     is given by  

               
   

   
    

 
                                                                 (5) 

Any extreme-value copula can be represented in terms of Pickands dependence function [18]. For a bivariate 

copula C, this representation takes the form:  

                       
    

        
                                                     (6) 

where:          
 

 
    the Pickands dependence function is convex and satisfies             and 

                  for all        . The upper bound        corresponds to independence, whereas 

the lower bound corresponds to perfect dependence (comonotonicity). The tail dependence coefficient can have 

the following representation: 

         
 

 
                                                                        (7) 

The most popular copula among the extreme-value copulas are Gumbel, Galambos, Hüsler-Reiss and Student’s t 
copulas described in i.a. [8, 9]. In this paper only the Gumbel copula is used in calculations. It is of the form: 

  
                        

          
  

   
                                                (8) 

For     the random variables are independent, whereas for     they are comonotonic. The Gumbel copula 

does not have the lower tail dependence and the upper tail dependence is equal to           .  

3 Testing of asymptotic independence 

Modeling the extreme dependence between two variables should be preceded first by testing whether any 
structure of extremal dependence exists. The popular procedure used in such situations follows from Falk and 

Michel [6]. Let         be a random vector which follows in its upper tail a bivariate extreme-value distribution 

with reverse exponential margins i.e. 

                      
  

     
                                                        (9) 
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where A is a Pickand’s function, 

                         .                                                          (10) 

Conditional distribution function (df) of       given that        , converges to the df         for 

       , as     if and only if    and     are tail independent. Otherwise, the limit is       . Asymptotic 

independence was tested by the authors using four different statistics i.e. Neyman-Pearson, Fisher, Kolmogorov-

Smirnov and Chi-square.  Numerous simulations indicated that the Neyman–Pearson test has the smallest type II 

error rate. 

Neyman-Pearson test. Suppose we have n independent copies of                           of random vector 

       . Fix     and consider only those observations           among the sample that satisfy                
Denote these by          in the order of their outcome. One has to decide  whether  df of          is equal 

to either the null hypothesis            or the alternative            t[0,1]. The test statistics is as follows:  

                          
                                                                (11) 

The p value of the test is, therefore: 

         
           

 
   

  
                                                                      (12) 

where      denotes the df of the standard normal distribution. 

4  Estimation of extreme-value copula parameters  

In order to estimate the parameters of parametric copula         , where   is a set of parameters, two main 

approaches can be distinguished: the one-step and the two-step maximum likelihood estimation. In our 

calculations we used the second one. Let us  consider the copula model of the form 

                                          ,                                                 (13) 

where   and   are marginal distribution functions with the vector of parameters     and    respectively, and C 

is the  copula with parameters  . Suppose there are not any restriction between marginal distribution parameters 

and copula parameters. In the first step the marginal distribution parameters       are estimated using maximum 

likelihood method and in the second step the vector   is estimated  by maximizing the likelihood which has the 

form: 

                                    
 
                                                          (14) 

where c is the copula density          
          

      
. Hereby we obtain the consistent and asymptotically normal 

estimation of  . The two-step estimator is asymptotically less efficient than one-step estimator, but this approach 

has the obvious advantage of reducing the dimensionality of the problem, which is particularly useful when one 

has to resort to numerical maximization [16]. 

In the empirical study we focus only on the extreme returns represented by exceedances of high threshold q, 
therefore the Generalized Pareto Distribution (GPD) is used to model a marginal distribution. The explanation of 

that choice implies from Balkema-deHann Theorem [1]. The unconditional marginal distribution for returns is 

the following: 

               
    

 
  

    

 
                                                   (15) 

where: 

              
 

 
 
    

,                                                    (16)   

is the GPD with a two parameters     and    , satisfying    
 

 
  , and  > 0, y  0 for ξ  0 and 0  y  

–/ξ for ξ < 0;       is the exceedance of a high threshold q;    is a number of exceedances and n is a 

sample size. 

After the marginal distribution parameters are estimated the following transformation of the variables   and    
is necessary [3]:   

                 
   

 
      

     

  
 
 

 

    

  

,        ,                                      (17) 
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                                            (18) 

The vector          has the distribution function    and margins that are approximately standard Fréchet 

distribution and satisfies: 

                                                                                                 (19) 

where C is extreme-value copula.   

The inference for this model is complicated because a bivariate pair may exceed a specified threshold in just one 

of its components. There appears the problem of applicability of    in the particular regions:  

                    ,                     ,                     ,  
                  . Hence the censored likelihood of the form: 

                
 
   ,                                                              (20) 

where: 

            

 
 
 

 
 
                                   
  

   
                              

  

   
                              

                                   

                                                      (21) 

has to be used.   

5 Empirical results 

The goal of the work is to measure the extremal dependence between commodity and stock markets. We took 
into account following commodity: gold, silver, copper, crude and gas and a stock indices: DAX, CAC40, 

FTSE100, SP500, NIKKEI and B-shares. The sample period of January 04, 2011 to February 26, 2016 is used 

and calculation on the daily log-returns are conducted. Of course only those data which are common for each 

asset are taken into account. Therefore the total number of observations is 1121 for the whole sample.  

In the first step of analysis the univariate analysis is conducted. The parameters of the marginal distribution 

are estimated. As a high threshold q the 95th percentile is taken for upper tail. In the case of  lower tail the 

estimation runs exactly in the same way after taking into account minus returns.  Table 1 presents   the parameter 

estimates for GPD distribution. The key parameter of the GPD is a shape parameter  . When      the 

underlying distribution belongs to fat tail domain of attraction (Fréchet family), when     then the distribution 

belongs to the thin tail domain of attraction (Gumbel family) but when     the upper tail has finite right 
endpoint (Weibull family). The estimates contained in the Table 1 indicate that distributions of the commodities 

have fat left tails and Weibull or Gumbel type upper tails. Only for gas series we received a Fréchet type 

distribution. It proves that the extreme events represented by large profits and large losses differ significantly. It 

seems to be clear from intuitive point of view the left tail must be heavier than the right one. However there are 

studies indicating the presence of heavier left tails of distributions, e.g. [5, 13], but on the other hand, there are 

many papers which have failed to demonstrate such asymmetry between the thickness of the left and right tails, 

e.g. [7, 12, 14, 15]. Also the ambiguous conclusions imply from the stock markets analysis. The thickness of the 

tail depends on the index is considered and it is not possible to notice any universal property.  

The main results of the paper concern an extremal dependence. The outcomes of the calculations are 

contained in the Table 2. In the two cases it was not possible to calculate the test statistics and p-value. The 
Neyman-Pearson test indicates the lack of the extremal dependence between gold and stock indices. In this case 

there is not any dependence and such statement is additionally supported by the zero correlation coefficient. The 

extremal independence is evidenced either in the lower tail of the copper and stock indices or in the gas and 

stock indices as well apart from B-shares index. This conclusion is a bit surprising taking into account the 

connection of cooper and Chinese economy. China is responsible for nearly half of global metals demand and 

its slowing economy is at the heart of the commodities sell-off. It turns out that only positive high returns of 

copper and indices are strongly extreme-dependent. Crude oil seems to be the most extreme-dependent 

commodity on stock markets but only when the high positive returns are taken into account. Positive shocks of 

oil prices can make investors perceive them as a symptom to increase on financial markets. Such perception is 

strengthened by permanent falling of oil prices since 2011 and stagnation of world economy. Silver in turn, 

exhibits a significant but not strong extremal dependence with stock markets, especially for positive movements. 
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Left tail Right tail 

 
          

Gold 0,286 (0,169) 0,687 (0,146) -0,285 (0,152) 0,962 (0,191) 

Silver 0,245 (0,220) 1,171 (0,299) -0,088 (0,151) 1,906 (0,383) 

Copper 0,125 (0,153) 0,873 (0,177) 0,078 (0,168) 0,846 (0,181) 

Crude 0,367 (0,176) 1,565 (0,338) -0,205 (0,107) 1,419 (0,240) 

Gas 0,196 (0,156) 1,050 (0,214) 0,158 (0,163) 1,099 (0,231) 

DAX -0,127 (0,167) 1,106 (0,236) -0,020 (0,148) 0,892 (0,178) 

CAC40 0,088 (0,197) 0,784 (0,187) 0,034 (0,181) 0,887 (0,200) 

FTSE100 -0,069 (0,134) 0,802 (0,151) -0,027 (0,134) 0,782 (0,148) 

SP500 0,067 (0,132) 0,801 (0,150) 0,323 (0,208) 0,569 (0,139) 

NIKKEI 0,227 (0,156) 0,839 (0,170) 0,157 (0,155) 0,763 (0,155) 

B-shares -0,169 (0,154) 2,853 (0,578) 0,217 (0,243) 1,244 (0,344) 

Table 1  GPD estimates and its standard errors in  parenthesis 

 
Left tail Right tail Correlation       

Gold-DAX -0,711 (0,376) -1,352 (0,499) -0,026 - - 

Gold-CAC40 0,142 (0,158) -1,292 (0,533) -0,024 - - 

Gold-FTSE100 0,220 (0,145) -1,426 (0,624) 0,003 - - 

Gold-SP500 -0,539 (0,322) -2,563 (0,797) 0,029 - - 

Gold-NIKKEI -0,265 (0,115) -0,587 (0,364) -0,014 - - 

Gold-Bshares -1,234 (0,604) - 0,037 - - 

Silver-DAX 0,556 (0,097) 1,857 (0,020) 0,128 - 0,118 

Silver-CAC40 1,841 (0,018) 2,669 (0,007) 0,134 0,113 0,115 

Silver-FTSE100 2,426 (0,008) 4,044 (0,001) 0,175 0,118 0,106 

Silver-SP500 1,459 (0,032) 4,293 (0,000) 0,183 0,145 0,098 

Silver-NIKKEI 0,146 (0,159) 1,856 (0,014) 0,061 - 0,047 

Silver-B-shares -0,699 (0,392) -1,031 (0,666) 0,090 - - 

Copper-DAX -2,388 (0,436) 2,670 (0,008) 0,382 - 0,223 

Copper-CAC40 -1,346 (0,292) 0,739 (0,056) 0,392 - - 

Copper-FTSE100 -0,150 (0,144) 1,971 (0,017) 0,416 - 0,243 

Copper-SP500 0,330 (0,075) 2,691 (0,008) 0,470 - 0,274 

Copper-NIKKEI - -0,471 (0,312) 0,093 - - 

Copper-Bshares -1,034 (0,400) -0,358 (0,251) 0,176 - - 

Crude-DAX 1,909 (0,019) -0,606 (0,173) 0,282 0,172 - 

Crude-CAC40 1,409 (0,034) 1,482 (0,029) 0,314 0,174 0,206 

Crude-FTSE100 0,623 (0,071) 2,082 (0,015) 0,379 - 0,242 

Crude-SP500 1,824 (0,021) 2,871 (0,006) 0,442 0,216 0,223 

Crude-NIKKEI -0,734 (0,352) 1,349 (0,035) 0,063 - 0,062 

Crude-Bshares 1,056 (0,053) 0,091 (0,164) 0,108 - - 

Gas-DAX -1,192 (0,401) 0,597 (0,088) 0,256 - - 

Gas-CAC40 -1,988 (0,522) 1,337 (0,038) 0,286 - 0,133 

Gas-FTSE100 0,926 (0,056) 1,552 (0,029) 0,346 - 0,148 

Gas-SP500 -0,549 (0,221) 1,017 (0,056) 0,382 - - 

Gas-NIKKEI 0,471 (0,108) 1,501 (0,028) 0,086 - 0,059 

Gas-Bshares 1,710 (0,021) -0,539 (0,322) 0,120 0,096 - 

Table 2  Tail-dependence test, correlation coefficient and tail dependence coefficients  

Mathematical Methods in Economics 2016

187



A surprising results concern the dependence between commodities and B-shares. Apart from negative returns on 

gas in each considered pair the Neyman-Pearson test did not reject the null hypothesis of extremal independence. 

However, such results must be treated with caution because of different parts of the world and their 

respective trading time zones. 

Conclusions 

Although the linkages between extreme returns of commodity markets and stock markets seem to be obvious, 

such argument cannot be acceptable from statistical point of view. Our findings show that the tail dependence 

between commodity and stock markets can be evidenced but it depends on the type of commodity and stock 

market are considered. Gold is entirely extreme independent on stock markets which emphasizes its safe-haven 

role. Surprisingly, we did not detect left tail dependence between either cooper and stock indices or natural gas 

and stock indices. But when the cooper prices are expected to remain high, investors may expect high increase of 

the stock prices. The strongest extremal dependence is evidenced between positive returns of crude and indices 

excluding DAX and B-shares. Positive and negative large changes of silver price occur together with stock 

market movements in most considered cases but the strength of the dependence is not high.  
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Abstract. Identification of linkages among capital markets is crucial for forming 
policies that take into account risk associated with international financial markets in-
terdependencies. Thus, the aim of the article is to analyse interdependencies among 
capital markets of Germany, Poland, Czech Republic and Hungary. The research 
hypothesis was given as follows: There is a similar course and changes in the inter-
dependencies among capital markets of Germany and the markets of the mentioned 
countries of the Visegrad Group. In the research a DCC-GARCH model was ap-
plied. The model allowed to estimate conditional correlations that indicate strength 
of the interrelationship among the markets. Then, the cointegration analysis of the 
conditional correlations was conducted. The proposed econometric procedure al-
lowed to verify the research hypothesis. It confirmed that the capital markets of 
Germany, Poland, Czech Republic and Hungary are characterised with similar long-
term path. Additionally, the research showed that changes in the direction and 
strength of the interrelationships among the studied markets are determined by the 
German capital market in the long-term, which is a leader in the region. 

Keywords: cointegration of interdependencies among capital markets, conditional 
correlation, DCC-GARCH model, conditional variance 

JEL Classification: G15, C58 
AMS Classification: 90C15 

1 Introduction  
Identification of linkages among capital markets and evaluation of their variability over time are crucial for 
forming guidelines, which can help to “manage” globalized economy [18, 14, 2, 19, 28]. The research in that 
field is important from the perspective of forming rules and regulations of financial markets that can support 
their positive influence on the development processes and socio-economic sustainability [3, 5, 31, 7, 8]. It is 
necessary to propose policies that take into account the risk associated with international financial markets inter-
dependencies. This risk is especially important during the time of global uncertainty, where the instability of one 
foreign capital market can lead to recession in real sphere in different economies [12, 29, 13, 16, 1, 4] and influ-
ence negatively the crucial macro and micro economic spheres such as countries fiscal stability [24, 10,11], situ-
ation on labour markets [26, 35, 6, 9, 32, 33] or international competitiveness of national industries [34]. As a 
result, the purpose of the article is to describe interdependencies among capital markets of Germany, Poland, 
Czech Republic and Hungary. The analysis was conducted for the years 1997-2015. The research hypothesis was 
given as follows: There is a similar course and changes in the interdependencies among capital markets of Ger-
many and the markets of the mentioned countries of the Visegrad Group.  

In the first step of the research DCC-GARCH model was used in order to estimate conditional correlations 
that indicate strength of the interrelationship among the analysed markets. In the second stage, the cointegration 
analysis of the conditional correlations was conducted. The research is continuation of previous studies of the 
authors in the field [17, 36]. 
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2 Method of the Research   
In the research parameters of DCC=GARCH model were estimated [15], which enabled to assess conditional 
variances and conditional correlations for the pairs of indices for the capital markets of Germany, Poland, Czech 
Republic and Hungary. 

The next step was the cointegration analysis and proposition of VECM model (Vector Error Correction Mod-
el), which is a VAR model for cointegrated processes. Let’s assume p rank VAR model with deterministic com-
ponent di . 

 1 1 ...t t t p t p ty d A y A y ε− −= + + + +   (1) 

 

where: ty  is N-dimensional stochastic process, iA  for 1...i p=  are matrixes of parameters N N×  and tε is N-

dimensional white noise.  

VAR model in the form of differences of the process yt  can be given with equation 2. 

   

 
1

1
1

p

t t t i t i t
i

y y yµ ε
−

− −
=

∆ = + Π + Γ ∆ +∑   (2) 

where: 
1

p

i
i

A I
=

Π = −∑  and 
1

p

i j
j t

A
= +

Γ = −∑ .  

The rank "r" of a matrix Π  determines the interpretation of the model given with equation 2. When the rank 
r equals N, then process ty   is not integrated [(0)I ]. When rank r  equals zero, then process ty  is integrated of 

order one [ (1)I ], but it is not cointegrated. There is a cointegration when rank r  is between 0 < r < N and ma-

trix Π  can be given as 'αβ . Matrix α  is a matrix of adjustments matrix and β  is a cointegrating vector. 

In order to test cointegration the existence of Π matrix is determined and then the rank r of matrix Π  is cal-
culated. For this purpose Johansen [21, 22, 23] procedure is applied, where a maximum eigenvalue test is used. 
The procedure is an iterative process and it is applied until the rejection of the null hypothesis. In the first step of 
the procedure the null hypothesis that there is no cointegrating vector is adopted (lack of cointegration, H0: r = 
0), against the alternative that there is at least one such vector H1: ( 1)r > . In the case of the absence of evidence 

that enable to reject the null hypothesis, the following assumptions are made successively:

0 1 0 1( : 1, : 1),( : 2, : 2)H r H r H r H r≤ = ≤ = , which in next steps results in is successive increasing of r. The max-

eigenvalue test statistics is characterized with nonstandard distribution, where the critical values can be found in 
the work of Osterwald-Lenum [27]. 

3 Results of the research 
In the research time series for four stock market indexes (BUX, PX 50, WIG and DAX) were used. For each of 
the indexes a daily rate of return were set for the period: 1 July 1997 to 30 September 2015, which gave a total 
number of 4592 observations6. In the first step of the research parameters of DCC-GARCH model were estimat-
ed with application of maximum likelihood method with the t-student conditional distribution. The results are 
presented in table 1. Additionally for all the indices a constant in the equation conditional mean were estimated, 
where all the parameters corresponding to the constant were statistically significant at the 5% significance level. 
For each of the indices the parameters corresponding to the conditional variances and conditional correlations in 
DCC-GARCH model were also statistically significant. 

 

Parameter (stock index) Estimate p-value Parameter (stock index) Estimate p-value 

const (PX 50) 0.0493 0.0124 const(WIG) 0.0526 0.0013 

1ω ( PX 50) 0.0221 0.0053 3ω ( WIG) 0.0209 0.0055 

                                                           
6 The time series for the research were retrieved from: http://www.finance.yahoo.com (30.10.2015). 
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1α ( PX 50) 0.0694 0.0000 3α ( WIG) 0.0771 0.0000 

1β  (PX 50) 0.9250 0.0000 3β  (WIG) 0.9145 0.0000 

const (BUX) 0.0580 0.0027 const (DAX) 0.0799 0.0000 

2ω (BUX) 0.0641 0.0003 4ω ( DAX) 0.0259 0.0001 

2α (BUX) 0.1058 0.0000 4α ( DAX) 0.0947 0.0000 

2β  (BUX) 0.8732 0.0000 4β  (DAX) 0.8960 0.0000 

a  0.0084 0.0000 b  0.9891 0.0000 

v 8.4787 0.0000 - - - 

Table 1 The results of the estimation of the DCC-GARCH model 

 

The estimation of parameters of DCC-GARCH model allowed to determine the values of conditional correla-
tions for the next pairs of indices. The correlation values for a given pair of indices indicate the strength of the 
relationship between the two capital markets. Additionally, it gives information on changes of upward or down-
ward trends of these interrelationships over time. In the next stage, based on the aim of the current paper the 
values of conditional correlations were used to analyze the cointegration. 

 

 

Figure 1 The conditional correlation between pairs of chosen markets 

 

Figure 1 shows the conditional correlations between the DAX index and PX 50, WIG, BUX indices. The 
analysis of correlations shows that the relationships between the capital markets of Germany and the markets of 
the Czech Republic, Poland and Hungary are quite similar. It can be said that since 2004 the shocks on German 
capital market have been transferred in a similar way to Czech, Polish and Hungarian markets. This means that 
the stock valuation on every analyzed capital market is largely dependent on the situation on the other markets. 

In the next step an analysis of cointegration of conditional correlations obtained after application of 
DCC_GARCH model was conducted. For this purpose a stationarity of time series of conditional correlations 
was tested with application of Phillips-Perron test [30]. The test results showed that all the time series of condi-
tional correlations are integrated in the order one (1)I . In the next step a Johansen procedure was carried out, 

which allowed to test the number of cointegrating relations. Table 2 presents the test results for the number of 
cointegrating vectors [25]. The results of the max-eigenvalue test indicate the presence of one cointegrating 
vector. 
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Hypothesized number 
of cointegrating vectors 

Eigenvalue Statistic p-value 

None 0.005 26.519 0.007 

At most 1 0.002 13.147 0.074 

At most 2 0.001 4.880 0.027 

Table 2 Johansen test results 

 

After determination of the number of cointegrating vectors a long-term equation for the model VECM(2) was 
assessed. The empirical model given with equation 3 was obtained.  

 
 50

[4.606] [ 6.561]
0.25 1.18 1.38DAX BUX DAX PX DAX WIG tρ ρ ρ ε− − −−

= − + − +   (3) 

where t-statistics are given in square brackets.  

The parameters of the long-term equation given with equation 3 are statistically significant. The equation in-
dicates that the conditional correlations between indices DAX and BUX combine a positive relationship with 
respect to conditional correlation between DAX and PX50, and negative with respect to conditional correlation 
between DAX and WIG. In the long term, analyzed capital markets form one cointegrating relation with the 
dominant role of German capital market. 

Next the parameters of short-term equations were estimated. Table 3 presents the estimates of parameters and 
t-statics in brackets for three equations.  

 

Variables 
Equations 

DAX BUXρ −∆  50DAX PXρ −∆  DAX WIGρ −∆  

Const 
0.0000076 
[ 0.06301] 

0.0000105 
[ 0.08551] 

0.0000102 
[ 0.08561] 

1tECM −  -0.002538 
[-2.00532] 

-0.001877 
[-1.46076] 

0.004031 
[ 3.21920] 

, 1DAX BUX tρ − −∆  0.004411 
[ 0.27181] 

0.027074 
[ 1.64340] 

0.020635 
[ 1.28504] 

, 2DAX BUX tρ − −∆  -0.007255 
[-0.44694] 

-0.019378 
[-1.17615] 

0.010238 
[ 0.63750] 

50, 1DAX PX tρ − −∆  0.002909 
[ 0.19442] 

-0.013303 
[-0.87597] 

-0.006694 
[-0.45224] 

50, 2DAX PX tρ − −∆  -0.012671 
[-0.84720] 

0.003501 
[ 0.23059] 

0.003495 
[ 0.23621] 

, 1DAX WIG tρ − −∆  0.028176 
[ 1.70311] 

-0.018993 
[-1.13100] 

0.020098 
[ 1.22783] 

, 2DAX WIG tρ − −∆  0.016676 
[ 1.00766] 

0.013382 
[ 0.79662] 

-0.018205 
[-1.11183] 

Table 3 Vector Error Correction Estimates 

 

Negative estimates of parameters for variable 1tECM −  in equations for 50DAX PXρ −∆  and DAX BUXρ −∆  were ob-

tained. The obtained sign of estimates means that the pairs of markets are characterized with similar long-term 
path. On the other hand, in the case of variable 1tECM −  in the equation for DAX WIGρ −∆ , a positive estimate was 

obtained. It means that the conditional correlation for the pair of indices DAX-WIG is influenced by additional 
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determinants than the one included in the given model VECM. It can indicate that the German capital market is 
not the only one that has significant influence Polish capital market in the context of short term deviations.  

4 Conclusions 
The article concentrates on the problem of interrelations among capital markets of chosen Visegrad countries and 
Germany. The identification of the international relationships among markets should be treated as an important 
scientific problem. Its adoption is crucial for determination of strategies that can be useful in counteraction of 
consequences of potential crises. The profound research in that field is a condition for proposing some tools that 
can be useful in risk management both at micro and macroeconomic level. 

The conducted analysis enabled to verify the research hypothesis. It confirmed that the capital markets of 
Germany, Poland, Czech Republic and Hungary are characterised with similar long-term path. The research 
showed that changes in the direction and strength of the interrelationships among the capital markets are deter-
mined by the German market in the long-term, which can be considered as a leader in the region. 
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Microeconomic Optimization Equilibrium 

Models of Demand and Supply for Network 

Industries Markets   
 

Michal Fendek1, Eleonora Fendeková2 

Abstract. For the network industries market equilibrium models a certain segregation 

of the market is characteristic, resulting in the network industries production usually 

not being substitutable. Therefore a satisfaction gained from their consumption can be 

uniquely quantified. In principle, it is such a representation of utility function where 

a network industry product is considered to be a good with its own and exactly for-

mulated utility function and the other goods are considered as a consumption of one 

calculated aggregated good with standardized unit price. 

In this paper we point out a specific interpretation of consumer surplus in case of 

network industries production demand analysis. For the complex characteristics of the 

network industries market we now discuss a formalized analysis of the producer’s 

activities on this market. Note that also a cost function of the supplier or the producer 

in this model of the network industry producer is of somewhat atypical pragmatic 

interpretation.  

For the optimization problems we will formulate the Kuhn-Tucker optimality condi-

tions and we will study their interpretation options. 

 

Keywords: Utility function, consumer preferences, consumers’ and producers’ sur-

plus, social welfare, network industries, Kuhn – Tucker optimality conditions. 

JEL Classification: D43, L11, L22 

AMS Classification: 93C30 

1 Introduction 
 

Currently a significant attention in scholarly discussions on various levels is being paid to the subject of network 

industries. It is understandable as network industries in fact ensure the production and distribution of energy 

sources which play a key role in an effective operation of the developed economies. Blum, Müller and Weiske [2] 

and Pepall, Richards and Norman [7] show, that the discussions are usually focused on the question of a reasonable 

profit of the network industries companies and on the other hand on the question of prices which are determined 

by the reasonable and generally acceptable costs of their production. 

     Naturally, equilibrium on the network industries market, as well as on any market, is being created based on 

the level of demand and supply on said market. In this paper we will discuss the analysis of microeconomic opti-

mization models of consumers and producers behavior on the network industries market, i.e. the analysis of de-

mand and supply phenomena on this specific market, as well as the general questions of network industries sector 

effectivity.  

 

2 Optimization Model of the Consumers for the Network Industries Mar-

ket 

 

For the network industries market equilibrium models a certain segregation of the market is characteristic, resulting 

in the network industries production usually not being substitutable. Fendek and Fendeková [4] show, that there-

fore a satisfaction gained from their consumption can be uniquely quantified. In principle, it is such a representa-

tion of utility function where a network industry product is considered to be a good with its own and exactly 
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formulated utility function and the other goods are considered as a consumption of one calculated aggregated good 

with standardized unit price. 

      Suppose there is m consumers Si for i = 1, 2... m on the relevant network industry market. The network industry 

good or service of a homogenous character, let it be electricity distribution, is provided by n subjects, suppliers Dj 

for j = 1, 2… n. We examine market of the homogenous good where a consumption of the good in the volume of 

xi is a consumption of the homogenous good of the i-th consumer Si and a consumption of all the other goods in a 

market basket of this consumer is represented by calculated aggregate variable x0i. If a utility of consuming the 

network industry product for a consumer Si is given by ui(xi), which represents utility in monetary units, and the 

price of the calculated good is standardized to “1” then total utility of consumer Si in monetary units is represented 

by the function vi(xi, x0i) as follows 

 

iiiiii xxuxxv 00 )(),(   

where 

 

  RRxu

RRxxv
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     This perception of the utility function allows us to interpret it as a total utility in “monetary units” of a consumer 

buying xi units of the network industry product and concurrently buying x0i units of aggregate other goods of 

consumer basket which are priced by standardized price of one monetary unit.  

     Behavior of the i-th consumer Si for every i=1, 2, ..., m will be examined through optimization problem of total 

utility function maximization of the i-th consumer Si with limited consumption expenditures with the limit wi and 

a price of the network industry product p. This problem is for strictly positive variables xi a x0i represented: 

 

    max, 00  iiiiii xxuxxv  

subject to 

iii wxpx  0  
0, 0 ii xx

 
     In Jarre and Stoer [5], we can see, that the above stated mathematical programming optimization problem is 

a maximization problem of bounded extrema. Let us modify this problem to standardized form i.e. minimization 

problem:  

    min, 00  iiiiii xxuxxv                                              (1) 

subject to 

iii wxpx  0                                                           (2) 

 0, 0 ii xx                                                             (3) 

     For this problem we will formulate generalized Lagrange function. In Bazaraa and Shetty [1], we can see, 

that generalized Lagrange function does not explicitly include conditions of the variables being strictly positive, but they 

are included implicitly in Kuhn-Tucker optimality conditions The generalized Lagrange function of this mathematical 

programming problem is:  

     
   iiiiiii

iiiiiiiiiii
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     We formulate the Kuhn-Tucker optimality conditions for the Lagrange function (4) for the i-th consumer Si as 

follows 
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     And after other updates we finally get this form of the Kuhn-Tucker optimality conditions:  
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     In other words if a consumer is willing to identify the optimal consumer strategy (xi*, x0i*), that means that the 

consumption of xi* units of the network industry product with a price p and the consumption of  x0i* units of 

remaining aggregated goods with price 1 maximize his total utility v (xi*, x0i*), multiplier λi* must exist, for which 

the Kuhn-Tucker optimality conditions (6) hold, thus variables vector ( xi*,  x0i* , λi*) is a solution to (a), (b), ..., 

(g).  

     We now point out certain interesting economically interpretable consequences of the Kuhn-Tucker optimality 

conditions in the context of consumer behavior analysis on the network industries market: 

1. Condition (g) implies that optimum market basket of the i-th consumer (xi
*
, x0i

*) at a price p of the network 

industry product and the price of aggregated good being 1can be purchased for customers budget wi. 

2. Condition (e) implies that for positive optimum consumption of the aggregated good x0i
* the optimum value of 

the Lagrange multiplier is 1, i.e.  λi
* =1.   

3. Condition (b) then implies that at positive consumption of the aggregated good x0i
* 

 and at positive consumption 

of the network industry product xi
* which maximizes utility necessarily holds that in the point of maximum 

utility of the good its marginal utility equals its price, since Lagrange multiplier equals one λi
* =1 and holds 

   
p

dx

xdu
xmu

ii xxi

i
ii 










 *

*                                                          (7) 

4. Consequence (3) also confirms another important theoretical postulate, namely that a consumer increases 

his consumption, of the network industry product in this case, until the marginal utility reaches the level 

of good’s market price. 

 

3 Optimization Model of the Producers for the Network Industries Mar-

ket 

 

 For the complex characteristics of the network industries market we now discuss a formalized analysis of the 

producer’s activities on this market. Note that also a cost function of the supplier or the producer in this model of 

the network industry producer somewhat atypical pragmatic interpretation. Pindyck and Rubinfeld [6] and Wald-

man and Jensen [8] show, that the essence of this conception is market perception already explained above within 

the consumer’s behavior analysis, where all other goods and services but the network industry product are ex-

pressed as an aggregated good with a price equal to one. 

     Based on this conception the j-th supplier in order to produce yj units of the network industry product at current 

technology uses an adequate number of aggregated inputs with a price equal to one. These costs are generally the 

sum of the fixed and variable costs. The production costs of the supplier Dj related to the production of yj units are 

represented by the total costs function nj(yj). We use the standard cost functions for the further analysis, namely 

average cost function  
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and marginal cost function  
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while supposing these functions are convex, smooth and differentiable.  

     Examine now the behavior of the j-th company in terms of its natural tendency towards profit maximization. 

The behavior of j-th company Dj for every j=1, 2, ..., n is examined through optimization problem of profit function 

maximization of the j-th company Dj at a condition that a network industry product market price p, which is a 

parameter in this model, at least covers the average production costs npj(yj). Fendek and Fendeková [3] show, that 

this optimization problem is for nonnegative variable yj formulated as follows: 
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at constraints                                       (8) 
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     The abovementioned optimization problem is a problem of maximization at a bounded extrema. We modify this 

problem to a standard form, i.e. minimization problem:  

 

min)()(  jjjjj ynpyyz                                                        (9) 

at constraints 
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     For this mathematical programming problem (9, ... (11) we formulate generalized Lagrange function in the following 

form: 
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     We formulate the Kuhn-Tucker optimality conditions for the Lagrange function for the j-th supplier Di as follows 
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     We modify the Kuhn-Tucker optimality conditions in the form (12) after introducing the analytical form of the 

Lagrange function (19) and after other modifications as follows  
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     If a supplier offers yj
* units of the network industry product on the market which at a market price p guarantee 

maximum profit then a Lagrange multiplier must exist λj
*, for which the Kuhn-Tucker optimality conditions (13) 

hold therefore the vector of variables ( yj , λj)* is a solution to the system of equations and inequations (h), (i), ..., (m).  

Examine now some interesting economically interpretable consequences of the Kuhn-Tucker optimality conditions in 

the context of supplier’s behavior analysis on the network industries market: 

1. First of all we reflect the possibilities of the Kuhn-Tucker optimality conditions analysis from the angle of 

the variable yj, i.e. the volume of production. The profit of the company is the difference between its returns 

and costs while the Range of the cost function nj(yj) are nonnegative numbers therefore the profit can be 

positive at any positive market price p only for the positive volume of the output yj
* > 0.  The condition (k) at 

the same time guarantees that with the optimum volume of the output yj
* correspond the average costs npj (yj

*) 

that do not exceed the market price p. 

2. Assume that for the optimum volume of the supply yj
* following holds yj

* > 0 and npj(yj
*) ≤ p, then for the 

optimum value of the Lagrange multiplier one of the two situations may occur:  

a. Assume that the optimum Lagrange multiplier is λj
* = 0, then the condition (l) holds and the validity 

of the condition (i) implies that for the optimum volume of the supply the marginal costs are equal 
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to the market price of the production nmj(yj
*) = p, while the condition (h) meets as an equality and 

the condition (k) may also meet as a strict inequality. We can now see that in case of zero 

Lagrange multiplier a company can reach positive maximum profit on the level of pyj
*- nj(yj

*).  

b. In case the Lagrange multiplier is positive λj
* > 0, the validity of the condition (l) implies that for 

the optimum supply volume the average costs are equal to the market price npj(yj
*) = p, while the 

condition (k) meets as an equality and the condition (i) is formulated as follows:  
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then the condition (i) implies that with the optimum output volume yj
* correspond the marginal costs nmj (yj

*) equal to 

the market price p, i.e. nmj(yj
*) = p, which together with the validity of the condition (l) implies the equality of the 

marginal and average costs of the company nmj(yj
*) = npj(yj

*) for optimum supply volume yj
*. In this case, however, 

the optimum profit is zero. 

  

4 Conclusion 

 

In this article we examined the optimality conditions for the partial models of the consumers and producers be-

havior on the network industry market as well as the optimality conditions for the model of the product effective 

allocation on this market. We showed how the findings resulting from the Kuhn-Tucker optimality conditions 

analysis formulated for the relevant problems of mathematical programming can be effectively used to interpret 

the factual relations, principles and strategic decisions in consumers and producers behavior on the network indus-

try market. 

     Breaking of the equilibrium conditions can of course not be eliminated, the everyday economic life even expects 

some development and instability on every market and thus also the relative momentariness of the conditions 

validity, which in fact is not an unsolvable problem. It is however important to identify the situation competently 

and evaluate the possible reactions to the changed parameters of the system. 

     If the abovementioned situations wouldn’t occur, certain consumers could increase their utility by an exchange. 

In that case a consumer with a higher marginal utility and thus a higher marginal readiness to pay for the aggregated 

good could gain a corresponding amount of the network industry product for an adequate volume of the aggregated 

good from a consumer with a lower marginal utility and therefore both consumers would better their market posi-

tions. 

     Similarly in the situation when the marginal costs of all the producers are not equal, it would be possible to 

reach the higher total supply on the market at the fixed total sector costs by a simple transfer of the production 

from a producer with the higher marginal costs to a producer with the lower marginal costs. 

     Therefore we showed that the use of the model approach and the optimization theory at the network industries 

market supply and demand equilibrium conditions analysis allows us to effectively study the equality conditions 

as well as the consequences of the market parameters change which results in reassessment of equilibrium attrib-

utes. 
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Models of Quantitative Analysis of the  

Competitive Environment in the Slovak  

Banking Sector  
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Abstract. The competitive environment is occurred in each field of life. A dynamism 

and flux are typical features, which is caused by efforts to achieve maximum compet-

itiveness. The functioning of the market mechanism is subjected to the existence of 

good market conditions, for which to comply with conditions of a competition is nec-

essary. The aim of this paper   is to evaluate the competitive environment and analyze 

the concentration of the banking sector in Slovakia. 

The idea that the market system in banking sector is functioning automatically and 

particularly effectively is misleading and dangerous. One of the most important fault-

less attributes, but from the perspective viewpoint of harmonically developing eco-

nomic system, consists in protection of economic competition principles by the gov-

ernment.  

Under the conditions of the economy of Slovakia the guarantee represents the Anti-

monopoly Office of Slovakia, which systematically takes into account the analysis of 

the competition state in the banking sector. The purpose of this paper is to present 

some results of quantitative analysis of the state and development of the banking sec-

tor in Slovakia during 2010 – 2014. 

 

Keywords: Competitive environment, competition, concentration indices, banking 

sector, quantitative analysis.  

JEL Classification: L43, L16, G18, G34 

AMS Classification: 91B24 

1 Introduction 

 

Economically developed countries realize the necessity of reacting to this potential possibility of negative effects 

of the market environment in terms of protection of the competition and thus systematically create the institutional 

conditions and legislative guarantees for protecting the economic competition. They do not, however, settle for 

the mere statement of the nature of the current state of the competition. They exactly evaluate its level and report 

to the relevant institutions the risks of the negative trends in the development of various industries. The guarantor 

of the compliance with the competitive conditions in Slovakia is the Antimonopoly Office of the Slovak Republic,  

     The banking sector of the Slovak republic underwent the significant changes in the last decades. After finishing 

the process of the restructuration and privatization of the banks with huge asset volumes, the situation of the Slovak 

banking institutions was subsequently stabilized in 2003 - 2008. The development of the Slovak banking sector 

was significantly affected by an economic and financial crisis in 2009. 

     Considering a structure and a current state of the banking sector in Slovakia, we can say that the most frequent 

events on the market are mergers with the foreign banks which represent horizontal mergers, given that they were 

mergers of companies – financial institutions operating in one bank sector on transnational level. All the mergers 

are assessed and approved by the Antimonopoly Office of the Slovak Republic. The Antimonopoly Office is an 

independent central body of state administration of the Slovak Republic which was established, same as in other 

developed countries, for the protection and guarantee of competition. The Office intervenes in cases of cartels, 

abuse of a dominant position, vertical agreements; it controls mergers that meet the notification criteria and as-

sesses actions of state and local administration authorities if they restrict competition. 
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The basic prerequisite for the effective functioning of competition on the market is an existence of a legislative 

framework which defines the rules of behavior of various subjects in the area of competition practices. This leg-

islative framework constitutes of laws – Act No. 136/2001 on Protection of Competition and on Amendments 

and Supplements to Act of the Slovak National Council No. 347/1990. 

 

2 Methods of Measuring the Degree of Concentration 

In literature we can find many methods which can be more or less successfully applied to evaluate the conse-

quences of concentration in the conditions of imperfect competition. The nature of most methods is to quantify the 

indicators that somehow describe the position of an individual subject within the industry on the relevant market 

of a certain commodity respectively characterize a state of competition environment in said industry. Fendek and 

Fendeková [2], and Kufelova [5] show, that with a certain simplification we can say that all the methodological 

tools for measuring the concentration de facto quantify the share of a relevant characteristic (i.e. turnover) of a 

particular subject in a certain hierarchy structure (i.e. an enterprise within an industry) in a total value of these 

characteristics for all the analyzed subjects.  

     Depending on whether the indicators quantify the degree of concentration regarding all subjects or just their 

subset with a certain attribute, we can divide the indicators to two groups: indicators to measure absolute concen-

tration (e.g. concentration ratio, Herfindahl index) and indicators to measure relative concentration (e.g. dispersion 

index, coefficient of variation). 

     In Fendek and Fendeková [3], we can see, that in terms of the concept of practical competition policy, the 

significance of the difference between the indicators of absolute and relative concentration lies in a fact that on the 

one hand while using the absolute indicators we accept the influence of the number of subjects, on the other hand 

while using the relative indicators this influence is eliminated and the influence of value dispersion in relation to 

the level of concentration is taken into account. 

 

2.1 Market Share of the Producer within the Industry  

O'Sullivan, Sheffrin and Perez [6] show, that basic concentration measure is a share of monitored indicator of a 

particular subject on a value of this indicator within an industry or a specifically defined group of subjects. The 

analytical expression of the indicator is as follows: 

 

Q

q
r k

k                                                                                    (1) 

where 

 n  - number of subjects, 

 qk – volume of the indicator of the k-th subject, k=1,...,n, 

 Q  - volume of the indicator for the industry,  

                                                                                           



n

k

kqQ
1

    

 rk – share of the k-th subject within the industry. 

 

2.2 Concentration Ratio 

Concentration ratio CR  is a measure of so called absolute concentration in the industry and it is calculated for   

“strongest” subjects in terms of measured indicator share of the homogenous production, in other words it represents 

the share of the first  subjects with the highest indicator on the value of this indicator for the whole industry 
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krCR                                                                      (2) 

2.3 Herfindahl-Hirschman Index 

Herfindahl-Hirschman index is probably the most common analytical measure to assess the level of concentration in 

an industry. It reflects the number of the subjects in the industry as well as their market share. It is based on the 

hypothesis that the significance of the subject within the industry is a function of the squares of its market share. In 
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Besanko and Braeutigan [1], we can see, that this philosophy of the Herfindahl index obviously increases the 

influence of the “strong” subjects and other way round, it eliminates the influence of the “small” subjects. The 

analytical expression of the Herfindahl index is following: 





n

k

krhH
1

2)(r                                                                        (3) 

where h(r) is a real function of n variables, h: Rn  R. The usual classification of the concentration according to the 

Herfindahl index is following:  unconcentrated industry – if Herfindahl index H < 0.1, moderately concentrated 

industry – if Herfindahl index ranges H  0.1, 0.18, concentrated industry – if  Herfindahl index H  0.18. 

    To avoid the one-sided preference of the strong subjects, which we tend to do when we formulate the conclusions 

on   competition while using concentration ratio, it is useful to use the Herfindahl index as well as the methodological 

apparatus to measure the relative concentration. It should be kept in mind that the two measures of concentration with 

the same values can be viewed differently if the number of the subjects differs. This information can be somehow 

objectified by using the measures for the relative concentration.      

3.4 Index of Dispersion  

Index of dispersion represents how the concentration ratio of   subjects with the highest value of the measured 

indicator influences the uneven distribution of the indicator in particular subjects. The analytical form of the index of 

dispersion is following: 
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                                                                        (4) 

     While the index of dispersion DR as a measure for relative concentration represents certain equivalent to the 

measure of absolute concentration CR, the relative concentration measure equivalent for the Herfindahl index is a 

coefficient of variation. 

3.5 Coefficient of Variation 

Coefficient of variation represents a very effective tool to measure concentration while, and this is important, taking 

into account the specific number of subjects. In Shy [7], we can see, that compared to the Herfindahl index which 

reflects squares of the individual concentration levels rk and thereby does not reflect the influence of less dominant 

subjects, the coefficient of variation represents the rate of distribution of all subjects in terms of the measured indicator, 

while the median or arithmetical average of the individual influence of the particular subjects is reciprocal of their 

number, that is 1/n. Analytical expression of the coefficient of variation is following: 
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     Abovementioned measures are now used to analyze the state and development of competition in the banking sector 

in the Slovak republic from the perspective of volumes of deposits, loans, assets and profit of the commercial banks. 

3 State of Concentration in the Slovak Banking Sector 
 

The state of concentration in the Slovak banking sector was more complexly assessed by the authors of this article 

within the project of the Scientific Grant Agency of the Ministry of Education, Science, Research and Sport of the 

Slovak Republic and the Slovak Academy of Sciences “Optimization Models and Methods as Tools of the Effec-

tive Regulation in the Modern Theory of the Network Industries Organization”, 2015-2017, grant no. 

1/0697/15VEGA. In Fendek and Fendeková [4], we can see, that the concentration was assessed based on several 

relevant indicators such as: 

- balance sheet, 

- bank and client deposits and loans,  

- equity, 

- number of employees, 

- profit before tax, 

- profit after tax, 
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- number of cash-machines. 

 

     The limited scope of this article does not allow us to present the results of the complex analysis of the Slovak 

banking sector concentration for all the indicators, so following we will present the results of the analysis for one 

of the crucial indicators which is the amount of assets, respectively the balance sheet of the commercial banks in 

the Slovak republic in the period of 2010 – 2014. On Fig. 1 we present the market shares of the banks according 

to the balance sheet in the period of 2010 – 2014. 

 

 

Fig. 1: Market share of the Slovak banks according to the balance sheet (2010 – 2014) 

 

     Based on the realized analysis we can state that despite the strong concentration in the banking sector, which 

was confirmed by several indicators, mostly deposits and loans, profit and number of branches and cash-machines, 

the clear monopoly position of neither of the subjects within the banking sector in Slovakia is indicated. 

     Based on the acquired values of the Herfindahl-Hirschman index the competition environment in the banking 

sector shows reasonable attribute of competition, which creates the satisfying conditions for the healthy economic 

competition, even despite of occurring slight concentration.  

     Taking into account the variety of examined indicators we can assess the concentration as low to high. The 

concentration according to the balance sheet and bank and client deposits and loans was low, ranging in the interval 

<0.13; 0.15>. However, according to profit and number of cash-machines the Herfindahl-Hirschman index exceeds 

0.18 and the concentration is marked as high. In the monitored period, most of the Herfindahl-Hirschman index 

values show the decreasing tendency, at the utmost only minimal increase, which means there is an improving 

tendency in the competition within the banking sector. 

     The concentration of three and five of the most dominant banks also confirmed the high concentration in the 

Slovak banking sector. Based on the balance sheet, three of the most influential banks are Slovenská sporiteľňa 

(SLSP), Všeobecná úverová banka (VUB) and Tatra banka (TB). The values of concentration ratio CR3 clearly 

show a strong competition as all values exceed 40 %. Among the five dominant banks are Slovenská sporiteľňa, 

Všeobecná úverová banka, Tatra banka, Československá obchodná banka (ČSOB) and J&T Banka. Concentration 

ratio CR5 for all of the indicators was higher than 70 % which clearly indicates high concentration on the Slovak 

banking market. 
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           Fig. 2: Herfindahl – Hirschman index for chosen indicators of the banking sector in 2010 – 2014 

.     Based on the processed data and calculated concentration ratios was calculated the index of dispersion (DR3 

and DR5), which describes the concentration from the point of view of relative degree of variability in the concen-

tration. The advantage of the index of dispersion is that the results are not distorted by the external data. The index 

of dispersion favors the banks with high market share and characterizes the market in terms of even and uneven 

distribution. The index of dispersion is high enough, exceeds 60 % at almost all indicators, which shows that the 

distribution of banks on the market is uneven and there is a domination of some of the banks. In the monitored 

time period, the decreasing or stable tendency of the index of dispersion prevailed over increasing; therefore we 

can say that the competition on the Slovak banking market is relatively stable. 

 

4 Conclusion 

 

The structure of the subjects operating on the Slovak banking market develops dynamically. Over time and due to 

globalization the recently state owned banks are becoming subsidiaries of the transnational companies. These 

changes influence the development of the whole banking sector. 

     The phenomenon of bank mergers is becoming more and more frequent. In the past couple of years the structure 

of the market changed every year and several new banks began to operate on the market. A significant change was 

an establishment of the biggest foreign bank branch J&T (2005) and other foreign banks BKS Bank AG (2011), 

KDB Bank Europe, new internet banks mBank (2007), AXA (2010), Zuno (2011), merger of some Slovak and 

foreign banks (ČSOB – Istrobanka, Unicredit – HBC banka), establishment of the new banks and extinction or 

change in ownership of the new banks (Dexia - Prima banka (2011), Volksbank – Sberbank (2013)), Banco Mais, 

S.A - Banco Banif Maisa S.A., The Royal Bank of Scotland N.V. - The Royal Bank of Scotland plc., extinction of 

some foreign banks (Crédit Agricole Corporate and Investment Bank S.A , HSBC Bank plc., UNIBON), which 

caused the changes in the banking sector. Given that these changes mostly did not impact the most dominant banks 

within the Slovak banking sector, they had insignificant impact on the total competitiveness on the relevant market. 

     The main tools of the above presented analyzes of the concentration in the Slovak banking sector were the 

following measures: concentration ratio, Herfindahl-Hirschman index, index of dispersion and coefficient of var-

iation, while a very important indicator with high informative value was the market share of the individual banks.  

     The measures were chosen to characterize the key activities of the subjects within the banking sector with 

regards to the goal of the analysis, which was the exact evaluation of the competition in the Slovak republic. 

Following indicators were used: balance sheet, bank and client deposits and loans, equity, profit before tax, profit 

after tax, interest income, net interest income, net fees and provisions income, money and money equivalents, 

number of branches, number of employees, and number of cash-machines. 
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     We can conclude that the outcomes resulting from this analysis are an addition in the field of competition 

analysis in the banking sector. The results obtained based on the quantitative analysis of the concentration between 

2010 and 2014 undoubtedly give very interesting information about the state and the trends of the competition 

environment in the Slovak banking sector in the past years. 
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Abstract. In an accelerating economic world, projects become tools for promoting 

the objectives of the organization. Project portfolio is set of all projects that are im-

plemented in the organization at a time. Projects in the project portfolio are inter-

connected by priorities, dependences, and organization’s resources utilization. We 

propose a new approach for project portfolio designing based on a systemic combi-

nation of Data Envelopment Analysis (DEA) and De Novo optimization approach. 

Possible projects are characterized by sets of inputs and outputs. The DEA is an ap-

propriate approach to select efficient projects. Inputs are resources for project reali-

zation. The organisation has its total resources in limited quantities. It is possible to 

buy the resources at given prices. A total available budget is a restriction on project 

portfolio. De Novo optimization is an approach for designing efficient systems by 

reshaping the feasible set. The proposed combination of DEA a De Novo approaches 

ensure solving of the efficient project portfolio designing problem. The proposed 

concept provides designing of optimal project portfolio by given budget. Possible 

extensions of the problem are formulated and discussed. These extensions include 

restricted weights, goal restrictions, and time dependent budget. 

Keywords: Project portfolio, Data Envelopment Analysis, De Novo optimization. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

Project management is the discipline of planning, organizing, securing and managing resources to bring about 

the successful completion of specific project goals. In an accelerating economic world, projects become tools for 

promoting the goals of the organization. There is a very extensive literature on the management of individual 

projects and project portfolios. We start from a publication [6] that describes very clearly project management as 

a managerial process. Projects are in accelerating world rhythm the right option of solving problems of lot of 

organizations. Nothing is permanent, everything is temporary, and that makes pressure on companies to finish 

new products or services faster, cheaper and definitely not to fail. Risk is a very important factor in project man-

agement. Most project organizations exist in a multi-project environment. This environment creates the problems 

of project interdependency and the need to share resources. Projects are the way for implementing the organiza-

tion's strategy. Strategic alignment of projects is of major importance to effective use of organization resources. 

Selection criteria need to ensure each project is prioritized and contributes to strategic goals. 

Ensuring alignment requires a selection process that is systematic, open, consistent, and balanced. All of the 

projects selected become part of a project portfolio that balances the total risk for the organization. Management 

of the project portfolio ensures that only the most valuable projects are approved and managed. Projects are 

considered as a tool for achieving the strategic goals of organizations. Continuous innovation, renewal and or-

ganizational learning are considered vital for survival. Intense global competition is forcing many organizations 

to look for new methods of management. According [3] the key to success in project portfolio management is to 

select the right projects at the right time. The project selection process is considered a major component of pro-

ject portfolio management. This should be accompanied by periodically repeated inspections of project portfolio, 

which would identify projects that should be terminated. Effective portfolio management helps to achieve out-

performance, making strategy real through organizational change. Strategic project portfolio management ena-

bles to present a framework for organization to complete significant strategic projects. Portfolio management is a 

process. This process must improve over time. Building feedback into every stage of the process is critical for 

the improvement. 

To select a portfolio of projects are basically two approaches, one is based on standard methods used in prac-

tice, the second approach is based on searching and applying new sophisticated methods based on quantitative 
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analysis. The paper focuses on the of project portfolio selection problem solved by applying sophisticated mod-

els. 

The aim is to develop a general model, which would be completed for the specific needs of problems. This is 

not about managing individual projects, but their portfolios where relationships exist among projects. This paper 

aims to verify the ability to model and solve the problem of project portfolio using a combination of the Data 

Envelopment Analysis (DEA) model and De Novo optimization. Portfolio management is a process. This pro-

cess must improve over time. Building feedback into every stage of the process is critical for the improvement. 

The organization must decide under risk whether to assign all available resources to present proposals or to re-

serve a portion of the funds unused for some time and wait for better alternatives that may occur later. We pro-

pose to complete our model by periodically repeated inspections of project portfolio. 

The rest of the paper is organized as follows. In Section 2, the project portfolio problem is formulated. A 

basic Data Envelopment Analysis (DEA) model is summarized in Section 3. A new approach for project portfo-

lio designing based on a systemic combination of DEA and De Novo optimization approach is proposed in Sec-

tion 4. Section 5 presents possible extensions of the proposed approach. Conclusions are summarized in Section 

6. 

2 Project portfolio management 

The portfolio management domain encompasses project management oversight at the organization level through 

the project level. Full insight of all components of the organization is crucial for aligning internal business re-

sources with the requirements of the changing environment. Project portfolios are frequently managed by a pro-

ject office that serves as a bridge between senior management and project managers and project teams. Project 

opportunities come in time and it is necessary to decide which will be accepted for creating a dynamic portfolio 

of projects and which will be rejected (Fig. 1). 

 

Figure 1 Dynamic flow of projects 

Project portfolio is set all projects that are implemented in the organization at that time. The basic objectives 

of the project portfolio management include: 

 optimize the results of the entire project portfolio and not individual projects, 

 the selection of projects to start; 

 interruption or discontinuation of projects; 

 defining priorities for projects; 

 coordinate internal and external sources; 

 organization learning from each other project. 

It is generally expected that the portfolio should be designed in such a way as to maximize the possibility of 

achieving the strategic goals of the company. This is consistent with the notion that portfolio selection problem 

is a multi-criteria decision making. The main goal of each project is to increase the value of the organization, so 

most managers prefer financial criteria for project evaluation. The most commonly used indicators include net 

present value, internal rate of return, payback period, rate of return. 

In addition to these financial indicators, however, in selecting a portfolio of projects should be taken into ac-

count other characteristics, which include for example: 

The probability of completing the project on time, within budget and within the proposed quality;  

 Consistency between strategic and tactical plans;  

 The balance between investment projects and maintenance projects;  

 Efficient use of resources;  

 Relations between projects;  
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 The scope of each project;  

 Time-dependent consumption of resources on projects;  

 Allocation of expenditure and resources for research and development;  

 Allocation of marketing spending and resources. 

Lot of professionals tried to find sophisticated way to improve techniques for project management in differ-

ent ways. We propose a new approach for project portfolio designing based on a systemic combination of Data 

Envelopment Analysis (DEA) and De Novo optimization approach. 

3 Basic DEA model 

In [2], we can see that Data Envelopment Analysis (DEA) encompasses a variety of models and methods to 

evaluating performance. The essential characteristic of the DEA model is the reduction of the multiple input and 

multiple output using weights to that of a single ”virtual” input and a single ”virtual” output The method search-

es for the set of weights which maximize the efficiency of the project. The DEA may be characterized as method 

of objective weight assessment. 

The first DEA model was developed by Charnes, Cooper and Rhodes [1]. Suppose there are n  projects each 

consuming r inputs and producing s outputs and  ,r n - matrix X ,  ,s n -matrix Y  of observed input and 

output measures. The essential characteristic of the CCR ratio model is the reduction of the multiple input and 

multiple output to that of a single ”virtual” input and a single ”virtual” output. For a particular project the ratio of 

the single output to the single input provides a measure of efficiency that is a function of the weight multipliers

 ,u v . Instead of using an exogenously specified set of weights  ,u v , the method searches for the set of weights 

which maximize the efficiency of the project 
0P . The relative efficiency 

0e  of the project 
0P  is given as maxi-

mization of the ratio of single output to single input to the condition that the relative efficiency of every project 

is less than or equal to one. The formulation leads to a linear fractional programming problem. 
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If it is possible to find a set of weights for which the efficiency ratio of the project 
0P  is equal to one, the 

project
0P  will be regarded as efficient otherwise it will be regarded as inefficient. The set of efficient projects is 

designed by this way. 

Solving of this nonlinear nonconvex problem directly is not an efficient approach. The following linear pro-

gramming problem with new variable weights  ,  that results from the Charnes - Cooper transformation gives 

optimal values that will also be optimal for the fractional programming problem. 
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For some reasons it can be very useful to search the efficient frontier in the DEA model. The set of efficient 

projects is called the reference set. The set spanned by the reference set is called the efficient frontier. Searching 

the efficient frontier in the DEA model can be formulated as a multiobjective linear programming problem [4]. 

Different multiobjective linear programming methods can be used for solving of the problem. 

The problem is defined as maximization of linear combination of outputs and minimization of linear combi-

nation of inputs. The combination vector is  1 2, , , n    . 

"max"Y   

"min"X   

 0   (3) 

A solution 
0  is efficient if there does not exist another   such that 

   0 0 0 0, , , ,Y Y X X Y X Y X          . 

4 De Novo optimization 

Adding efficient projects in a portfolio will provide an inaccurate measure of the portfolio’s true efficiency. The 

portfolios collective inputs and outputs must be compared against the set of all portfolios. The set of all portfoli-

os is a set of combinations of single projects. Combinations of single projects to all portfolios are given by the 

vector  1 2, , , n    , where 1i  (the project i is included in the portfolio) or 0i   (the project i  is not 

included in the portfolio). The cumulative inputs x X  and the cumulative outputs y Y . 

The model for efficient project portfolio designing is based on a combination of a DEA model and De Novo 

optimization. Traditional concepts of optimality focus on valuation of already given systems. New concept of 

designing optimal systems was proposed in [8]. As a methodology of optimal system design can be employed De 

Novo programming for reshaping feasible sets in linear systems. The approach is based on reformulation of 

problems by given prices of resources and the given budget. 

The reformulation of the problem introduces new values: p  is an r -vector of resource prices, q  is an s -

vector of output evaluations, and B is the given total available budget for the whole project portfolio. 

Efficient project portfolio problem can be formulated as following linear programming problem: 

maxTq y   

X x   

Y y   

Tp x B  

  0, 0, 0,1
n

x y     (4) 

From the condition 0q  and the formulation of the problem (4) the optimal solution of problem (4) must 

satisfy Y y  . The problem (4) can be reformulated into the problem (5): 

maxTq Y   

X x   

Tp x B  

  0, 0,1
n

x    (5) 

Inserting X x   in the budget restriction becomes Tp X B   and gets the following equivalent problem 

(6) in variables  . 
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maxTq Y   

Tp X B   

  0,1
n

  (6) 

The model (6) only consists of one constraint with n  binary variables , 1,2, ,i i n  . 

Example 1. 

An organization considers 5 potential projects  1 2 5, , ,P P P that are characterized by two inputs  1, 2I I and 

two outputs  1, 2O O . The parameters of projects are given in Table 1. 

 
1P
 2P

 3P
 4P

 5P
 

1iI  6 3 8 9 5 

2iI  8 4 2 4 6 

1iO  9 7 6 10 8 

2iO  12 10 15 8 12 

ie  0.643 1 1 1 0.761 

Table 1 Parameters of potential project 

The efficiency ratios 
ie  of projects were computed using the model (2). The set of efficient projects consists 

of projects 
2 3 4, ,P P P  . 

De Novo optimization is used. New values are introduced: the vector of resource prices  5,6p  , the vector 

of output evaluations  10,12q  , the given total available budget 200B  . The efficient project portfolio was 

computed using the model (6). The portfolio consists of projects 1 2 3, ,P P P . The project portfolio is different from 

the set of efficient projects. 

5 Extensions 

The proposed model is based on a DEA model and De Novo approach. The basic model allows possible exten-

sions. We can increase the flexibility of the model in several important ways. 

According [7], the weights in the DEA can be restricted by the decision maker’s judgements by the AHP. 

The comparison matrix  jkC c , where elements jkc are judgements of /j kw w . It is known that the preference 

region W  is structured by column vectors of the comparison matrix C . Any weight vector from W  can be 

obtained as linear combination of column vectors 

 w C . (7) 

where   is a nonnegative vector of coefficients  1 2, , , n    . If the matrix C  is consistent, the con-

sistency index . . 0C I  , the preference region is a line through origin. If the matrix C  is inconsistent, the con-

sistency index C.I. > 0, the preference region is a convex cone, the greater consistency index, the greater prefer-

ence cone. 

Each project portfolio is characterized by cumulative outputs y . Let us assume that  1 2, , , ng g g g , rep-

resents organizational goals to meet or exceed cumulative output y . The following constraint ensures that only 

portfolios whose cumulative outputs meet or exceed stated goals are feasible and can be evaluated: 

 Y g  , (8) 

where all or some outputs are compared with goals. 

Mathematical Methods in Economics 2016

211



There are situations where it is not possible to evaluate outputs and combine the different outputs to one. 

Outputs should be considered separately. The problem (6) is reformulated to multiobjective linear programming 

problem with binary variables: 

"max"z Y   

Tp X B   

  0,1
n

  (9) 

In [5], we can see that the problem (9) is possible to solve as multiobjective De Novo linear programming 

problem. Searching for a better portfolio of resources leads to a continuous reconfiguration and reshaping of 

systems boundaries. Technological innovations bring improvements to the desired objectives and the better utili-

zation of available resources. Multiobjective optimization can be taken as a dynamic process. These changes can 

lead to beyond tradeoff-free solutions. Dynamization of the problem is very important but generally difficult. 

It is easy to track changes of the budget B at the time by recalculating the appropriate model for the new 

budget levels. It is also possible to use linear parametrization of the budget depending on time  B t . The re-

sources for projects can be purchased from the budget in time. It is important to monitor the arrival of new pro-

jects, completion of old projects, and early termination of non-perspective projects in time. In these cases, the 

models will be recalculated with new parameters in time. Future work will focus on the elaboration of the dy-

namic approaches of project portfolio designing. 

6 Conclusions 

An approach for efficient project portfolio designing is proposed in the paper. The paper focuses on the of pro-

ject portfolio selection problem solved by applying sophisticated models. The approach is based on a combina-

tion of a DEA model and De Novo optimization. Some extensions of the basic model are proposed and dis-

cussed. The problem can be formulated as a multiobjective linear programming problem and solved by De Novo 

approach for the specific problem. An important factor of the project portfolio designing problem is time. Some 

approaches for dynamization are proposed. Combination of the methods for searching an efficient project port-

folio and methods for specific requirements gives a powerful instrument to capture managerial problems. The 

experiments show that this approach can be an appropriate instrument for analyzing project portfolio problems 

with dynamic changes and can produce interesting results in comparison with other approaches. 
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On the stability of spatial econometric models: 
Application to the Czech Republic and its neighbors 

Tomáš Formánek1, Roman Hušek2 
Abstract. Regional macroeconomic processes may not be properly analyzed without 
accounting for their spatial nature: regional distances, interactions between neighbors, 
spill-overs and interdependencies. Spatial econometrics is a unique tool for a broad 
range of quantitative analyses and evaluations with geo-coded (spatially defined) data.  
This contribution focuses on various factors of spatial model stability. Different spa-
tial dependence matrices are used to evaluate the stability of the estimated unemploy-
ment dynamics in the Czech Republic, the Slovak Republic and all their EU-neigh-
bors. The analysis is performed at the NUTS2 level. Spatial econometrics and regional 
competitiveness paradigms are combined into a robust model describing unemploy-
ment dynamics. Alternative spatial structures (i.e. neighbor definitions) are used for 
verification of stability of the estimated model and its properties. Spatial approach to 
econometric analysis provides important additional insight and robustness to a poten-
tially broad range of spatially defined unemployment analyses that may be carried out 
using regional (spatial) data. 
Keywords: spatial econometrics, model stability, regional dynamics. 
JEL Classification: C23, C31, C52, E66 
AMS Classification: 91B72 

1 Introduction 
Spatial econometric models explicitly address the presence of spatial effects (such as economic spill-overs) when 
analyzing the relationships between variables using regression models and other quantitative estimation methods. 
Spatial models play an ever more important role in regional macroeconomic and social analyses, real estate studies, 
ecological applications and in many other non-economic fields of research. For this type of analyses, data usually 
need to be geo-coded by means of the latitude/longitude geographic coordinates system, as distances and common 
borders are used to estimate spatial dependencies. 

It may be argued that much of the spatial effects (spatial dependencies) are attributable to omitted variable 
factors. However, spatial autocorrelation may be conveniently interpreted as a proxy for many real and theoreti-
cally sound, yet practically unobservable spatial effects - many spatial interactions and their dynamic features are 
very difficult to explicitly define and properly structure in a way that would facilitate informative and harmonized 
quantification. Tasks such as consistently measuring cross-border work commuting preferences, accounting for 
administrative/qualification employment barriers between countries, quantifying the impact of language differ-
ences, aerial distances vs. transportation, etc. would inherently introduce many subjective decisions and – in prac-
tical terms – many disputable features to quantitative models. Hence, spatial models may provide a useful, inter-
pretable and functional approach towards regional (macroeconomic) data analysis. 

The variety of available approaches towards modelling functional forms of spatial dependencies and the un-
derlying diverse spatial neighbor definition possibilities imply that researchers usually need to consider several 
different choices (spatial structure settings) in order to verify model stability and robustness. As far as spatial 
models are concerned, there usually isn’t a single right solution and researches often look for the most useful or 
interpretable model setup. On the other hand, some authors argue in favor of model stability, inherent to many 
types of flexible spatial models. In this contribution, we discuss the potential for stability in estimated spatial 
models and we provide empirically-oriented arguments to the conclusions reached by LeSage and Pace in [7], who 
call out the instability in estimated spatial models as the “Biggest myth in spatial econometrics”. 

The remainder of this paper is structured as follows: Section two covers selected key topics of the spatial 
approach to econometrics and provides references to fundamental literature, section three discusses stationarity 
and stability in spatial models and section four provides an illustrative application to the stability topics outlined. 
Section five and the list of references conclude our paper. 
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2 Spatial econometrics and the Spatial Durbin model 
Before estimating spatial models, we should apply preliminary tests for spatial autocorrelation in the observed 
cross-sectional data. Many types of spatial autocorrelation test statistics are available. See [1], for the most com-
mon test statistics, such as Moran’s I and Geary’s C. Once significant spatial dependence in observed data is 
verified, spatial regression may be used to account for such situation. Again, various model specifications and 
estimation methods are available and detailed discussion is provided in [3]. Spatial Durbin model (SDM) is used 
when spatial interactions are present both in the dependent variable and in regressors. A general formula for the 
SDM and its reduced form may be written as 

௧࢟  = ௧࢟ࢃߩ + ࢼ௧ࢄ  + ࣂ௧ࢄࢃ + ࣃߙ +  ௧ (1)࢛
ࡵ)  − ௧࢟(ࢃߩ = ࢼ௧ࢄ  + ࣂ௧ࢄࢃ + ࣃߙ +  ௧ (2)࢛

where yt is the vector of all yit spatial unit observations at time t, I is the n×n identity matrix, Xt is a matrix of 
regressors (excluding the intercept elements ) and Wt is a spatial weights matrix. Maximum likelihood (ML) 
approach is used to estimate all model parameters: , ρ, β and  ;  and ρ are scalars, β and   are k×1. As usual, 
ut and its elements uit describe the random part of the regression model. 

Spatial weights matrix (W) as in (1) or (2) is the corner stone of spatial econometrics and, perhaps surpris-
ingly, its construction is the most ambiguous part of the otherwise well rooted methodology of spatial model 
specification and estimation. W is usually calculated in a two-step approach: First, a square spatial matrix S is used 
to define neighbors (spatially close observations) using a dummy variable technique, where each element of the 
symmetric spatial matrix equals 1 if the two spatial units are neighbors and 0 otherwise. Then, a spatial weights 
matrix W is constructed by row-standardizing S, so that the row weights sum up to 1, while diagonal elements of 
S and W are set to zero by definition (units are not neighbors to themselves).  

The first step (spatial matrix S construction) often requires extensive geographical (polygon-based) mapping 
datasets and specialized software. Contiguity approach is a theoretically simple yet computationally complex rule, 
defining two units as neighbors if they share a common border. A generalization of this approach is based on the 
premise that a second order neighbor (which may also be considered as a neighbor) is the neighbor of the first 
order (actual contiguity-based) neighbor – where the maximum allowed order of neighborhood (neighborhood lag) 
may be set arbitrarily. Distance-based approach usually constructs the spatial matrix by defining two units as 
neighbors if their distance does not exceed some ad-hoc predefined threshold. This is a relatively popular approach, 
yet it generates “islands” (units with zero neighbors), unless the defined threshold for distance between neighbors 
is greater than the maximum of “first nearest neighbor” distances. The distance-based approach is less convenient 
for analysis of regions with uneven geographical densities – i.e. for diverse sizes of units and distances between 
them. Distances are measured using centroids, conveniently chosen representative positions for each unit. Depend-
ing on model focus, data availability and researcher’s individual preferences, centroids may be pure geographical 
center points, locations of main cities, population-based weighted positions, transportation network based, etc. 
Also, we may apply a k-nearest neighbors approach (kNN), where we denote a preset number of k nearest units as 
neighbors. This method conveniently solves for differences in areal densities (k neighbors are ensured for each 
unit), yet it usually leads to asymmetric S matrices with potentially flawed neighborhood interpretation (simple 
transformation algorithms for asymmetric S matrices are available).  

The second step (W construction) usually consists of row-standardizing the binary 0/1 neighborhood indicators 
of the S matrix into matrix W so that all rows sum to unity. However, with increasing variance in units’ neighbor-
count (e.g. for distance-based neighbors with uneven geographical density), this widely adopted approach suffers 
from allocating excessive influence to links from units with few neighbors. To overcome this drawback, sometimes 
the non-zero elements in S matrix are “generalized” before the row-standardization. For example, distances to 
neighbors are used to reflect some prior information concerning the spatial dependency processes: often we assume 
that spatial influence is inversely proportional to distance (linear, quadratic or other functional forms of influence 
decay may be used). The efficiency of any S and W generalization crucially depends on the accuracy/validity of 
the prior information used. 

Once W is properly introduced and defined, we may further elaborate on the description of the model as per 
equations (1) or (2): : Wyt is the spatial lag of yt . For the i-th spatial unit, we may write: SpatialLag(yit) = ்࢝  ,௧࢟
where ்࢝  is a row vector – the i-th row of W matrix is used for calculation. Similarly, ࢄࢃ௧ describes spatial 
interactions among the regressors. It has to be stressed out that the estimated parameters of the model (1) do not 
form a basis for a complete and proper description of model dynamics, especially if we want to focus on spillover 
effects: As we simulate a change in the j-th explanatory variable for spatial unit i  (Δxijt), we expect the dependent 
variable in the i-th unit to change (direct effect) and at the same time - for ߩ ≠ 0 and/or ߠ ≠ 0 - effects on the 
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dependent variables in neighboring units may be expected (indirect effects). The complexity of this type of dy-
namics for the SDM model may be demonstrated using partial derivatives. First, re rewrite the equation (2) into 

௧࢟  = ࡵ)  − ࢼ௧ࢄ)ଵି(ࢃߩ + (ࣂ௧ࢄࢃ +  ௧ , (3)ࡾ
where ࡾ௧ = ࡵ) − ࣃߙଵି(ࢃߩ + ࡵ) − ࡵ) :௧ and the spatial multiplier matrix may be decomposed as follows࢛ଵି(ࢃߩ − ଵି(ࢃߩ = ࡵ + ࢃߩ + ଶࢃଶߩ + ଷࢃଷߩ +… Hence, the partial derivatives for the expected values of ࢟௧ with 
respect to a chosen j-th explanatory variable xjt in an i-th spatial unit {i = 1,2, … N} may be outlined as in (4), 
where time subscripts are omitted for readability: 

 ቂడா(࢟)
డ௫భೕ ,  డா(࢟)

డ௫మೕ  … డா(࢟)
డ௫ೀ ቃ = ࡵ) − ଵି(ࢃߩ

ێۏ
ۍێ

ߚ ߠଶଵݓߠଵଶݓ ߚ
… …ߠଵேݓ …ߠଶேݓ ߠேଵݓ… ߠேଶݓ
…    …     … ߚ ۑے

 (4) ,ېۑ

where the diagonal elements of the RHS in (4) represent direct effects and the off-diagonal elements represent the 
indirect effects (spillovers). Direct effects and spillovers differ across spatial units i, provided that ߩ ≠ 0. For 
presentation purposes, all the N×N partial derivative matrices (k matrices are produced - one for each of the xj regressors) are summarized as follows: diagonal elements are averaged into a single direct effect indicator; simi-
larly, row sums of the off-diagonal elements may be averaged into a summary spillover indicator. Testing for 
statistical significance of the direct and indirect effect is discussed in [3], along with many additional topics cov-
ering SDMs and other spatially-augmented models.  
3 Stability and stationarity topics for SDMs 
As discussed above, the spatial weights matrix W is a nonnegative matrix with zeros on the diagonal. This matrix 
is not estimated using the ML method – instead, it needs to be specified prior to the estimation of model (1) 
parameters. The variety of available matrix S definition approaches and W standardization methods imply that 
researchers usually need to consider alternative spatial structure settings in order to verify model stability and 
robustness of the results. On the other hand, in [7], the authors argue that SDMs and other flexible spatial models 
allow for accurate estimation of the spatial effects, even if both the spatial matrix W and the spatial regression 
model are misspecified. In this article, we focus on possible misspecification of W and its potential consequences. 
In [7], the authors postulate that for a given model - estimated using two similar (highly correlated) weight matrices 
Wa and Wb - it would be unlikely to reach materially different partial derivatives as in equation (4). Their argument 
in [7] is supported by an empirical (micro-level) housing-prices example (data from [5]), with 506 spatial units 
and for three alternative W matrices, generated using the kNN approach (for k = 5, 6 and 7). It is our belief that the 
conclusions presented in [7] are supported by an insufficient and relatively narrow class of spatial models (with a 
kNN-based spatial structure). Therefore, in the next section, we provide an empirical application demonstrating 
the conclusions presented in [7], using macroeconomic data at the NUTS2 level, with distance-based W matrices.  

Also, regardless of the method chosen for spatial matrix definition and the W specification as described in the 
previous paragraph, certain conditions need to be observed for stationarity of the estimated model (1). Specifically, 
row and/or column sums of the binary neighbor-indicators in the spatial matrix S should be uniformly bounded 
(should not diverge to infinity) even if the number of spatial units (N) goes to infinity. This condition reflects the 
fact that correlation between two spatial units should converge to zero with increasing distance between units. As 
far as parameter space for ρ is concerned, most authors assume that ρ values are restricted to lie within the (-1, 1) 
interval. On the other hand, [6] argue that ߩ ∈ ିଵݎ) ; 1), where rmin is the minimum (most negative) purely real 
characteristic root of W. Additional detailed discussion of the stability conditions and parameter spaces is provided 
in [3]. 

 
4 Application to the Czech Republic and its neighbors 
In this section, we estimate a SDM of unemployment for the Czech Republic, the Slovak Republic, Poland, Hun-
gary, Austria and Germany. Data from Eurostat are used (NUTS2 level, 82 spatial units). The unemployment 
model is derived along the concept of regional competitiveness (for detailed description of competitiveness and 
other labor market aspects, see [4] and [2]). Therefore, unemployment is modelled as a function of relative GDP 
dynamics, a convenient measure of technological advantage and we employ spatial clustering analysis as in [8] to 
describe specific behavior in high unemployment cluster(s). Specifically, variables for the estimation of model (1) 
are as follows: yit is the general rate of unemployment (2012 data are used) in a given spatial unit i and the Xt matrix contains the following three variables: GDPit is the region’s GDP per capita expressed as a percentage of 
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EU average (we use 2011-2010 first differences to proxy region’s macroeconomic competitiveness dynamics), 
TechEmpit describes the percentage of employees working in the “high-tech industry” (NACE r.2 code HTC) in a 
given region and time period and H_U_clusterit is a dummy variable based on the G* (local G as in [8]) that 
discerns local clusters of high values of the variable being analyzed – as we searched for high unemployment 
clusters, we found a single cluster, containing the following NUTS2 regions: HU10, HU31, HU32, HU33, PL21, 
PL22, PL32, PL33, SK02, SK03 and SK04 (generally speaking this cluster consist of units close to or bordering 
with Ukraine).  

 Figure 1 Estimated model parameters and the AIC statistics for different neighbor distance thresholds 
Model (1) was estimated using R software. Different distance-based W matrices were used, with maximum 

neighbor distance thresholds varying from 160 km to 500 km. Thresholds lower than 160 km lead to the existence 
of at least one island unit (a region with zero neighbors), which breaks down the ML estimation. Beyond the 500 
km threshold, unemployment-related spatial effects are not very realistic and the estimation does not lead to inter-
pretable results. For W construction, 2-km distance threshold increments were used, hence a total of 171 versions 
of model (1) were estimated and used for comparison. The complex estimation output is summarized in figure 1, 
where the estimated model parameters are shown (intercept excluded) along with corresponding Akaike infor-
mation criteria (AIC) for the model (1) estimated at each distance threshold. Among the models compared, W 
constructed using the maximum neighbor distance threshold of 246 km minimizes the AIC statistics, hence we 
choose this specification as our final model – the estimated coefficients along with their standard errors (heteroske-
dasticity consistent) and p-values may be observed from table 1.  

 From figure 1, we may see that the plotted AIC values have various local minima and upon considering such 
local minima, we may reach different coefficient estimates that can differ in their magnitudes and – more dramat-
ically – in their significance levels. Nevertheless, the estimated coefficients are reasonably stable (economically 
speaking) across an interval of 220 - 270 km distance thresholds (beyond 270 km, ρ is not statistically significant). 
For proper interpretation of the estimated model (1), partial derivatives as per equation (4) – i.e. the direct and 
indirect effects – are provided in table 2 (W constructed using the 246 km threshold). While the standard errors 
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and p-values in table 1 are analytical, errors and significance measures in table 2 are simulated (see [3] for detailed 
discussion). 

Parameter Estimate Std. Error z value Pr(>|z|) 
(Intercept)  5.8273 1.9332  3.014 0.0025 

GDP -0.2833 0.1169 -2.423 0.0153 
TechEmp -0.2094 0.1119 -1.871 0.0613 

H_U_cluster  0.1625 0.9338  0.1741 0.8617 
lag.GDP -1.0025 0.3873 -2.5881 0.0096 

lag.TechEmp  0.1913 0.3070  0.6234 0.5330 
lag. H_U_cluster  4.1063 1.7046  2.4089 0.0159 

ρ  0.4128 0.1618  2.5517 0.0107 
Table 1 Estimated SDM (1) parameters for maximum neighbor distance threshold of 246 km 

Impact measures Mean Std. Error z value Pr(>|z|) 
Direct effects 

GDP -0.3306 0.1153 -2.8684 0.0041 
TechEmp -0.2021 0.1169 -1.7284 0.0838 

H_U_cluster  0.3673 0.8708  0.4218 0.6731 
Indirect effects 

GDP -1.923 0.6000 -3.2042 0.0013 
TechEmp  0.198 0.6468  0.3060 0.7595 

H_U_cluster  7.029 2.4064  2.9210 0.0034 
Table 2 Estimated SDM (1) direct and indirect impacts for maximum neighbor distance threshold of 246 km 

 
Figure 2 Estimated direct and indirect impacts for different neighbor distance thresholds 
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Figure 2 summarizes the partial derivatives - direct and indirect impacts – for models estimated along the 160 
- 500 km maximum neighbor distance thresholds. Again, the estimated impacts vary to a relatively small extent 
across the 220 - 270 km interval of distance thresholds. However, geographical heterogeneity in spatial units (un-
even geographical densities – sizes of units and distances between centroids vary substantially in our dataset) leads 
to a number of significant jumps in the estimated impact means (and simulated standard errors) between models 
estimated using “adjacent” W matrices, even as those are based on vey similar distance thresholds. It may be 
argued that the number of neighbors to each spatial unit is a non-linear function of the maximum distance neighbor 
threshold (this is in sharp contrast to kNN-based W matrices constructed using different k values). To summarize, 
we are able to identify a set of spatial structures (W matrices) where the estimation of model (1) leads to relatively 
stable (similar) coefficient estimates and partial derivatives as per equation (4).  

Our conclusion is especially important given the heterogeneous geographical nature of the economies consid-
ered: NUTS2 regions are bound by the number of inhabitants (800,000 to 3 million) and there are prominent 
differences among geographical areas of Germany (densely populated and relatively small regions) on one hand 
and the NUTS2 units in Poland and Hungary on the other hand. At the same time, our results should not be inter-
preted as if stability analysis (based on different spatial structures) is a redundant task for spatial econometrics - it 
is quite the opposite. Stability verification as outlined in this section provides two important layers to the analysis: 
robustness assurance for the estimation results presented and a better description of spatial dependence in terms of 
statistical significance of the interactions over different distance-based spatial structures. 
5 Conclusions 
Spatial econometric models provide a useful estimation framework that allows for improved analyses of regional 
macroeconomic data. Spatial models have a unique ability to discern between geographical determination and the 
influence of relevant macroeconomic variables, many of which may be subject to or directly controlled by eco-
nomic policy actions as undertaken by the central authorities at different levels. Our results support the conclusion 
of LeSage and Pace [7] in favor of spatial models leading to robust estimated spatial dependencies. For a relatively 
large interval of maximum neighbor distance thresholds, we find reasonably stable direct and indirect impacts. 
This study provides relevant implications towards the stability and robustness of spatial analyses for diverse mac-
roeconomic indicators and for different types of spatial structures considered. 
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Application of selecting measures in data 

envelopment analysis for company performance rating 
Jiří Franek1 

Abstract. Data Envelopment Analysis (DEA) measures efficiency of a finite number 

of decision making units (DMUs). This approach is very sensitive to the choice of 

measures. Traditionally the rule of thumb has been used for initial decision about 

number of inputs and outputs. Recently a growth of interest in the DEA methodology 

have shown a need to create an approach or model which could identify the optimal 

number of inputs and outputs and which identifies the contribution of each variable to 

the measure of efficiency. The practice has been to select the variables by simply 

choosing the ones that make economic sense or use them according to preferred per-

formance measures. Variable selection is further complicated because it is difficult to 

measure some attributes of the inputs and outputs that contribute to the efficiency of 

a DMU. Some approaches have been developed recently for BCC model. The goal of 

this contribution is to apply and compare aforementioned proposed methodology on 

a performance rating of selected nonfinancial companies using envelopment form of 

the selecting model and MCDM approach using objective weighting for a comparison. 

Keywords: data envelopment analysis, multiple criteria decision making, selective 

measures, rating. 

JEL Classification: C44, M20 

AMS Classification: 90B50, 62J15 

1 Introduction and literature review 

Two approaches are commonly used to measure efficiency: the parametric approach, which relies on statistical 

techniques to estimate the parameters of a production function, and the non-parametric approach, which compares 

the observed inputs and outputs of each firm with that of the most performing firms in the information set. The 

parametric approach has been subject to persistent criticism, centred on two points; the assumption that the pro-

duction function has the same functional form for all the firms, and the fact that econometric estimation of effi-

ciency can produce biased and inconsistent parameter estimates (since an econometric measure of efficiency re-

flects the average performance and not the best performance). Data Envelopment Analysis (DEA) is now the most 

popular method used to measure efficiency. DEA is a non-parametric method, which does not assume any specific 

production function. Instead, it uses linear programming to identify points on a convex hull defined by the inputs 

and outputs of the most efficient firms (any productive unit, like a firm, is called a Decision Making Unit (DMU) 

in the literature of DEA). 

The goal of this contribution is to apply and compare proposed DEA selecting model methodology on a per-

formance rating of selected nonfinancial companies using envelopment form of the selecting model and MCDM 

approach using objective weighting for a comparison. This paper is focused on measuring efficiency when the 

number of firms is small and or when the number of explanatory variables needed to compute the measure of 

efficiency is too large to allow for the statistical approach. Hence, a selective model is used to determine appro-

priate number of inputs and outputs. This approach is mirrored by and MCDM approach using entropy and CRITIC 

method to estimate criteria weights and TOPSIS method for ranking of firms. First, a definition of selected methods 

is presented then a selection model [7] is described. Finally, the approach is applied to the assess leading automo-

tive and telecommunication firms in a period of 4 years to analyse changes in applied models under different 

conditions. 

Modelling efficiency with non-parametric tools was first introduced as an extension of activity analysis. The 

CCR model Charnes, Cooper, and Rhodes, [2] formally introduced the linear programming to measure technical 

efficiency with the assumption of constant returns to scale. In the CCR model, DMUs adjust either their use of 

inputs or their outputs to reach the production frontier. The BCC model [Banker, Charnes, and Cooper, [1] removed 

the assumption of constant returns to scale, and proposed the additive DEA model, where both inputs and outputs 

can be adjusted simultaneously [3]. All models use the distance to one of the facets of the production or cost 

frontier to generate an efficiency index. The DEA approach also has also earned its own set of criticisms, focused 
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on two points: (i) measures of technical efficiency are very sensitive to the omission of variables from the produc-

tion function and (i) efficiency scores are biased if the degree of freedom is not uniform for all DMUs. One of the 

other problems was to deal with the ratio of the number of measures and DMUs. The problem of selection of 

appropriate number of outputs and inputs is frequently based on so called rule of thumb. A rough rule of thumb 

expresses the relation between the number of DMUs and the number of performance measures (see Cooper et al. 

[3]): 

   max 3 ,n m s m s   . (1) 

Exhaustive review of studies and used numbers of measures and DMUs can be found in Toloo et al. [8]. However, 

in this paper the focus is on application and validation of a lately proposed selective model based on BCC model 

of efficiency on empirical data. 

2 Methodology 

In this part the basic methodology and research approach will be described and discussed. It will be focused on 

selected models of DEA and MCDM that will be applied on the problem. 

2.1 The BCC model 

Suppose that, we have n DMUs (Decision Making Units), where each DMU utilizing m factors of production 

(inputs) 𝑥1, 𝑥2, … , 𝑥𝑚 (all positive) and 𝑦1, 𝑦2, … , 𝑦𝑚 (all positive) products (outputs) to produce the BCC model as 

introduced in Banker et al. (1984) for evaluation of efficiency of a specific DMUo is presented as follows 
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In above formulation Y is an 𝑠 × 𝑛 sample output matrix and X is 𝑚 × 𝑛 sample input matrix, u, v are multiplier 

imputed output and input, respectively. 

2.2 The proposed selective model 

In practice, it is hardly possible to increase the number of DMUs and consequently we resort to formulate some 

models which optimally decrease the number of performance measures. In some cases, the decision maker believes 

that some performance measures are more important than others and can use MCDM approach to decide which 

measures are important or not. There are two main approaches for decision maker: subjective or objective. Hence, 

to compare differentiating power of the DEA based selective model, the objective MCDM approach was followed 

using entropy [4][6] and CRITIC methods [5]. Multiplier form of selecting model proposed by Toloo & Tichy [7] 

uses extension of the multiplier form of the BCC model and multiplier form of selecting model to deal with selec-

tive measures: 

 

 

(3) 

 

Mathematical Methods in Economics 2016

220



In the next section a real data set of leading automotive and telecommunication firms over a period of four 

years is utilized in order to show the applicability of the proposed multiplier and MCDM approaches.                                      

3 Application of DEA selecting model and MCDM approach 

This application uses data from 6 leading companies in the automotive and telecommunication industry. The au-

tomotive industry is represented by leading companies: TOYOTA MOTOR CORP., VOLKSWAGEN AG, 

HONDA MOTOR CO LTD, DAIMLER AG, NISSAN MOTOR CO LTD, BAYERISCHE MOTOREN WERKE 

AG. The telecommunications industry is represented by another group of leading providers: AT&T INC,             

VODAFONE GROUP PLC, VERIZON COMMUNICATIONS INC, NIPPON TELEGRAPH & TELEPHONE, 

TELEFONICA SA, DEUTSCHE TELEKOM. 

Following table includes performance measures used for ranking and assessment see table 1. 

Measure Character 

Sales Input 

Assets Input 

R&D expenditures Input 

Stockholders’ equity Input 

Employees Input 

Rank Output 

Profits Output 

Market Value Output 

Table 1 Performance measures 

Given the number of DMUs and performance measures by rule of thumb we can expect to get more than one 

efficient DMU using BCC model for calculation efficiency.  

3.1 MCMD approach to selecting performance measures 

Firstly, the MCDM approach is used to investigate whether there are some measures that are estimated to have 

greater importance based on entropy and CRITIC approaches. Following Figure 1 and 2 show results of objective 

weighting of investigated measures and their changes throughout the 4-year period. 

  

Figure 1 Entropy based weighting for automotive and telecommunication industry 
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Figure 2 CRITIC based weighting for automotive and telecommunication industry 

Looking at the objective weights calculated using selected MCDM methods, we can see that entropy has a 

more differentiating effect since it uses information based approach rather that correlation as the CRITIC method 

which less differentiate the weights except for the automotive industry where the “rank” measure has by far the 

highest weighting scores. Based on the findings it is better to used entropy based weights, so that we can rank the 

measures as follows (see table 2): 

 

Automotive Telecommunication 

measure geomean value measure geomean value 

Rank (O) 0.195 Stockholders equity (I) 0.177 

Market value (O) 0.194 Profits (O) 0.174 

Profits (O) 0.182 R&D exp (I) 0.174 

Stockholders’ equity (I) 0.105 Rank (O) 0.165 

Employees (I) 0.076 Employees (I) 0.051 

Assets (I) 0.076 Market Value (O) 0.040 

Sales (I) 0.073 Assets (I) 0.039 

R&D Expenditures (I) 0.071 Sales (I) 0.018 

Table 2 Ranking of performance measures based on entropy 

The difference between both industries suggests that using geometrical mean of calculated weights over a 4-

year period the output measures have more priority in automotive industry that in telecommunications. However, 

rank and profits have high priority. The lowest priorities are assigned to sales and assets (see table 3). 

 

Automotive Telecommunication 

measure geomean value measure geomean value 

Rank (O) 0.321 Profits (O) 0.134 

Employees (I) 0.119 Rank (O) 0.134 

R&D exp (I) 0.110 R&D exp (I) 0.129 

Assets (I) 0.099 Market Value (O) 0.128 

Profits (O) 0.091 Stockholders equity (I) 0.127 

Market Value (O) 0.087 Employees (I) 0.119 

Sales (I) 0.085 Assets (I) 0.113 

Stockholders equity (I) 0.080 Sales (I) 0.108 

Table 3 Ranking of performance measures based on CRITIC 

Looking at the table 3 results suggest that in automotive rank is by far the most important measure followed 

by closely bunched other measures. In telecommunication industry the situation is less clear, when all measures 

weights are separated by sole percentages. This results also confirms that automotive companies using those per-

formance measures are less correlated then companies in telecommunication industry, hence the financial condi-

tions and capital structure is more variable. 

0.00 0.10 0.20 0.30 0.40

Rank

Sales ($bil)

Profits ($bil)

Assets ($bil)

Market Value ($bil)

R&D exp (bil)

Stockholders equity (bil)

Employees

CRITIC based weighting for automotive industry

w2008 w2007 w2006 w2005

0.00 0.05 0.10 0.15 0.20

Rank

Sales ($bil)

Profits ($bil)

Assets ($bil)

Market Value ($bil)

R&D exp (bil)

Stockholders equity (bil)

Employees

CRITIC based weighting for automotive industry

w2008 w2007 w2006 w2005

Mathematical Methods in Economics 2016

222



In case of MCDM approaches it can be suggested that in an industry where performance measures are more 

correlated the entropy approach is more appropriate for selection of criteria. 

3.2 DEA approach to selecting measures 

Using proposed model (3) we can estimate what measures (input and output) have more influence on efficiency of 

particular DMUs. The model was tested on the same dataset. Results are summarized in the table 4. 

 

Automotive 2008 2007 2006 2005 Telecommunications 2008 2007 2006 2005 

(I)Sales 5 4 3 3 (I)Sales 4 3 2 3 

(I)Assets 2 3 2 1 (I)Assets 3 2 4 3 

(I)R&D exp 2 1 1 1 (I)R&D exp 2 0 2 1 

(I)Stockholders equity 2 3 4 4 (I)Stockholders equity 2 5 3 3 

(I)Employees 1 1 2 3 (I)Employees 1 2 1 2 

(O)Rank 5 5 5 4 (O)Rank 5 5 4 4 

(O)Profits 5 5 6 6 (O)Profits 5 2 3 4 

(O)Market Value 2 2 1 1 (O)Market Value 2 5 4 4 

Table 4 Selection of measures using DEA selecting model 

Regarding the results, we can again see a clear distinction between both industries. The higher the number (1 

to 5) the more the measure has been selected by the model as appropriate. However, this model also clearly shows 

that from the efficiency perspective R&D and Employees are not as important for these leading companies. In 

automotive the Sales and Stockholder Equity seems likely input and Rank and Profits as outputs. In the telecom-

munication industry the result is not easy to read. Closer look at results (considering the maximum and minimum 

values) suggests selection of Stockholders Equity, Rank and Market value. 

3.3 Comparison of results and discussion 

When comparing results from both approaches the decision maker has to have a clear understanding of both meth-

odological and theoretical principles of particular methods. The MCDM approaches derive weights using different 

assumptions to DEA. However, investigated methods can be seen as substitute or alternative approaches to selec-

tion of appropriate measures of efficiency.  

In MCDM as well as DEA approaches several measures are deemed to be more important than others in auto-

motive inputs: Stockholders Equity, Sales; and outputs: Rank, Profits. In the telecommunication industry we can 

distinguish Stockholders Equity as the most important input and Profits and Rank as the most important outputs. 

Thus we can run the BCC DEA model to see if the results show fewer efficient DMUs. We can test both 

industries separately. 

In most cases we tend to get better differentiation between efficient non-efficient DMUs. In general, in such a 

case when the number of DMUs is very small we would need to use only two or three measures as maximum. 

Also there are differenced in particular years and industries. This suggests to use MCDM or DEA approach case 

by case since generalization seems impossible. 

4 Conclusion 

Thus we can conclude that applied selecting method is useful tool for determination of input and output measures 

when using DEA efficiency assessment. The MCDM approach is useful when the number of DMUs is smaller 

thus these methods are appropriate and easy to uses in such cases when ranking is the goal of the problem. How-

ever, for measuring efficiency it is necessary in such cases to use selecting model based on DEA which can in 

particular case help to identify more appropriate number of inputs and outputs. Investigation of changes in 4-year 

period suggests that generalization of measures of efficiency (inputs and outputs) may not be correct. 

Further research could be focused on changes in time when using selecting models on same lists of measures 

but with different data. Testing under real conditions may reveal further insights in to efficiency measures.  
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Granger Causality

in Macroeconomics Panel Data
Lukáš Frýd 1

Abstract. The shortage of macroeconomics time series poses a crucial prob-
lem which can be avoided by extending the time series including cross-sectional
data to panel data. The first panel data models were built for microeconomic
applying large number of cross-section units and short time series. With ran-
dom sampling being an essential prerequisite for microeconomic panel data, the
observations are independent. In macroeconomic data, we face a problem with
non-random sampling and thus the possibility of dependent variables. This
problem can be solved with the factor and spatial models.

In this paper, we focus on the factor models and answer to the question how
energy supply influences GDP in the long term period. To test stationarity, co-
integration and Granger causality of GDP, energy supply and capital formation,
we follow methodologies by Pesaran and Ederhardt. It was found out that
energy and capital have positive long-term effect on GDP and vice versa the
GDP and capital have positive long-term effect on energy consumption.

Keywords: Cross-sectional dependence, panel Granger causality, energy
nexus, panel cointegration

JEL classification: C44
AMS classification: 90C15

1 Introduction

Relationship between GDP and energy 2 was first studied by Kraft and Kraft [4]. The main problem
of their work related to spurious regression [1]. In the early 90th researchers overcame the problem of
spurious regression by testing stationarity and co-integration in time series. The interesting papers in this
topic were elaborated by Adjaye [1], Soytas and Sari [13]. They found long-term relationship between
GDP and energy consumption and proposed energy nexus as shown in Table 1. The nexus describes
causal relationship between GDP and energy.

We can see four possible causality relationships. According to a conservative hypothesis, the energy
shortage has a negative impact on economic growth. On the contrary, a growth hypothesis assumes that
economic growth has impact on energy but not vice versa.

Hypothesis Description

Neutral hypothesis Non relationship E and GDP

Conservative hypothesis E → GDP

Growth hypothesis E ← GDP

Bivariate hypothesis E ↔ GDP

Table 1 Eco-Energy relationship

The problem with these studies lies within the length of time series. The time series are relatively
short which have a negative impact on power of the tests. Lee shows that extending time series by
cross-section data increases the power of test [15].

1University of Economics in Prague,Department of Econometrics, Winston Churchill Square 4, 13067 Prague, Czech Re-
public, xfryl00@vse.cz

2we measure energy in oil equivalent
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Examples of studies working with panel data are [7], [5], [6]. However, these studies are struggling
with substantially different results probably arising from the existence of cross-sectional dependence. The
violation of cross-sectional independence may lead to the inconsistency of fixed effect models.

We analyze long-term relationship between GDP and energy for upper-middle-income countries using
models robust enough for cross-sectional dependence. This methodology allows for testing unit roots and
co-integration in cross-sectional dependent data. In the last part, we set up the energy nexus via Granger
causality test.

2 Model and data set

In our paper, we follow production function proposed by Stern [14]. The production function is expressed
as:

GDPit = γi + αEit + βCAPit + εit (1)

where GDP is the natural logarithm of GDP per capita in constant price of 2005 in USD, E is energy
use per capita in the natural logarithm and measure as oil equivalent in kg per capita, CAP is the natural
logarithm of gross capital formation in constant price of 2005 in USD per capita. We approximate capital
per capita with gross capital formation via Lee [5]. The index i represents cross-section units and index
t represents time dimension of data. The data is intended for upper-middle-income economies ($4,126 to
$12,735) and the time period is 1991-2014. 1

Estimating equation (1) with standard panel techniques, we get inconsistent estimates in the case of
cross-sectional dependence. From this reason, we follow Ederhardt and Teal [2] who used ”unobserved
common factor model” expressed as:

yit = β
′
ixit + εit (2)

where i = 1, ..., N, t = 1, ..., T

yit is vector of GDP

xit is matrix of independent variables Energy and CAP

Ederhardt and Teal supposed that cross-sectional dependence is the consequence of common shocks.
From this perspective, the cross-sectional dependence has a multi-factored structure:

εit = αi + γ
′
ift + uit

xit = πi + ρift + vit
(3)

where ft is vector of latent variables m× 1, where m is number of factors. αi and πi are fixed effects,
uit ∼ iid(0, σ2

uit) and vit ∼ iid(0, σ2
vit) are random variables for a specific country. A possible solution to

obtain consistent estimate is the use of Common correlated effect model by Pesaran [10].

3 Methodology

3.1 Cross-sectional dependence

The existence of cross-sectional dependence leads to the inconsistent estimator and misleading first gen-
eration2 unit root test. From this reason, we have to test the existence of cross-sectional dependence. We
use Pesaran CD test in which the test statistic is expressed as:

CD =

√
2

N(N − 1)

N−1∑

i=1

N∑

j=i+1

ρ̂ij (4)

1http://data.worldbank.org/data-catalog/world-development-indicators
2the first generation does not assume cross-sectional dependence
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where ρ̂ij is estimated residuals correlations. The residuals origin in the equation (1) estimated by the
fixed effect model. CD statistic has N(0, 1) distribution and H0 represents cross-sectional independence
and H1 represents cross-sectional dependence.

3.2 Unit-root test

For unit-root test, we use augmented Dickey-Fuller test called Common Correlated Augmented Dickey-
Fuller (CADF). This test is the part of the second generation panel unit root test. The test assumes the
process:

∆yit = αi + βiyit−1 + cit+

p∑

j=1

dij∆yit−j +

p∑

j=0

gij∆ȳt−j + εit (5)

where ȳt−1 = 1/N
∑N

i=1 yit−1. H0 : βi = 0, i = 1, ..., N versus H1 : βi < 0 and t is time trend

Pesaran proposed test statistic:

CIPS =
1

N

N∑

i=1

t̃i (6)

where t̃i is value of t-statistic from regression (5) for subject i. H0 represents non-stationarity and
H1 represents stationarity. The critical values are tabulated in Pesaran [10].

3.3 Cointegration test

We test existence of co-integration via stationarity of residuals. For this purpose, we estimate equation
(1) by Common Correlated Effect estimator (CCE) by Pesaran [11]. Pesaran has proposed two CCE
estimators CCEMG (mean group) and CCEP (pool). Both estimators are robust for the existence of
cross-sectional dependence. In our paper, we use CCEMG estimator because it allows heterogeneity in
slope coefficients.

The main idea of CCEMG consists in the approximation of latent variables ft by arithmetic mean:

ȳt = ᾱ+ β̄
′
x̄t + γ̄′ f̄t (7)

which can be expressed as

f̄t = γ̄−1(ȳt − ᾱ+ β̄
′
x̄t) (8)

where bar represents cross-sectional averages.

If γ̄ 6= 0 is true then the unobserved common factors are captured by cross-sectional means of y and

x since f̄t
p−→ ft. [10].

GDPit = γi + αiEit + βiCAPit + γiĒt + δi ¯CAP t + θi ¯GDPt + εit (9)

where ¯GDP t = 1/N
∑N

i=1GDPit, Ēt = 1/N
∑N

i=1Eit and ¯CAP t = 1/N
∑N

i=1 CAPit for all t. This
method is robust for the structural changes and autocorrelation by Pesaran and Tosetti [12].

In the final step, we test the residuals from equation (9) for existence of unit root. We use the test
from section 3.2. If we reject the null hypothesis that the residuals are stationary which points out the
long run relationship among GDP, energy and capital.
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3.4 Granger causality

As the main hypothesis is about causal relationship between GDP and energy, we use panel version of
Vector Error Correction Model proposed by Pedroni [8] Panel Error-Corection Model (PECM). We test
the significance of parameters from equation (11) and (12). The third equation is not important for our
analysis. The parameters θ reveal short-run relationship among dependent variables and lags of GDP,
energy and CAP in differences. For long-run relationships, we test parameters λ1 and λ2. Significant λ1
and λ2 with negative sign indicate the long-run relationship.

The equation (11) and (12) will be estimated with Pooled Mean Group estimator by Pesaran [8]. The
optimal lags structure is determined by information criteria.

∆GDPit =θ1i +

p∑

k=1

θ11ik∆GDPit−k +

p∑

k=1

θ12ik∆Eit−k

+

p∑

k=1

θ13ik∆CAPit−k + λ1iεit−1 + v1it

(10)

∆Eit =θ2i +

p∑

k=1

θ21ik∆GDPit−k +

p∑

k=1

θ22ik∆Eit−k+

+

p∑

k=1

θ23ik∆CAPit−k + λ2iεit−1 + v2it

(11)

4 Empirical part

Cross-sectional dependence

In the Table 2, we can see the result from Pesaran CD test for cross-sectional dependence. We can accept
the alternative hypothesis about cross-sectional dependence. The GDP variable means that if we regress
GDP on E and CAP by fixed effect estimator, the residuals will be highly correlated on average.

Variable CD-test p-value corr

GDP 93.27 0.000 0.804

E 77.10 0.000 0.664

CAP 71.45 0.000 0.616

Table 2 Cross-Section dependence

Stationarity

As we reject hypothesis about non-existence of cross-sectional dependence, the second generation panel
unit root test has to be used. The results of Pesaran Unit root test are shown in Table 3. We assume
process from equation (5) with time trend t.

We cannot accept the alternative hypothesis about stationarity for all variables. In the next step, we
test the first differences of variables. In this case we can reject the null hypothesis.2 The final result is
that GDP, Energy and CAP are I(1) process.

Cointegration

We have found that the variables are integrated of order 1. The next step is to test the existence of long
term relationship. We estimate equation (1) by CCEMG model. The results are shown in Table 4. The

2test in not part of the paper
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Variable lags Zt-bar p-value

GDP 0 4.562 1.000

GDP 1 3.150 0.999

Energy 0 -0.694 0.244

Energy 1 1.139 0.873

CAP 0 0.901 0.816

CAP 1 -0.898 0.185

Table 3 Unit root test

crucial row is called Residuals. We can see that residuals are integrated of order 01 and we accept the
hypothesis about existence of co-integration relationship.

The next interesting result is in row CD. In the same manner we use residuals from regression to
test existence of cross-sectional dependence. The number 0.059 is value of Pesaran CD statistic from
section 3.1 and the number in brackets is p-value. CCEMG estimator thus provides cross-sectional
independent residuals as opposed to the fixed effect estimator. The coefficients α and β from equation
(1) are significant.

Variable Coef. Std. Error z p-value

Energy 0.397 0.164 2.41 0.016

CAP 0.706 0.133 5.29 0.000

Residuals I(0)

CD 0.059 (0.000)

Table 4 CCEMG estimation

Granger causality

In the last part, we test hypothesis from Table 1. The estimated equation (11) and (12) by PEC model
are displayed in the Table 5. 3. In the brackets are standard errors and the optimal lags structure is one.

For the short-run period, we can see in the first row that energy does not have significant impact on
GDP. The estimated coefficient is 0.026 and standard error is 0.065. Capital has significant impact on
GDP.

In the second row, we can see that GDP does not have significant impact on energy but the capital
has significant impact on energy. The coefficient value is 0.574 and standard error is 0.231. It can be
interpreted as follows: one percentage point change in capital formation will lead to the 0.574 percentage
point change in energy use. This value is relatively high comparied to results obtained from developed
countries.

For long run relationship, we have to look at ECT coefficient. In both cases the sign is negative and
significant. We can accept hypothesis that energy and capital have long run impact on GDP and that
capital and GDP have significant long run relationship with energy.

∆GDP ∆Energy ∆CAP ECT

∆GDP - .026 (0.065) 0.890 (0.168) -0.043 (0.016)

∆Energy 0.134(0.200) - 0.574 (0.231) -0.156 (0.040)

Table 5 Granger causality

1we used CADF test
3equation with CAP as a dependent variable is not displayed
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5 Conclusion

We analyzed Granger causality between GDP and energy for upper-middle-income economies from 1991-
2014. The data were analyzed on cross-sectional dependence, unit root test and co-integration. Because of
the existence cross-sectional dependence we used second generation unit root test and Common correlated
effect estimator by Pesaran. We identified co-integrating relationship among variables. This conclusion
is consistent with empiric results. We applied Granger-causality on panel error correction model and
accepted the bivariate hypothesis for upper-midle income countries. The bivariate evidence is not typical
form of causality in the literature. Narayan and Popp [7] argue that the data for developed countries
supports the conservative hypothesis and the data for lower income countries supports growth hypothesis.
One possible explanation of our results lies in the methodology. The econometric techniques in this paper
do not distinguish cross-section units and give the same weight to all of them. The possible solution
consists in the spatial econometrics for modelling relationship among the countries Formánek [3].
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Incorrectly Posed Optimization Problems under

Extremally Linear Equation Constraints

Mahmoud Gad 1, Josef Jablonský 2, Karel Zimmermann 3

Abstract.

In this paper we propose an approach for solving (max, min)-separable linear
equation systems. The concept of attainable set for (max, min)-separable linear
equation systems will be introduced. Properties of the attainable sets will be
studied in detail. The (max, min)-separable linear equation systems, in which
the function of unknown variable occur only on one side, will be consider. In
this case, attainable set means that ”the set of all real vectors on the right hand
side of linear separable equation, which make the separable linear equation sys-
tem solvable”. Optimization problem consisting in finding the nearest point of
an attainable set to a given fixed point will be considered. An algorithm for
solving the optimization problem will be proposed. Motivational example from
the area of operations research, which shows possible applications of the opti-
mization problem solved in the paper, will be given. Two numerical examples
illustrating the proposed algorithm are included. Hints for further research will
be briefly discussed in the conclusions.

Keywords: Attainable Sets, Incorrectly Posed Problems, (max,min)-
Separable Equations.

JEL classification: C44, C14, C30
AMS classification: 90C47, 90C31

1 Introduction

Problems on algebraic structures, in which pairs of operations (max,+) or (max,min) replace addition
and multiplication of the classical linear algebra have appeared in the literature approximately since
the sixties of the last century (see e.g. [1]). In this paper we will study so called attainable sets of such
systems, i.e. the sets of right-hand sides, for which there exists a solution of the given system. Let us note
that problems, the original formulation of which has no solution were called sometimes in the literature
incorrectly posed problems ( see e.g. [3] ). Such problems are neither linear nor convex in usual algebraic
sense. Such problems for (max,+)-linear equation system were considered using a different approach in
(see e.g. [2], [7]). Problems for (max,min)-linear equation and inequality system were considered using
a different approach in (see e.g. [4], [5], [6]). Our purpose in this paper is to present an approach to
incorrectly posed (max,min)-separable equation systems.

Let us introduce the following notations: I = {1, 2, . . . ,m}, J = {1, 2, . . . , n}. Let A be a matrix
with finite elements aij ∈ R = (−∞,+∞),∀i ∈ I, j ∈ J , let α ∧ β ≡ min(α, β) for any α, β ∈ R. Vector
A⊗ x ∈ Rm for x = (x1, . . . , xn)T ∈ Rn will be defined as follows:

(A⊗ x)i ≡ max
j∈J

(aij ∧ xj)∀i ∈ I.

The system of (max,min)-separable equations with right-hand side b ∈ Rm is an equation system of the
form

A⊗ x = b.
1Sohag University, Faculty of Science, Sohag 82524, Egypt; University of Economics, Faculty of Informatics and Statistics,

Department of Econometrics, W. Churchill Sq. 1938/4, 130 67 Prague 3, Czech Republic, Mahmoud attya or@yahoo.com.
2University of Economics, Faculty of Informatics and Statistics, Department of Econometrics, W. Churchill Sq. 1938/4,

130 67 Prague 3, Czech Republic, jablon@vse.cz.
3Charles University, Faculty of Mathematics and Physics, Malostranské nám. 2/25, 118 00 Praha 1, Czech Republic,

Zimmermann@seznam.cz.
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The set of all solutions of the system will be denoted M(b), (i.e. M(b) = {x ∈ Rn ; A⊗ x = b}.)

Definition 1. Set R(A) ≡ {b ∈ Rm∃ x ∈ Rn such that A⊗ x = b} is called attainable set of matrix A.

In what follows we will solve the following optimization problem:

∣∣∣
∣∣∣b− b̂

∣∣∣
∣∣∣ = max

i∈I

∣∣∣bi − b̂i
∣∣∣ −→ min subject to b ∈ R(A) (1)

The optimal solution of problem (1) will be denoted bopt. Let us note that if b̂ ∈ R(A), it is evidently

bopt = b̂. Therefore we will assume in what follows that b̂ 6∈ R(A). Before investigating properties of
attainable sets and analysis of problem solution, we will bring an example, which shows one possible
application, which leads to solving the system given above.

Example 1. Let us assume that m places i ∈ I(1) ≡ {1, 2, . . . , m} are connected with n places
j ∈ J ≡ {1, 2, . . . , n} by roads with given capacities. The capacity of the road connecting place i with
place j is equal to aij ∈ R. We have to extend for all i ∈ I, j ∈ J the road between i and j by a road
connecting j with a terminal place T and choose an appropriate capacity xj for this road. If a capacity
xj is chosen, then the capacity of the road from i to T via j is equal to aij ∧ xj = min(aij , xj). We
require that the connection between places i and T is for at least one j equal to a given number bi ∈ R
and the chosen capacity xj lies in a given finite interval i.e. xj ∈ [xj , xj ], where xj , xj ∈ R are given finite
numbers. Therefore feasible vectors of capacities x = (x1, x2, . . . , xn) (i.e. the vectors, the components
of which are capacities xj having the required properties) must satisfy an equation system of the form
A⊗ x = b.

2 Properties of Attainable Sets and Analysis of the Problem

In this section we will study in more detail some properties of attainable sets and analyze the problem
(1). The properties are formulated as the following three lemmas.

Lemma 2.1. Set R(A) has the maximum element, i.e. an element bmax ∈ R(A) such that b ≤
bmax ∀ b ∈ R(A).

Proof. Let αi = maxj∈J aij ∀i ∈ I . Let x ∈ Rn be arbitrarily chosen. Then aij ∧ xj ≤ aij for all
i ∈ J, j ∈ J . Therefore for any i ∈ I we obtain that

max
j∈J

(aij ∧ xj) = max
j∈J

aij = αi.

Therefore if we set bmax
i = αi ∀ i ∈ I, then bmax ∈ R(A), since e.g. if x̂ ∈ Rn and x̂j ≥ maxi∈I αi

we have maxj∈J(aij ∧ x̂j) = αi = bmax
i . For an arbitrary b ∈ R(A) there exists x ∈ Rn such that

b = A⊗ x ≤ A⊗ x̂ = bmax, so that bmax is the maximum element of R(A), this ends the proof.

Lemma 2.2. Let b ∈ Rm, I>j = {i ∈ I ; aij > bi} ∀ j ∈ J . Let M(b) = {x ∈ Rn ; A ⊗ x = b} be
nonempty. Let vector x(b) ∈ Rn be defined as follows:

xj(b) = min
i∈I>

j

bi ∀ j ∈ J if I>j 6= ∅.

We set the minimum equal to infinity if I>j = ∅. Then x(b) is the maximum element of set M(b).

Proof. Let us note that if x ∈M(b), then it must be aij ∧ xj ≤ bi for all i ∈ I, j ∈ J . Therefore it must
be x ≤ x(b) ∀x ∈ M(b) so that x(b) is the upper bound for elements of M(b). It remains to prove that
if set M(b) is nonempty it must be x(b) ∈M(b). Let us set

Sj(xj) ≡ {k ∈ I ; akj ∧ xj = bk} ∀j ∈ J.

If I>j 6= ∅, then
Sj(xj(b)) = {k ∈ I ; xj(b) = bk = min

i∈I>
j

(bi)}.
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If I>j = ∅, then xj(b) =∞ and Sj(xj(b)) = {k ∈ I ; akj = bk}. We will show further that

x(b) ∈M(b) ⇐⇒
⋃

j∈J
Sj(xj(b)) = I.

Really if
⋃

j∈J Sj(xj(b)) = I and p ∈ I is arbitrary, then there exists index j(p) ∈ J such that p ∈
Sj(p)(xj(p)(b)) and therefore apj ∧ xj(b) ≤ bp for all j ∈ J and apj(p) ∧ xj(p)(b) = bp so that maxj∈J(apj ∧
xj(b)) = bp. Since p was arbitrary, we obtain that x(b) ∈ M(b). To prove the opposite implication let
us assume that

⋃
j∈J Sj(xj(b)) 6= I so that there exists index i0 ∈ I such that i0 6∈

⋃
j∈J Sj(xj(b)) and

therefore ai0j ∧ xj(b) 6= bi0 ∀j ∈ J and therefore maxj∈J(ai0j ∧ xj(b)) 6= bi0 and thus x(b) 6∈M(b).
Let us note that if xj ≤ xj(b) for any j ∈ J , then Sj(xj) ⊆ Sj(xj(b)). Therefore if

⋃
j∈J Sj(xj(b)) ⊂ I,

then for any x ≤ x(b) we have ⋃

j∈J
Sj(xj) ⊆

⋃

j∈J
Sj(xj(b)) ⊂ I

and thus M(b) = ∅, since all elements of M(b) must satisfy the inequality x ≤ x(b). It follows that

M(b) 6= ∅ ⇐⇒ x(b) ∈M(b).

In other words if M(b) 6= ∅, then x(b) ∈M(b) and x ≤ x(b) for all x ∈M(b), so that x(b) in the maximum
element of M(b), what was to be proved.

Lemma 2.3. Let bmax be the maximum element of R(A), b̂ ∈ Rm such that b̂p ≥ bmax
p for some p ∈ I, b

an arbitrary element of R(A). Then
∣∣∣bp − b̂p

∣∣∣ ≥
∣∣∣bmax

p − b̂p
∣∣∣ .

3 Algorithm - A Parametric Version for Problem Solution

In what follows we will replace problem (1) with the following parametric optimization problems:

Minimize t subject to
∥∥∥b− b̂

∥∥∥ ≤ t, b ∈ R(A) (2)

Minimize t subject to b̂i − t ≤ max
j∈J

(aij ∧ xj) ≤ b̂i + t, ∀ i ∈ I. (3)

Let M(t) denote the set of feasible solutions of problem (2). We have then

M(t) = {x ; b̂i − t ≤ xj ≤ b̂i + t, ∀ i ∈ I}.

And let us set for all i ∈ I, j ∈ J .

Tij(t) ≡ {xj | b̂i − t ≤ aij ∧ xj ≤ b̂i + t}.

Note that maxj∈J(aij ∧ xj) ≤ b̂i + t, ∀ i ∈ I, implies that for each fixed j ∈ J it is aij ∧ xj ≤
b̂i + t, ∀ i ∈ I, so that for each fixed j ∈ J and t it must be

xj ≤ xj(b̂+ t) ≡ mini∈Ij(t)(b̂i + t),

where Ij(t) ≡ {i ∈ I | aij > b̂i + t}, and we set the minimum equal to infinity if I>j (t) = ∅. Let us note

that if aij > b̂i + t i.e. t < aij − b̂i, then b̂i + t is the upper bound for xj ∈ Tij(t) and if t ≥ aij − b̂i, then

aij ≤ b̂i + t so that also aij ∧ xj ≤ b̂i + t and b̂i + t is no more an upper bound for xj , i.e. the upper
bound for xj is higher. Let us note further that if Tij(t) 6= ∅, then it must be fulfilled two inequalities

aij ≥ b̂i − t and b̂i − t ≤ xj(b̂i + t)

If either aij < b̂i − t or b̂i − t > xj(b̂i + t), then Tij(t) is empty.

We will find minimum value of t, for which the inequalities aij ≥ b̂i − t and b̂i − t ≤ xj(b̂i + t) hold.

The minimum value of t, for which aij ≥ b̂i− t holds is evidently τ
(1)
ij ≡ b̂i−aij . To define the minimal

value of t, for which b̂i − t ≤ xj(b̂i + t) holds, we will investigate xj(b̂i + t) as a function of t. We
have for any fixed j ∈ J and t ≥ 0 :

xj(b̂+ t) = min
i∈Ij(t)

(b̂i + t) = b̂k(j,t) + t,
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where we set xj(b̂+ t) =∞, if Ij(t) = ∅. Note that xj(b̂+ t) =∞, for all t ≥ maxi∈I(aij − b̂i). We

will consider therefore only values t ≤ maxi∈I(aij − b̂i). Let us set

I
(1)
j ≡

{
k | maxk∈I(aij − b̂i) = akj − b̂k = α

(1)
j

}
, I

(2)
j ≡

{
k | max

k∈I\I(1)
j

(aij − b̂i) = akj − b̂k = α
(2)
j

}
,

I
(3)
j ≡

{
k | max

k∈I\(I(1)
j ∪I

(1)
j )

(aij − b̂i) = akj − b̂k = α
(3)
j

}
, and so on ..........

I
(p)
j ≡

{
k | max

k∈I\⋃p−1
h=1 I

(h)
j

(aij − b̂i) = akj − b̂k = α
(p)
j

}
, where I\⋃p−1

h=1 I
(h)
j 6= ∅, and

⋃p
h=1 I

(h)
j = I.

Values α
(p)
j , h = 1, · · · , p are therefore different values, which occur in the set aij − b̂i, i ∈ I and holds

α
(1)
j > α

(2)
j > · · · > α

(p)
j , 1 ≤ p ≤ m.

Having determined values α
(1)
j , α

(2)
j , · · · , α(p)

j , we can find explicitly Ij(t) in dependence of t :

Ij(t) = ∅ if t ≥ α
(1)
j , Ij(t) = I

(1)
j if α

(2)
j ≤ t < α

(1)
j , Ij(t) = I

(1)
j ∪ I(2)j if α

(3)
j ≤ t < α

(2)
j ,

and so on .......... Ij(t) =
⋃p−1

h=1 I
(h)
j if α

(p)
j ≤ t < α

(p−1)
j and Ij(t) =

⋃p
h=1 I

(h)
j = I if t < α

(p)
j .

Now we can find the explicit form of xj(b̂ + t) as a function of t : xj(b̂ + t) = ∞ where t ≥ α
(1)
j ,

xj(b̂ + t) = mini∈Ij(t)b̂i + t = b̂k(j,t) + t where α
(2)
j ≤ t < α

(1)
j , and k(j, t) ∈ I

(1)
j xj(b̂ + t) =

mini∈Ij(t)b̂i + t = b̂k(j,t) + t where α
(3)
j ≤ t < α

(2)
j , and k(j, t) ∈ I

(1)
j ∪ I(2)j and so on ..........

xj(b̂ + t) = mini∈Ij(t)b̂i + t = b̂k(j,t) + t where α
(p)
j ≤ t < α

(p−1)
j , and k(j, t) ∈ ⋃p−1

h=1 I
(h)
j ,

xj(b̂+ t) = mini∈Ij(t)b̂i + t = b̂k(j,t) + t where 0 ≤ t < α
(p)
j , and k(j, t) ∈ ⋃p

h=1 I
(h)
j = I

The following numerical example enlightens the definition of I
(k)
j , k = 1, ..., p .

Example 2. Let m = 5, (a1j , a2j , a3j , a4j , a5j)
T = (5, 8, 8, 16, 20)T , b̂ = (3, 5, 5, 12, 14) so that

(a1j − b̂1, a2j − b̂2, a3j − b̂3, a4j − b̂4, a5j − b̂5)T = (2, 3, 3, 4, 6)T , and we obtain p = 4 and I
(1)
j = {5},

with α
(1)
j = 6, I

(2)
j = {4}, with α

(2)
j = 4 I

(3)
j = {2, 3}, with α

(3)
j = 3 I

(4)
j = {1}, with α

(4)
j = 2.

Let us find Ij(t) and xj(b̂+ t) for the numerical data of this example, we obtain

Ij(t) = ∅, xj(b̂+ t) =∞ if t ≥ 6,

Ij(t) = {5}, xj(b̂+ t) = 14 + t if 4 ≤ t < 6,

Ij(t) = {4, 5}, xj(b̂+ t) = 12 + t if 3 ≤ t < 4,

Ij(t) = {2, 3, 4, 5}, xj(b̂+ t) = 5 + t if 2 ≤ t < 3,

Ij(t) = {1, 2, 3, 4, 5} = I, xj(b̂+ t) = 3 + t if 0 ≤ t < 2.

t

b̂i − t

xj(b̂+ t)

τ
(2)
ij

Figure 1 a: Graph of xj(b̂+ t) and b̂i − t

•

◦

•
◦

•

◦

0
t

b̂i − t

xj(b̂+ t)

τ
(2)
ij

Figure 1 b: Graph of xj(b̂+ t) and b̂i − t

•

◦

•
◦

•

◦

0
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It follows that xj(b̂ + t) is for each j ∈ J a strictly increasing, partially continuous function of t
with at most m discontinuity points, in which it is continuous from above. The explicit expression of

xj(b̂ + t) makes possible to find τ
(2)
ij such that b̂i − τ (2)ij ≤ xj(b̂ + τ

(2)
ij ) and b̂i − t > xj(b̂ + t) if

t < τ
(2)
ij . Figures 1 a and 1 b show the following two possibilities:

Possibility (1) as in Figure 1 a: in this case b̂i − τ (2)ij = xj(b̂+ τ
(2)
ij ) .

Possibility (2) as in Figure 1 b: in this case b̂i − τ (2)ij < xj(b̂+ τ
(2)
ij ) and b̂i − t > xj(b̂+ t) if t < τ

(2)
ij .

New Let us set
τij ≡ max(τ

(1)
ij , τ

(2)
ij ),

Since we obtained that
Tij(t) 6= ∅ if and only if t ≥ τij .

In other words τij is the optimal solution of the minimization problem

Minimize t subject to Tij(t) 6= ∅.

Note that it follows from Lemma 2.4 in [6] that for any fixed t ,

M(t) 6= ∅ if and only if ∀ i ∈ I ∃ j(i) ∈ J such that Tij(i)(t) 6= ∅ (4)

Which leads us to provide the next lemma.

Lemma 3.1. Let us set I>j = {i ∈ I ; aij > b̂i + t}, Tij(t) = {xj ; b̂i − t ≤ aij ∧ xj ≤ mink∈I>
j
b̂k + t =

b̂k(j) + t} for any i ∈ I, j ∈ J . Then

M(t) 6= ∅ ⇐⇒ ∀i ∈ I ∃ j(i) ∈ J, such that Tij(i)(t) 6= ∅ & x ≤ x(b̂+ t),

where we set b̂+ t = (b̂1 + t, · · · , b̂m + t).

Proof. Let t be arbitrary and fixed. Since according to Lemma 2.2 x(b̂+ t) is the maximum element

of set M(t) , then M(t) 6= ∅ if and only if xj ≤ xj(b̂ + t) ∀ xj ∈ Tij(t) or in other words the upper
bound of Tij(t) must not be violated if x is in M(t) . Let us assume know that x ∈ M(t) and at
the same time there exists index k ∈ I such that Tkj(t) = ∅ ∀ j ∈ J . Since x ∈ M(t) , it must be

xj ≤ xj(b̂+ t) for all j ∈ J and therefore if Tkj(t) ∀ j ∈ J is empty, we have akj ∧xj < b̂k− t ∀ j ∈ J
and therefore maxj∈J(akj ∧ xj) < b̂k − t and x 6∈ M(t), which is a cotradiction. To prove the oppsite
assertion, we assume that for each i ∈ I, there exists at least one index j(i) ∈ J such that Tij(i)(t) 6= ∅
and x ≤ x(b̂ + t). We will prove that M(t) 6= ∅. In this case it is e.g. maxj∈J(aij ∧ xj(b̂ + t)) ≥ b̂i − t.
Since x(b̂+ t) evidently satisfies the upper bound condition xj ≤ x(b̂+ t), we obtain that x(b̂+ t) ∈M(t)
and thus M(t) 6= ∅, which completes the proof.

As a consequeance of (4) and Lemma 3.1 we obtain:

M(t) 6= ∅ if and only if t ≥ τ ≡ max
i∈I

min
j∈J

τij .

Therefore the necessary and sufficient condition of Lemma 3.1 will be satisfied for t ≥ maxi∈I minj∈J τij .
Therefore the optimal solution topt of problem (2) is

topt = max
i∈I

min
j∈J

τij .

We will illustrate the theoretical result by a small numerical example.

Example 3. Let m = n = 3, b̂ = (0, 1, 1)T ,

A =




3 1 5

4 4 6

7 7 3




In this case bmax = (5, 6, 7)T and
minj∈J τ1j = min(0, 0, 0) = 0,
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minj∈J τ2j = min(1/2, 1/2, 1/2) = 1/2,
minj∈J τ3j = min(1/2, 1/2, 1/2) = 1/2,
so that topt = maxi∈I minj∈J τij = max(0, 1/2, 1/2) = 1/2 and the optimal solution of PROBLEM
I is: bopt = A ⊗ (0, 1/2, 1/2)T = (1/2, 1/2, 1/2)T . Note that since for x̃ = (1/2, 1/2, 1/2)T we have
A⊗ x̃ = bopt, we obtain that bopt ∈ R(A). The optimal value of the objective function of problem ( 1) is∥∥∥bopt − b̂

∥∥∥ = max(1/2, 1/2, 1/2) = 1/2.

4 Conclusions

In this paper the idea that arises in connection with practical applications, which are described by (max,
min)-separable linear equation systems, is introduced. The problem what to do if the given (max, min)-
separable linear equation systems has no feasible solution is analysed. We have to modify the original
system (i.e. to modify its input coefficients) in such a way that the new problem has a solution. In this
situation it is natural trying to modify the problems in such a way that the original goals of the given
system ( e.g. bounds on costs or arrival times) will be violated as little as possible. We introduced a
technique through it we can modify the values on the right hand side of the systems until the system is
solvable, and it will be violated as little as possible. In the future work we will introduce and propose an
algorithm for solving problem (1) by using Threshold Version Technique. Moreover, we will try to apply
the technique introduced here for real life problems and introduce a new technique that allows modify
the values of the left hand side coefficients in order the system has a feasible solution. Another possibility
to make the research closer to practical requirements would be considering stochastic or interval input
coefficients of the (max,min)−linear systems.
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One Type of Activity Synchronization Problems

Martin Gavalec1, Karel Zimmermann2

Abstract. In this paper we will consider one type of equation systems, in each
equation of which (max,plus)-linear and/or (min,plus)-linear functions occur.
Such functions are expressed as the maximum (minimum) of a finite number
of simple linear functions of one variable. Each equation of the system has a
(max,plus)-linear function on one side and/or (min,plus)-linear function on the
other side. So called one-sided systems with (max,plus)- or (min,plus)-linear
functions on one side only and a constant on the other side were studied in
the literature approximately since the sixties of the last century (see e.g. pub-
lications by N. Vorobjov or R.A.Cunninghame-Green). The systems we are
going to study in this paper have (max,plus)- linear functions on one side and
(min,plus)-linear function on the other side. We will call such systems two-
sided. We will present method for finding a solution of such systems in case
the systems are solvable. Such equation systems can be applied for synchro-
nizing release and completion times of activities with given processing times.
A motivating example will be presented. Results are illustrated by a small
numerical example.

Keywords: Two-sided (max,plus)/(min,plus)-linear equation systems, Activ-
ity synchronisation.

JEL classification: C44, C41
AMS classification: 90B35, 90B20

1 Introduction

In this paper we will consider one type of equation systems, in each equation of which (max,+)-linear
and/or (min,+)-linear functions occur. Such functions are expressed as the maximum (minimum) of
a finite number of simple linear functions of one variable, more exactly, if x = (x1, . . . , xn) ∈ Rn and
αj ∈ R, j = 1, . . . , n, then function f(x) = max1≤j≤n(αj + xj) is called (max,+)-linear and similarly
(min,+)-linear function is defined. Each equation of the system has a (max,+)-linear function on one
side and/or (min,+)-linear function on the other side. So called one-sided systems with (max,+)- or
(min,+)-linear functions on one side only and a constant on the other side were studied in the literature
approximately since the sixties of the last century (see e.g. [3], [5]). A relatively up to date state of
art of the theory of such systems can be found in [2]. The systems we are going to study in this paper
have (max,+)- linear functions on one side and (min,+)- or (max,+)-linear function on the other side,
we will call them two-sided. We will present method for finding a solution of such systems in case the
systems are solvable. Such equation systems can be applied for synchronizing release and completion
times of activities with given processing times. In the next section, we present a motivating example of
such application.

2 Motivation

The following example shows a motivation for the research presented in this contribution.

Example 1. We assume that passengers should be transported from places Pj , j ∈ J ≡ {1, . . . , n}
to destinations Dk, k ∈ J via transit points Ti, i ∈ I ≡ {1, . . . ,m}. The passengers must change for

1University of Hradec Kralove/Faculty of Informatics and Management, Deaprtment of Information Technologies, ad-
dressRokitanova 62, Hradec Kralove,Czech Republic, e-mail: Martin.Gavalec@uhk.cz

2Charles University Prague/Faculty of Mathematics and Physics, Department Applied Mathematics, Malostranske na-
mesti 25, 118 00 Praha 1, Czech Republic, e-mail: Karel.Zimmermann@mff.cuni.cz
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another means of transport at the transit points. The times necessary to cover the distances between
Pj and Ti are equal to aij > 0 and the times necessary for transfer between Ti and Dk are equal to
cik > 0. The components of x = (x1, . . . , xn) denote departure times at Pj , j ∈ J and the components
of y = (y1, . . . , yn) denote the arrival times to destinations Dk, k ∈ J . We assume that the passengers
can continue their journey from Ti to Dk only after all passengers who must change at Ti had arrived to
Ti so that nobody will miss the connection at any transit point. The departure times zk from Ti to Dk

are under our assumption equal to zk = yk − cik. Feasible departure times from a fixed transit point Ti

to a fixed Dk must satisfy the inequality

max
j∈J

(xj + aij) ≤ zk ∀k ∈ J

so that
max
j∈J

(xj + aij) ≤ min
k∈J

zk = min
k∈J

(yk − cik).

It arises the question whether there exists a pair x, y ∈ Rn satisfying the equation system

max
j∈J

(xj + aij) = min
k∈J

(yk − cik), i ∈ I.

If x, y satisfy the equation system, no unnecessary delays between arrivals and departures in the transit
points will occur.

Note that we can assume that the number of components is on both sides of the inequalities and
equations is equal, since the missing variables can be added with coefficients −∞ on the left and ∞ on
the right hand side. In this paper we will investigate a special solution of the equation system mentioned
above, in which y = x + α for someα ∈ Rn. If the transportation of passengers is periodically repeated,
such solution synchronizes the arrivals and departures in such a way that the repeating arrival and
departure time vectors are equal to x, x + α, x + 2α, . . . etc.

3 Problem Formulation, Preliminary Results

Let us introduce the following notations:

R is the set of real numbers, I = {1, . . . m}, J = {1, . . . n}, A, B are matrices with elements
aij , bij ∈ R ∀i ∈ I, j ∈ J

(A o x)i = max
j∈J

(aij + xj), (B o′ y)i = min
j∈J

(bij + yj), i ∈ I,

xT = (x1, . . . , xn), A o x = ((A o x)1, . . . , (A o x)n)T , B o′ y = ((B o′ y)1, . . . , (B o′ y)n))T )
(superscript T denotes transposition).

We will study equation system A o x = B o′ y, which was applied in the motivating example in the
preceding section. Especially we will be intrerested in so called steady state solutions, in which y = x+α
for some α ∈ R. Let us note that system

A o x = B o′ (x + α)

is equivalent with system
A o x = B̃ o′ x,

where B̃ = B + α, (B + α)ik = bik + α. Therefore we will first consider equation system, in which y = x,
i.e. system

max
j∈J

(aij + xj) = min
k∈J

(bik + xk), i ∈ I (1)

or using the matrix-vector notation The set of all solutions x of system (3) will be denoted M(A,B).
Our aim is to investigate properties of the set M(A,B) and find one of its elements if M(A,B) 6= ∅. For
this purpose, we will use some preliminary definitions and results, the proofs of which can be found in
the literature (see [2], [3], [4]).

Let
M1(A, b) = {x ∈ Rn | A o x = b}, M2(B, b) = (y ∈ Rn | B o′ y = b),
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xj(A, b) = min
k∈I

(bk − akj), ŷj(B, b) = max
k∈I

(bk − bkj), j ∈ J,

x(A, b) can be expressed using the matrix-vector notation as follows:

x(A, b) = −AT o′ b or x(A, b)T = bT o′ − A. (2)

A o x = B o′ x (3)

Proposition 1. ([2], [3], [4]) It holds:

(a) A o x(A, b) ≤ b.

(b) M1(A, b) 6= ∅ if and only if x(A, b) ∈ M1(A, b).

(c) Let M1(A, b) 6= ∅ and x ∈ M1(A, b). Then x ≤ x(A, b), i.e. x(A, b) is the maximum element of
M1(A, b).

Definition 1. Let z ∈ Rn, λ ∈ R, H = ||hjk||, j, k ∈ J be such that H o′ z = λ o′ z. Then λ is called
(min,+)- eigenvalue and z (min,+)- eigenvector of H corresponding to λ.

Proposition 2. ([2], [3] ) Let H be a real (n × n)-matrix, λ(H) be a (min,+)-eigenvalue of H, Hp =

H o′ H . . . , o′ H (p−times), let h
(p)
ik be elements of Hp. Then

λ(H) = min
p∈J

min
i∈J

(h
(p)
ii /p),

where we set h
(1)
ii = hii. λ(H) is the unique (min,+)-eigenvalue of H.

Let for any α ∈ R, z ∈ Rn, α o′ z = (α + z1, . . . , α + zm)T and for any pair of matrices C, D of
equal size with elelments cik, dik, (C ⊕′ D)ik = min(cik, dik).

Proposition 3. ([2] Theorem 4.2.4, p. 76 ) Let Hλ = (−λ) o′ H.

Γ(Hλ) = Hλ ⊕′ H2
λ ⊕′ . . . ⊕′ Hm

λ .

Then every column of Γ(Hλ) with zero diagonal entry is a principal (min,+)-eigenvector corresponding
to λ(H). Any (min,+)-eigenvector of H can be expressed as a (min,+)-linear combination of principal
(min,+)-eigenvectors of H.

4 Properties of set M(A,B)

Let us note that any solution x of system (1) must satisfy the inequalities

xj ≤ (B o′ x)i − aij , ∀i ∈ I, j ∈ J,

so that

xj ≤ min
i∈I

((B o′ x)i − aij), ∀j ∈ J.

The maximum solution x of these inequalities must therefore satisfy the equation system (compare Propo-
sition 1):

xj = min
i∈I

(min
k∈J

(bik + xk)) − aij , j ∈ J. (4)

By interchanging the min-operations we obtain

xj = min
k∈J

(min
i∈I

(bik + xk) − aij) = min
k∈J

(min
i∈I

(bik − aij) + xk), j ∈ J. (5)

Let us set
qjk = min

i∈I
(bik − aij), j, k ∈ J. (6)
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Thus, the maximum solution x will satisfy relation

Q o′ x = x, (7)

where Q = BT o′ − A.

It follows that the necessary condition for x to be the maximum solution satisfying (4) is that the
(min,+)-eigenvalue λ(Q) of matrix Q is equal to zero and x is a corresonding (min,+)−eigenvector of Q.
The condition is not sufficient, since in general according to Proposition 1 only inequality A o x(A, b) ≤ b
holds and it can happen that for vector x satisfying (7) only relations A o x ≤ B o′ x, A o x 6= B o′ x
hold. If x satisfies (7), we can easily find out by a direct computation whether at the same time equality
A o x = B o′ x holds. If it holds, then x solves the system (1).

The following numerical example illustrates the theoretical results obtained above.

Example 2. Let m = n = 2,

A = (aij) =

(
−2 −1

0 2

)
, B = (bik) =

(
0 −1

2 3

)
.

We have

Q = (BT o′ − A) =

(
2 0

1 0

)
.

Since

(Q)2 = Q o′ Q=

(
1 0

1 0

)
,

we have λ(Q) = 0 (see Proposition 2). Furthermore, we have Q = Qλ(Q), Γ(Q) = Q ⊕′ (Q)2 and

Γ(Q) =

(
1 0

1 0

)
.

It follows that x = (0, 0)T is the principal (min,+)-eigenvector of Q corresponding to λ(Q) = 0. We will
verify whether in our case x solves system (1). We have

A o x = B o′ x = (−1, 2)T ,

which gives x ∈ M(A,B).

If we have

A = (aij) =

(
−2 −1

0 2

)
, B = (bik) =

(
0 −1

4 3

)
,

then similar calculations result in x = (1, 0)T and it can be easily verified that

A o x = (−1, 2)T 6= B o′ x = (−1, 3)T .

Remark 1. We saw in the second part of Example 2 that in general the (min,+)-eigenverctor x sat-
isfies only the inequality A o x ≤ B o′ x. Let us note that it follows from the general theory of
(min,+)-eigenverctors that each (min,+)-eigenverctor is a (min,+)-linear combination of so called prin-
cipal (min,+)-eigenverctors (see Proposition 3). Therefore M(A,B) 6= ∅ if and only if at least one
principle (min,+)-eigenvector of Q is an element of M(A,B). If it is not the case, then M(A,B) = ∅. It
follows that we have to test at most n principle (min,+)-eigenvectors. If none of the pricipal (min,+)-
eigenvectors is in M(A,B), then M(A,B) = ∅ since for any (min,+)-linear combination x̃ of any principal
(min,+)-eigenverctors relations A o x̃ ≤ B o′ x̃, A o x̃ 6= B o′ x̃ hold.
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5 The case λ(Q) 6= 0

We will investigate further the case that λ(Q) 6= 0. We will show that a solution can be found in the
form (x, y) = (x, x − λ(Q)), i.e. we can set α = 0 and y = x − λ(Q). Let Qλ(Q) = (qjk − λ(Q)) and
λ(Qλ(Q)) denote the (min,+)-eigenvalue of Qλ(Q). Then λ(Qλ(Q)) = 0. To simplify the notations, let us

set Q̃ = Qλ(Q), q̃jk = qjk − λ(Q), Ã = A + λ(Q) = Ã = (aij + λ(Q)), B̃ = B − λ(Q) = (bij − λ(Q)).
Furthermore, we have

q̃jk = qjk − λ(Q) = bkj − aij − λ(Q) ∀j, k. (8)

Note that
q̃jk = bkj − (aij + λ(Q)) = bkj − ãij ,

where ãij denote the elements of Ã and

q̃jk = bkj − λ(Q) + aij = b̃ik − aij ,

where b̃ik denote the elements of B̃.

It follows that if x̃ is a (min +)-eigenvector of Q̃ corresponding to its (min,+)-eigenvalue, which is
equal to 0, we have

Ã o x̃ = B o′ x̃, so that (A + λ(Q)) o x̃ = B o′ x̃ (9)

or
A o x̃ = B̃ o′ x̃, so that A o x̃ = (B − λ(Q)) o′ x̃ (10)

Finally, (9), (10) are transformed to

A o (x̃ + λ(Q)) = B̃ o′ x̃, A o x̃ = B o′ (x̃ − λ(Q)). (11)

6 Conclusion

Using well known results of the theory of one-sided equation systems, we derived necessary conditions,
which fulfill steady state solutions of the two-sided (max,plus)/(min,plus)-linear equation systems (1).
Connection with (min,plus)-eigenvalues and (min,plus)-eigenvectors of matrix Q = BT − A was derived.
The results can be used in synchronizing groups of activities with deterministic processing times with
the aim to minimize the delay between the groups of activities which must follow one after the other.
The subject of a further research will be to find necessary and sufficient conditions for the steady state
solutions and methods.
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Slovak Day Surgery Beds Reduction on the Basis of Cost 

Frontier Function 
Beata Gavurova1, Samuel Korony2 

 
Abstract. Objective of our paper was to gain excessive beds numbers in the field of 

both paediatric and adult day surgeries in Slovakia. We used available indicators of 

eight Slovak regions with one day surgery facilities for both paediatric and adult patients 

during 2009 – 2013 (number of beds was input cost variable, numbers of patients was 

output variable). We obtained linear cost functions as dependencies of the numbers of 

beds vs numbers of patients by ordinary least squares. Then by corrected least squares 

we found relatively efficient regions that lie on deterministic cost frontiers. Košice re-

gion in 2012 was cost efficient from the viewpoint of paediatric patients. In case of adult 

day surgery relatively the best region was Banská Bystrica region in 2012. This way we 

found that the overall number of excessive beds in paediatric (adult) day surgery during 

2009 -2013 was 869 (2366).  Total surplus of day surgery beds in Slovakia during 2009 

– 2013 was 3 235 beds. The results of submitted analysis present a valuable platform 

for the creators of health and social policies as well as for other actors of health system 

in Slovakia.  

Keywords: Day surgery, Beds Reduction, Efficiency, Corrected Least Squares, Cost 

Frontier Function. 

JEL Classification: D24 

AMS Classification: 91B32 

1 Introduction 
The issue of the effectiveness of healthcare system is a current one in all countries and a subject of many scientific 

activities of specialized research teams [1][2]. Their importance is enhanced by a variety of systemic disorders, 

which result in a lack of efficacy, efficiency and quality of healthcare [3][4][5]. Their solution requires an active 

approach of stakeholders in the healthcare system and setting up effective national policies [8][9]. We have focused 

on the issue of indebtedness of Slovak healthcare and its solution through a system setup of reduction of beds by 

introducing one day surgery. Since 2002 the Slovak healthcare system is constantly in rising indebtedness which 

was caused by inefficient public resources in the system and weak budget criteria for state contributory organiza-

tions. During this period, the question of the introduction and use of day surgery was getting more and more 

attention because of its convenience for both patients and health insurance companies. Day surgery addresses 

medical conditions that cannot be solved by a single clinic visit, but do not require hospitalization for a few days 

[12]. The basic principle is that the post-operative treatment does not require more than 24 hours duration [13]. It 

is implemented on the basis of expert guidance of Ministry of Health about medical care performances no. 

06937/2006 dated 30.1.2006, vocational guidance of Ministry of Health no. 12225/2009 of medical care perfor-

mances and professional guidance of the Ministry of Health of the Slovak Republic no. 08465/2010 amending the 

Professional guideline of Ministry of Health. Since 2007, with the development of day surgery is associated a 

process to reduce in-patient facilities, which was part of the restructuring process. It was criticized by the govern-

ment mainly due to indiscriminate implementing of foreign models. On basis of the results of own research we 

can say that day surgery system in Slovakia is currently running but its components are not properly adjusted. This 

requires an effective regulation of the health system which should take particularly into account the health needs 

of the population. Their finding is very difficult especially from the methodological point (the scope, structure, 

representativeness and reliability of available data). There were research studies absenting in Slovakia till 2013 

which would be dealing with the problems of day surgery. This is also the reason for the stagnation and inefficient 

process of reduction of beds that have become disposal for many hospitals in Slovakia [10][11]. Primary aim of 

this study is to highlight their importance in creating optimal strategy towards the development of day surgery, as 

well as in the drafting of state health policy towards increasing the efficiency of Slovak healthcare system. 
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2 Data and research methods 
The data source for our analysis of day surgery surplus beds are data files offered to us kindly by the National 

Health Information Center of Slovakia (http://www.nczisk.sk). Slovak regions with day surgery facilities are our 

research objects. We analysed input and output indicators of both paediatric and adult day surgeries in Slovak 

regions during the years 2009 - 2013. Number of day surgery patients was output. Corresponding numbers of beds 

were used as input. We assume that the number of patients is already defined and it is not rational to increase it 

due to different medical, personal and technological requirements of day surgery therapy patients. That is why we 

used cost oriented approach. Besides descriptive statistics we used cost frontier analysis which is an parametric 

alternative to DEA methods [6][7]. Classic regression methods (e.g. least squares method) offer information about 

average cost not minimum cost. So they have to be modified. In our article we used corrected least squares method.  

We start from additive model of cost frontier: 

                 
𝐶𝑖 = 𝑓(𝑌𝑖 , 𝛽) + 𝑒𝑖                                                            (1) 

 

where Ci is cost of i-th unit, Yi is the vector of its outputs and f(Yi,β) is cost frontier.  

Vector β is the vector of estimated parameters and ei is residual of regression model. It is measured by the differ-

ence between real cost and minimum possible cost. Residual with the largest vertical distance below the cost 

function represents efficient case. Thus cost frontier is obtained by adding minimum residual value to the intercept. 

In our case we do not consider stochastic errors. Value of residual is due only to inefficiency. For statistic and 

graphic data analysis we used statistical software IBM SPSS version 19. In next part we present briefly statistic 

parameters of analysed variables (day surgery indicators) and then results of surplus beds analyses. 

 

3 Results 
a) Descriptive statistics results 

In Slovakia there are eight self-government regions at NUTS III level. In our paper we use their abbreviations 

from National Health Information Center of Slovakia: Banská Bystrica (BC), Bratislava (BL), Košice (KI), Nitra 

(NI), Prešov (PV), Trnava (TA), Trenčin (TC) and Žilina (ZI). Basic statistical parameters of analysed available 

variables (numbers of day surgery paediatric and adult patients, numbers of day surgery paediatric and adult beds) 

are in Table 1. We used them in cost frontier analysis of Slovak regions during five years interval (2009 -2013) 

(Mean = arithmetic mean, Std. Dev = standard deviation. Number of cases is 40 (eight Slovak regions during five 

years interval).  

 

Variable Mean Std. dev. Minimum Region Maximum Region 

Paediatric patients 1 317 895 201 TC9 3 374 PV13 

Adult patients 13 817 6 572.80 4 233 TA9 28 337 KI13 

Paediatric beds 39 23.4 5 TA9 115 NI13 

Adult beds 151 72.5 30 TA9 303 KI13 

 

Table 1 Statistical parameters of day surgery indicators in Slovak regions during 2009 – 2013 

 

 

Mean number of day surgery paediatric patients is 1 317. Minimum number (201) was in 2009 in Trenčín region, 

maximum number was 3 374 (Prešov region in 2013). Mean number of day surgery paediatric beds is 39 with 

range from minimum value 5 again in Trnava region in 2009 to maximum value 115 (Nitra region in 2013). Mean 

number of day surgery adult patients is 13 817. Minimum number (4 233) was in 2009 in Trnava region, maximum 

number was 28 337 (Košice region in 2013). Mean number of day surgery adult beds is 151 with range from 

minimum value 30 again in Trnava region in 2009 to maximum value 303 (again Košice region in 2013).   

 

b) Cost frontier results 

Let us begin with paediatric day surgery. We want to optimize number of beds therefore we use cost function. 

Then number of beds is dependent variable and the number of patients is independent variable. Coefficients of 

linear regression model of its cost function are given in Table 2. Regression model of paediatric day surgery cost 

function is significant in both terms: constant and linear (p < 0.001). Coefficient of determination is rather small 

(R2 = 0.310).  
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Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

Constant 18.972 5.516  3.439 .001 

Paediatric patients .015 .003 .573 4.307 .000 

 

Table 2 Linear regression model of paediatric day surgery cost function 

 

Constant term is significant what is surprising. As we can see in Fig.1 it is caused mainly by leverage effect of 

NI13 point (Nitra region in 2013). Residual of cost function was minimal in case of Košice in 2012 (label KI12). 

So Košice region in 2012 was cost efficient from all Slovak regions during 2009 - 2013 with zero surplus beds. 

But there were also other regions with negligible surplus beds (values less than 10): Banská Bystrica (2010, 2011, 

2012 and 2013), Bratislava (2009 and 2010) and Trnava (2009, 2010, 2011 and 2012). 

It is clear from the picture 1 that Nitra region in 2013 has got the largest beds surplus (label NI13). The second 

one case was again Nitra region in 2012 (NI12).  

 

 
Figure 1 Paediatric day surgery linear cost function with corresponding cost frontier 

 

Coefficients of linear regression model of adult day surgery cost function are in Table 3.  Linear regression model 

of adult day surgery cost function is significant only in linear term (p < 0.001). Coefficient of determination is 

much better than in case of paediatric day surgery (R2 = 0.692). 

 

 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

Constant 23.782 14.948  1.591 .120 

Adult patients .009 .001 .837 9.421 .000 

Table 3 Linear regression model of adult day surgery cost function 

 

The variance of points around regression line is smaller in case of adult day surgery cost function (see Fig. 2). 

Banská Bystrica region in 2012 was efficient from all Slovak regions during 2009 – 2013 with minimum residual 

(zero surplus beds, label BC12).  Other regions with small surplus beds (amounts less than 20) were: Žilina (2009 
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and 2010), Bratislava (2012), Trnava (2012) and Nitra (2013). The Prešov region in 2011 has got the largest beds 

surplus (label PV11). The second one case was Košice region in 2010 (KI10).  

 

 

 
Figure 2 Adult day surgery linear cost function with corresponding cost frontier 

 

 

  Beds surplus     Beds surplus   

Region Paediatric Adult Overall Rank Region Paediatric Adult Overall Rank 

BC2012 8 0 8 1 PV2010 44 41 86 21 

TA2012 9 12 20 2 KI2012 0 87 87 22 

TA2009 5 26 31 3 BL2010 4 85 90 23 

ZI2009 21 11 32 4 BL2013 17 74 90 24 

TA2010 8 24 32 5 PV2012 27 65 92 25 

TA2011 5 28 33 6 TC2009 19 81 99 26 

BL2011 12 23 34 7 NI2011 22 81 103 27 

ZI2010 33 3 36 8 KI2011 11 94 104 28 

BC2013 2 38 40 9 TC2012 13 94 106 29 

ZI2012 20 20 40 10 KI2013 36 77 113 30 

TA2013 14 27 41 11 TC2010 21 93 114 31 

BC2011 9 35 44 12 KI2009 35 80 115 32 

BL2012 40 11 50 13 TC2011 20 97 117 33 

BC2010 7 47 54 14 PV2009 19 99 118 34 

NI2009 29 28 57 15 NI2012 67 58 124 35 

BC2009 14 51 65 16 PV2013 15 111 126 36 

ZI2013 21 48 69 17 NI2013 107 20 126 37 

BL2009 9 66 75 18 TC2013 20 112 132 38 

NI2010 29 47 76 19 KI2010 31 123 154 39 

ZI2011 15 65 80 20 PV2011 34 188 222 40 

 

Table 4 Unnecessary day surgery beds in Slovak regions during 2009 -2013 
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Complete summary of all surplus beds in Slovak regions during analysed time interval is in the Table 4. Regions 

are ranked according to sum of both paediatric and adult day surgery surplus beds. From the table we can see that 

Banská Bystrica region in 2012 was the best of all regions in both paediatric and adult day surgery facilities from 

the viewpoint of surplus beds. The number of its surplus beds was only 8. The second one is Trnava region in 2012 

(surplus beds 20). The last is Prešov region in 2011 with 222 surplus beds and the last but one is Košice region in 

2010 (154 surplus beds). 

In Fig. 3 and Fig. 4 are depicted overall sums of surplus beds in Slovak regions. The best region during whole time 

interval is Banská Bystrica with surplus beds value of only 39. Very similar is Trnava region with 41 surplus beds. 

The worst is Nitra region with 253 unnecessary paediatric day surgery beds. The second one is Prešov (139 beds). 

In the field of adult day surgery is the best one Trnava region (117 surplus beds). Prešov region is the worst one 

(504 beds). The overall number of excessive beds in paediatric day surgery was 869 and in the case of adult day 

surgery it was 2366. Total surplus of day surgery beds in Slovakia during 2009 – 2013 was 3 235 beds. 

 

 

 
Figure 3 Bar graph of overall surplus beds of paediatric day surgery facilities in Slovak regions during 2009 - 

2013 

 

 

 
Figure 4 Bar graph of overall surplus beds of adult day surgery facilities in Slovak regions during 2009 – 2013 
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4 Conclusions 
 

The health sector is increasingly starting to use demographic data to provide scope for the high-quality spatial 

analysis. Their special significance can be seen in solving the issues concerning on system of day surgery in which 

our country is lagging behind in comparison to other developed countries. Critical aspect of this situation is con-

sidered the 15-year period of its use in Slovakia. Despite significant legislative support of Ministry of Health, 

support of health insurance companies, as well as other actors of the healthcare system, there is no recorded posi-

tive progress in Slovakia in recent years. This relates to the incorrect setting of policy of financing of performances 

determined by the pricing of health insurance companies influenced by the form of ownership (state vs. two pri-

vate). Objective of our paper was to gain excessive beds numbers in the field of both paediatric and adult day 

surgeries in Slovakia. By corrected least squares we found relatively efficient regions with minimum residuals 

from the viewpoint of deterministic cost linear frontiers. Košice region in 2012 was efficient from the viewpoint 

of paediatric patients. In case of adult day surgery relatively the best region was Banská Bystrica region in 2012. 

We found that the overall number of unnecessary beds in paediatric (adult) day surgery during 2009 - 2013 was 

869 (2366). Total surplus of day surgery beds in Slovakia during 2009 – 2013 was 3 235 beds. Presented partial 

outcomes from analysis of day surgery in Slovakia reveals the importance of analysing data that are available from 

the national registry (National Health Information Center) and the importance of their links with demographical 

characteristics. The outputs of these analyses enable the appropriate system setup for day surgery in different 

regions of Slovakia, link them to policy financed through health insurance companies, support the improvement 

of information disciplines of healthcare and related improvement of the process of reporting on the national register 

which will also promote the formation of objectives in Slovak state health policy along the lines of increasing the 

efficiency of the healthcare system. 
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Analysis in a time series of milk-yield production

Tomas Haloun1, Jaroslav Marek2, Radko Rajmon3, Martina Krš́ıková4

Abstract. Monitoring of milk yield is used as a tool for the operative manage-
ment of individual cows as well as management at the herd level. Nevertheless,
sometimes a general knowledge of the significance of a particular problem is
not sufficient for appropriate managerial decisions and a need arises to weigh
up the impact of particular disorder on a particular herd. Than it is necessary
to evaluate animal data from a longer period, different lactation order etc. The
aim of the introduced research is to present methods for comparing the milk
yield of cows in different epochs. The data from selected Holstein dairy herds
in the Czech Republic from an 8-year period was used as a model. Several
statistical hypotheses (zero trend, absence of seasonal variation) were being
tested. The results indicated a requirement to consider the relationship be-
tween labour date and milk production. Our statistical analysis enabled us to
draw up a table of milk-yield indices showing the average changes in 305-day
yield values among lactations and years.

Keywords: Statistical analysis of milk production, Wood function, Nonlinear
regression, Estimates of unknown parameters, time series.

JEL classification: C13
AMS classification: 62J02, 62M10

1 The introduction

Milk yield has a substantial impact on the economic profitability of dairy farms. Therefore a great deal
of attention is paid to the analysis of this indicator as well as the factors which influence milk production.
There exists a host of models which evaluate the effects such as the success of genetic improvement,
increasing quality of care, better feed composition and seasonal effect milk production at population
level, cf. [6]. At farm level the milk production is influenced by factors which impact the whole herd
but at the same time there are factors which affect individual animals. In order to make managerial
decisions, it can be desirable to assess the yield of individual cows in the context of the herd at a concrete
farm, which means working with seriously limited data volumes and different models. The basis for
yield evaluation is modelling of a 305-day yield. Using a mathematical model for the description of the
lactation curve leads to the need for finding a suitable regression function for fitting of measurements
of daily yield, which are performed mostly only once a month. Several methods for approximation of a
standard 305-day lactation cycle have already been proposed. Many studies have focused on modelling
the 305-day yield. Cf. [2], [1], [3]. The Wood function is the most preferred method for solution of this
nonlinear regression problem. See [5].

To evaluate phenomena observed in the long term, which have an individual impact and occur less
frequently, it is desirable to standardize the estimated 305-day yields. A timeline may be convenient to
capture correctly trend, seasonal, and cyclic components. The existence of these components needs to be
tested at a chosen level of significance with suitable statistical tests. Subsequently, the productivity can
be stripped off substantial factors. The main goal of this paper is to propose a suitable solution to the
issue of yield correction in selected animals, which will make comparisons possible in the long term.
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1.1 Measurements

The data was obtained from the company ZD Zahori register of two farms. All recordings for all 3737 an-
imals registered between the years 2001 and 2013 were exported. The data included 76724 measurements
2803, 1928, 1232, 1531 cycles for first, second, third, four and larger lactation, respectively. The data
were exported directly from the register with subsequent attributes: Cow id, cowshed stall number, date
of cows birth, day of cows disposal, date of labour, order of lactation, date of the control day, daily milk
yield on the control day [in kilogram], protein content [in kilogram], number of somatic cells (Tab. 1).

Table 1 Samples of the data on monthly measurements of the daily milk yield of several cows

1.2 Estimation of lactation curve by Wood function

Several mathematical models for 305-day yield are at our disposal. For detail see [2], [1], [3]. The results
in [3] indicated very good properties of Wood models. Estimation of this model will be described now.
Let x be the day of lactation and Y is the daily yield. Let’s consider that function f models how variable
x explain variable Y. Wood model for estimating of 305-day yield is given by function

f(β, x) = β1x
β2e−β3x. (1)

With nonlinear regression we expect thatY−Y0 has distribution with mean valueXβ, and covariance
matrix whereY is vector of measured daily yields,Y0 = f(β0;x), β0 is a suitable initial vector of unknown
parameters. Ordinary squares estimate of unknown vector parameter is given by formula

δβ̂ = (X′X)−1X′(Y −Y0)
′, (2)

where X is matrix of first partial derivatives of Wood function. Dimension of the matrix is n× 3. After
determining the partial derivatives of Wood function our matrix X has a form:

X =




xβ2

1 e
−β3x1 , β1x

β2

1 e
−β3x1 log(x1), −β1xβ2+1

1 e−β3x1

. . .

xβ2
n e

−β3xn , β1x
β2
n e

−β3xn log(xn), −β1xβ2+1
n e−β3xn


 . (3)

Estimation of unknown parameters is determined by adding up the initial solution and correction
given in formula (2):

β̂ = β0 + δβ̂. (4)

In nonlinear regression for functions with large Bates & Watts curvature and a small area of lineariza-
tion a correction of the initial solution is given by relationship

β̂ = β0 + αδβ̂. (5)

In process of numerical calculations we can choose equidistant step eg. s = 1/1000. So we will get
values αi = i/1000, i = 1, . . . , n. In the cycle 1000 estimates of unknow parameters is obtained. An
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estimate with the smallest value of criterior for estimation of regression line

Se =
n∑

i=1

(Yi − Ŷi)2 (6)

is considered as most satisfactory.

1.3 Example of approximation

This section will give a detailed description of individual steps in calculating unknown parameters of the
approximate function in one milk cow. Data are selected from seven lactation cycles of the milk cow
with ID 43539. The data for this cow in the table 2 was collected and calculated on the basis of data
on date of the milk yield measurement, date of the cow’s birthday and subsequent labors given in Table
1. Measured values of daily yields (in kilograms) are labelled y and the serial (order) number of the
lactation cycle in measured days is marked as x.

x 19 51 81 114 143 172 205 214 244 271 325

Y 41.2 42.0 39.6 35.2 26.2 30.8 30.6 28.4 23.2 20.6 23.0

Table 2 Samples of monthly measurements of the daily milk yield with order of lactation day

We need an appropriate initial vector of unknown parameters of Wood function, which is close to
the true value of unknown parameters. Suitable initial solution for approximation by Wood function
can be set as (5; 0.8; 0.02), cf. [3]. Then vector Y0 can be calculated by substitution of initial so-
lution β0 and vector x of the order of days in lactation cycle, into Wood function. We need this
vector to calculate the difference between estimated and measured milk yield. Calculated vector is
y0 = (42.7, 39.6, 37.1, 34.6, 32.5, 30.6, 28.5, 26.8, 25.2, 23.8)′. Numerical calculation provides the following
subresults and results

X =




0.94, 125.58, 810.36

0.87, 155.76, 2020.40

0.81, 163.05, 3005.43

0.76, 163.74, 3941.13

0.72, 161.33, 4648.61

0.67, 157.40, 5259.38

0.63, 151.86, 5848.33

0.59, 146.45, 6281.95

0.56, 140.59, 6656.25

0.52, 135.20, 6934.73




,
δβ̂ = (45.4125, 0.0080189, 0.0020595)′, αopt = 3/1000,

β̂ = (5.1362375, 0.799976, 0.020006)′, Se = 79.62.

Obtained estimate of unknown parameters is vector β̂ = (5.1362375, 0.799976, 0.020006)′. Estimate
of lactation curve is presented in Fig. 1.

Figure 1 Estimates of 305 d yield of cow 43539 at 1th lactation and cow 54538 at 7th lactation
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1.4 Applications to time series

In the process of finding a suitable methodology for data processing various test of statistical hypotheses
about trend in years, quarters, months were performed. The results of these tests demonstrated a sig-
nificant correlation between milk production and the years. Furthermore significant seasonal component
appeared in the quarters of the year. Comparing months appeared to be problematic with regard to the
different number of observations at a given interval and too many boundary observation. Coefficients
(relative indices) for each quarter and each separate lactation were proposed as the optimal procedure.
The final result of our study and our random sample is then a table of milk yield indices. This table
facilitates comparison of milk yield of individual animals from different lactation and years.

So time series of milk yield can be described by model with trend and seasonal components

Y = a+ bt+ α1q1 + α2q2 + α3q3 + α4q4, (7)

where q1 is 1 only for first quarter, for another quarters of year is zero, where q2 is 1 only for second
quarter, for another quarters is zero, where q3 is 1 only for third quarter, for another quarters is zero,
where q4 is 1 only for fourth quarter, for another quarters is zero. Analysis of milk yield time series show
how trend and seasonal factor change 305-d milk yield. See Fig. 2 and Fig. 3.

Based on such time series we can directly make corrections of estimated yield for individual cows
based on its classification into time interval. This leads to the possibility to relate yield to the selected
period, which will be evaluated in series of milk yield indexes by value 1. Each additional period then
has its own value index, which measures the relative change from baseline period in milk yield periods.

2 Results and Discussion

2.1 Trend in period 2005–2013

Obtained estimates of 305 day yield are depicted in Fig. 2. On axis x is date of calving. t-test for
hypothesis of nonzero trend provide us information that trend is positive. The result obtained from
ANOVA model simply provides information about existence of seasonal factors. See Table 3.

Figure 2 Time series of 305 d yield estimators between 2006 and 2013, 1st, 2nd, and 3rd lactation

A construction of graph in Fig. 3 is made on model (7). Intended milk yield indexes are presented in
the Tab. 4. As an initial period with an index value 1 was chosen the first quarter of 2006.
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10714 10005 10111 10743

Table 3 The mean values of milk-yield for quarters of year, 1st lactation

Figure 3 Estimates of trend and seasional component in 305 d yield in 2005 – 2012, 1st lactation

quarter/year mean n s index

III/2005 8258.238 180 522.13794 0.803045261

IV/2005 9340.996 204 282.69537 0.908334510

I/2006 10283.652 227 154.28539 1.000000000

II/2006 10193.088 186 156.32336 0.991193401

III/2006 10560.219 163 347.72766 0.991193401

IV/2006 10787.2 120 343.05917 1.048965873

I/2007 11027.059 138 665.71650 1.072290175

II/2007 10674.728 182 925.85370 1.038028903

III/2007 10154.052 184 662.67224 0.987397473

IV/2007 11024.403 212 389.96655 1.072031901

I/2008 9715.876 204 479.19580 0.944788486

II/2008 10853.934 184 506.42737 1.055455202

III/2008 10232.292 173 349.37335 0.995005665

IV/2008 10428.035 173 581.23500 1.014040051

I/2009 10198.219 151 825.39960 0.991692348

II/2009 9926.858 167 372.90256 0.965304738

III/2009 10016.76 169 461.18213 0.974046963

IV/2009 10400.896 182 406.96500 1.011401008

I/2010 11305.579 179 163.22684 1.099373938

II/2010 8572.864 159 1117.67100 0.833640034

III/2010 9900.303 198 164.36745 0.962722484

IV/2010 11031.356 145 315.29016 1.072708022

I/2011 10927.135 211 420.09340 1.062573393

II/2011 10353.197 184 274.22632 1.006762675

III/2011 9904.891 137 1138.0745 0.963168629

IV/2011 11021.393 176 848.06330 1.071739203

I/2012 11962.039 148 421.92883 1.163209237

II/2012 8680.581 103 981.57153 0.844114620

III/2012 9960.138 111 1048.89110 0.968540942

IV/2012 10243.146 78 250.45737 0.996061127

Table 4 The mean values of milk-yield for quarters of year, 1st lactation
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3 Conlusion

When processing limited data sets or comparing individual milk cows, it is necessary to have the total
305-day yields stripped off selected factors. According to literature, a Wood function is considered as
the most appropriate model for modelling a 305-day yield. Testing the statistical hypothesis indicated
the existence of nonzero trend and seasonal variation. Gained knowledge allows to propose a method of
305-day yield corrections by factors of lactation and calving data. Corrections are made using the index
table for years and quarters. The calculated milk yield indexes in a given cowshed can help producers
when comparing cows and making decisions.
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A two-stage Data Envelopment Analysis Model with appli-
cation to banking industry in the Visegrad Group 

Jana Hanclova1 
Abstract. Data Envelopment Analysis (DEA) is widely used mathematical pro-
gramming approach for comparing the inputs and outputs of a set of homogenous 
Decision Making Units (DMUs) by evaluating their relative efficiency. This paper 
focuses on this financing issue using a two-stage DEA model for 62 financial insti-
tutions in Visegrad Four countries in year 2013. The first stage measures fund col-
lection efficiency and the second stage calculates operational efficiency of invest-
ment process.  The estimated overall technical efficiency of the two-stage indicates 
that on average, deposits were under-produced in the first stage of production. Inef-
ficient banks produce inside the production possibility set and should be able to 
simultaneously expand loans and securities given inputs and an appropriate choice 
of deposits if they become efficient. As a consequence, the underproduction of de-
posits resulted in fewer loans and securities investments. The results also found that 
the two-stage network system is superior to traditional DEA in the banking sector 
and confirmed that the traditional DEA approach overestimates efficiency scores.  
 
Keywords: two-stage model, data envelopment analysis, banking sector. 

JEL Classification: C44, D24, G20 
AMS Classification: 90C05, 90C90 
 

1 Introduction 
Bank industry plays a critical role in the economic development of Visegrad Four (V4) countries. The economies 
of these countries have in common that after communism's collapse, there have been some changes - the transi-
tion to a market economy, joining the European Union in May 2004 and especially the transformation of banking 
system. The transition from centrally planned economy to market economy had been accompanied with restruc-
turing and liberalization of the banking system. It had been associated with the privatization of some banks, the 
entry of foreign-owned banks, deregulation of interest rates and changes in legislation. 

The improvements of management performances of financial institutions enable them to have a solid finan-
cial foundation and avoid the potential triggers of financial crisis. A number of approaches can be used to assess 
the banking industry including financial ratio analysis, data envelopment analysis (DEA) and the stochastic fron-
tier analysis (SFA). Compared with ratio analysis and the SFA, DEA is considered a better means to analyse 
performance because it can produce multiple outputs using multiple inputs and requires no prior assumption 
regarding the specification of the best practice frontier. DEA is a linear programming based technique for meas-
uring the relative efficiency of a set of homogenous decision making units (DMUs) and it is a non-parametric 
approach. The main DEA models used in banking industry can be classified into two categories: one is single-
stage DEA approach and the other is two-stage or multi-stage DEA approaches. A good number of works adopt 
single-stage DEA approach (([1] [9], ([12], ([13] and [16]). However these single-stage models do not consider a 
banks internal structure relative to measures that characterize the operations performance of the bank. A bank is 
a black-box and that it ignores immediate production processes. In the two-stage DEA model each DMU uses its 
inputs to produce intermediate outputs in the first stage that become the inputs to the second stage from which 
final outputs are produced. The study of two-stage DEA approach is relatively active in banking industry in 
recent years and several important works have been reported ([2], [6], [7], [8]).   

In this paper we investigate the efficiency status a banking system using the two-stage DEA model for Vise-
grad Four (V4) countries in the year 2013. We provide benchmarks for the financial institutions using four effi-
ciency indexes for the input-oriented model. The overall technical efficiency is decomposed into the production 
efficiency in the first stage, the operational efficiency in the second stage. The last black-box efficiency is meas-
ured for the DEA model excluding intermediate measures. The rest of this paper is organized as follows. In the 
next section, we will present our two-stage data envelopment model for efficiency analysis of banking systems. 
Then, the application of our DEA model in evaluating the efficiency of 62 Visegrad Four financial institutions in 
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the year 2013 is presented in section 4. The last section summarizes our findings and suggests several directions 
for further research. 

2 Two-stage DEA process 
Charnes in [3] generalised Farrell’s measure of single output efficiency into multiple outputs. Therefore, DEA 
has been widely used in various organizations and industries as the conventional model of one-stage production 
process. In practise, many production processes, such as those in the financial services sector, need more than 
one-stage to reflect sufficient management information. Wang pioneered intermediate production process as a 
two-stage DEA model in [18] to assess the impact of information technology on bank performance. 

The two-stage DEA model is shown in Figure 1. This model includes all the outputs from the first stage (S1) 
as intermediate measures that make up the inputs to the second stage (S2). The resulting two-stage DEA model 
provides not only the overall efficiency score for the entire process, but as well yields the efficiency scores for 
each of the individual stages. 

Stage 1
S1

Stage 2
S2

1,...,ijx i M= 1,...,djz d D= 1,...,rjy r R=

inputs
intermediate 

products outputs

1,...,jDMU j N=

 
Figure 1 Two-stage process (source: own elaboration] 

Seiford and Zhu developed DEA in [15] approach for evaluation of US commercial banks in a two-stage 
process characterized by profitability and marketability. They applied the standard DEA approach to each stage, 
which did not address potential conflicts between the two stages arising from the intermediate measures. The 
next study sought alternative ways to address the conflict between the two stages or to provide efficiency scores 
for both individual stages and the overall process. Liang, Cook and Zhu investigated the two-stage processes in 
in [11] via concepts adopted from non-cooperative and cooperative games. The resulting models were linear and 
the overall efficiency was a product of the efficiencies of the two individual stages. When there was only one 
intermediate measure connecting the two stages, both the non-cooperative (with leader-follower assumption) and 
cooperative models provided the same results as if the standard DEA model would be applied to the two steps 
separately and the efficiency decomposition was unique. Liang, Cook and Zhu developed in [11] the centralized 
(C) or cooperative DEA model under multiple intermediate measures where the overall efficiency decomposi-
tion was unique. This model provided a set of optimal weights on the intermediate factors that maximizes the 
overall efficiency scores, i.e. efficiencies of both stages are evaluated simultaneously. Chen, Cook and Zhu de-
veloped in [4] an approach for determining the DEA frontier or DEA projections for inefficient DMUs. 

Consider  a  two-stage  process,  as  it  is  shown  in  Figure  1,  for  each  of  a  set  of  N DMUs. We assume each 
( )1, 2, ,jDMU j N= K has M inputs ( ), 1,2, ,ijx i M= K to  the  first  stage  and  D outputs ( ), 1,2, ,djz d D= K

from that stage. These D outputs then become the inputs to the second stage and are referred to as intermediate 
measures. The outputs from the second stage are ( ), 1,2, , .rjy r R= K  We denote for each jDMU the efficiency 

for the first stage as 1S
je  and the second as 2.S

je  On the basis of the radial (CRS - constant return to scale) input-
oriented DEA model we define: 
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where , ,i d dv w w%  and ru  are unknown non-negative weights. It is assumed that d dw w= %  for  all  d. If  the  
input-oriented DEA model is used, then the two-stage overall cooperative efficiency is defined as decomposi-
tion of 1,S coop

oe and 2,S coop
oe : 
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As is indicated in [4], the centralized model (2) does not provide information on DEA projection. They de-
veloped models for determining the DEA projection for the inefficient DMUs. The input-oriented projection 
frontier (PF) model can be expressed as the dual model: 
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      (3) 

where doz%  represents the set of new intermediate measures to be determined as “outputs“  in the third set of 
constraints and also as “inputs“  in the fourth set of  constrains.                                             

3 Empirical analysis 
The scientific DEA literature that is dedicated to the efficiency evaluation of banks is based on three approach-
es: production approach, profitability approach and intermediate approach. These approaches are related to selec-
tion of inputs and outputs of the production units. The production approach is based on the assumption that 
banks provide services to customers. The outputs of the production units are services provided to customers that 
are represented by the number and the type of processed documents, transactions or special provided services 
over the considered period. The inputs are labour, materials, space and information systems expressed in terms 
of physical units or associated cost. The disadvantage of this approach is the focus only on the operating cost and 
ignorance of the interest expenses. The intermediate approach recognizes a bank as an intermediary in the capi-
tal market that transforms deposits, fixed assets and labour to create loans, interest and non-interest incomes 
(Chiu 2016). The profitability approach measures a bank profitability based on expenses as inputs and revenues 
as outputs. It is used the production and intermediation approaches in this study. Deposits are treated as outputs 
under the production approach, where banks want more and better deposits, whereas deposits are treated as 
inputs under the intermediation approach, where banks want fewer and better deposits. This research employs a 
two-stage network system to address this issue, in which deposits (intermediate products) are regarded as out-
puts for the first stage and inputs of the second stage according to [8].  

The data samples in this empirical research were extracted from the Bank Scope – Bureau van Dijk data-
base2. It was selected the sample of 62 financial institutions, mainly banks of V4 countries, according to the 
availability of all data for all institutions in the year 2013. Accordingly, for the first stage (S1), three inputs were 
chosen:  personnel expenses (PE, salary expenses for all officers and employees of a bank), fixed assets (FA) and 
operational expenses (OE, excluded the salary and lease expenses for supporting the operation of the bank). 
Deposits  (DEP)  were  as  the  intermediate  output  from the  first  stage  and also  as  the  input  to  the  second stage  
(S2). The desirable outputs from the second stage were short-term, medium and long-term loans and advances to 
banks (LOA), securities investment revenues (SEC) and non-interest incomes on non-earning assets (NII). All 
variables were in thousand Euros. 

                                                        
2 https://bankscope.bvdinfo.com/version-2016419/home.serv?product=scope2006 
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It was provided the two-stage performance measurement of the banks using overall efficiency (S_EFF) in-
cluding intermediate measure. It was also estimated black-box efficiency (BB_EFF) for measuring bank effi-
ciency of the two-stage process excluding intermediate measure i.e. as the one-stage process. It was also decom-
posed the overall efficiency into production efficiency (S1_EFF) for the first stage and operational efficiency 
(S2_EFF) for the second stage.  All our optimization models were solved in GAMS software.  

Efficiencies of 62 banks were estimated by both the one-stage DEA input- oriented model and also by the 
two-stage input-oriented DEA model in equation (2). The main statistics are given in Table 2 and the results are 
also illustrated in Figure 2 using boxplots.  

 

 Mean Std. Deviation Minimum Maximum 

Percentiles 

25 50 75 

BB_EFF 0.318 0.273 0.026 1.000 0.146 0.230 0.350 
S1_EFF 0.296 0.250 0.058 1.000 0.151 0.192 0.317 
S2_EFF 0.650 0.213 0.265 1.000 0.503 0.606 0.836 
S_EFF 0.211 0.230 0.023 1.000 0.086 0.126 0.236 

Table 1 Statistics of system efficiencies and efficiencies decomposition of two-stage processes. 

The obtained results show that only two Czech banks have the best management performance within the V4 
countries in 2013 i.e. B29 (PPF banka) and B31 (Czech Moravian Guarantee and Development Bank). It is 
marked these banks as the benchmark financial institutions in year 2013 in the Visegrad countries. The other 
financial institutions have the overall technical efficiency in the average score 0.21. In terms of production effi-
ciency, there are only 4 financial institutions efficient (in addition to the two above mentioned banks – B30 
(Stavební Sporitelna Ceské Sporitelny) and B36 (Raiffeisen stavební sporitelna)) however they have operational 
efficiency 0.76 which is higher than median 0.61. From the aspect of operational efficiency, the efficient banks 
excluding overall efficient banks include further 3 banks: B15 (Bank BPH), B53 (Privatbanka) and B60 
(Evropsko-ruska banka), indicating that these banks perform better in intermediary services, but poorly in the 
production stage in range 0.04 – 0.33.  As shown in Figure 2 operational efficiency (S2_EFF) is on average 0.65 
with more efficient but with a little higher variability among banks in comparison with average productive effi-
ciency 0.30.  

 
Figure 2 Boxplots of efficiencies of two-stage process. 

This results show that we have only 2.3 % banks that are overall efficient in year 2013. The average efficien-
cy of the overall stages is relatively very low (0.21). The sources of inefficiency arise from the first stage, depos-
it-generating stage, suggesting that the improvement of the intermediate output - raised fund (deposits) is neces-
sarily. Figure 3 compares kernel density of deposits with kernel density of optimal intermediate measures.  The 
results suggest to increase deposits in the production stage for the banks with the level of deposits up to median 
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(2 900 000 thousand Euro), focusing particularly on financial institutions, which is the value of deposit around 
1st quartile (800 000 thousand Euro).  

DEA became a main stream technology in bank studies on recent years. The methodology improvements in-
clude multi-dimensional and dynamic performance evaluation, dealing with non-homogenous financial institu-
tions, relaxing the assumption of concavity for the production frontier, using undesirable outputs, using various 
optimization models etc. Fukuyama and Weber in [8] also found that two-stage network system is superior to 
traditional DEA in the banking sector and confirmed that the traditional DEA approach overestimate efficiency 
scores that is same conclusion as in paper [10]. The literature [2] investigated some Chinese commercial banks 
during the period 2008-2012 a new two-stage DEA approach. Their empirical results show that during the five 
years the average efficiencies of the banks were improved year by year because of performance improvement of 
their deposit-utilizing stage. This suggests that the managers of these banks should pay more attention to the 
relatively low efficient deposit-generating stage. The banks should improve their ability to absorb more deposits 
by applying more attractive policies. Moreover, the benchmarks for the banks prove that our approach is very 
useful for banks to reduce the gap between their intermediate measures in two stages. It means, the results pro-
vide a good alternative for well coordinating the activities of the two stages in order to reduce resource waste. 
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Figure 3 Kernel density of the deposits (DEP Kernel) and optimal intermediate measures (Z_OPT_Kernel). 

4 Conclusions and remarks 
In this paper a two-stage network technology is used for our Visegrad financial institutions where deposits and 
raised funds are produced as intermediate outputs in one stage of production and then used as input to produce 
final outputs of loans and securities investments in the second stage. The two-stage input-oriented DEA model 
yields an efficiency indexes that evaluate the benchmarking of performance of the financial institutions and also 
decompose the overall technical efficiency into the production and the operational efficiency for each units. 

Based on the overall efficiency scores only two banks were identified as the best-practice. The estimated 
overall technical efficiency of the two-stage process in the financial institutions indicated that on average, depos-
its are under-produced in the first stage of production. Inefficient banks produced inside the production possibil-
ity set and should be able to simultaneously expand loans and securities given inputs and an appropriate choice 
of deposits if they were to become efficient. As a consequence, the underproduction of deposits resulted in fewer 
loans and securities investments. The results also found that two-stage network system is superior to traditional 
DEA in the banking sector and confirmed that the traditional DEA approach overestimates efficiency scores. The 
results are useful for efficiency improvement of inefficient financial institutions, because they help to identify 
inefficiencies arising from the internal system structure of each bank.  

One direction for future research would be to extend the two-stage network model to a dynamic setting. In 
such a model, bank managers could choose to forego production of final outputs in a period and save resources 
for use in subsequent periods. For instance, rather than using deposits to make loans in the current period, those 
deposits might be carried over to the next period when economic conditions might allow even more loans to be 
made with fewer of those loans becoming non-performing. Additional future research directions could also in-
clude a more sophisticated performance measurement system as was suggested in the paper Toloo and Tichy 
[17]. Another extension of this research is to build open two-stage DEA model with undesirable variables using 
a slacks-based modelling. 
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Evaluation of Project Investments Based on Comprehensive Risk  

Simona Hašková
1
 

Abstract. Investment in a business project is an investment in the future, which is 

uncertain. Different risks are associated with uncertainty. This paper focuses on the 

investment risk. To minimize it the evaluation of projects is used based on the 

expected net present value of cash flows, which reflects two components of 

investment risk: 1) the possibility of different results; 2) the fact that an income of a 

particular project fluctuates randomly around its expected value. Both of these 

components relate to the economic side of things.  

This contribution is an extension of the standard investment risk for an additional 

non-economic component having the character of a political or environmental risk, 

and the transition from the investment risk to the comprehensive risk. As a part of a 

comprehensive risk an investment becomes a bet in the investment lottery 

differentiating from the standard lottery by a low probability not to win anything. 

The aim of this paper is to show how the transition from investment risk to 

comprehensive risk changes the standard decision criteria for accepting projects.  

 

Key words: Investment risk, comprehensive risk, adjusted decision criterion, project 

as an investment lottery. 

JEL Classification: C02, C60 

AMS Classification: 91B06, 91B50 

 

1 An introduction to comprehensive risk 

The extent to which the reality confirms the expected results of an investment in a business project will be 

known in the near or distant future, which is always uncertain. The quantity of this uncertainty relates to the 

density distribution of objective or subjective probabilities of possible outcome occurrences. The quality of 

uncertainty is usually associated with the degree of completeness and the veracity of its description. The key 

problem here is the adequacy of available information about the state of affairs of the real world and estimates of 

the future effects of today´s decisions. 

The quantitative and qualitative aspect of uncertainty is subsequently reflected in the degree of investment 

risk occurring in connection with investments in business projects or plans, which is a part of a broader 

economic risk. In the field of managerial decision-making this issue has been solved by different methodologies 

applied in various fields – e.g. by stochastic networks shown in [6] and [7], sequential decision trees applied in 

[8] and [10], probabilistic decision trees demonstrated in [5].  

Forlani and Mullins [2] were engaged with the project investment risk in detail; their approach was built on 

the work of Sitkin and Pablo [9] and enriched with the component of subjective risk perception, risk 

characteristics, contextual effects and expectations that play a key role in deciding on the acceptance or rejection 

of new projects. 

Standard investment risk consists of two components: within the first one, it is expected that the project 

realization can take place according to one of several possible scenarios; however, we do not know in advance 

which one it will be. From the perspective of the company the sources of this investment risk are the external 

effects that the project implementer (entrepreneur) cannot exclude from the game. The second component of 

investment risk stems from the fact that an entrepreneur cannot control everything he could exclude from the 

game; its sources are predominantly internal effects associated with the substance of the project and the quality 

of its management. Therefore, the actual present value of the project income Π will randomly vary in time 

around its expected value E[PV(R)] (see Figure 1). The greater the degree of fluctuation the greater a component 

of investment risk originating from this inner source will be. The degree of fluctuation is reflected in the discount 

rate r of an analyzed project within the standard models (in more details in Brealey et al. [1] or Hašková et al. 

[3]). 

                                                 
1
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In this paper the standard investment risk is extended to another ingredient of a non-economic nature having 

the character of political or environmental risk (wars, expropriation, sanctions, natural disasters, etc.) due to 

which an investor can lose all the funds invested in the project. The inclusion of this component enables us move 

from the standard investment risk to comprehensive risk. 

Within comprehensive risk the investment in the project becomes a bet in the investment lottery 

differentiating from the standard lottery only by the fact that the probability not to win anything is low (a general 

mathematical model of an investment lottery can be found in [11]). The aim of this paper is to show how the 

transition from investment risk to comprehensive risk changes the standard decision criteria for project 

acceptance. 

2 A project as an investment lottery 

By incorporating the non-economic component into the model of comprehensive risk we get an investment 

lottery presented graphically in Figure 1. 

In it, E[PV(R)] = Σqi · ΣPV(Rij), E[PV(I)] = Σqi · ΣPV(Iij),  

E[NPV] = Σqi · NPVi = Σqi · (Σ PV(Rij) – Σ PV(Iij)) = Σqi · Σ PV(Rij) – Σqi · Σ PV(Iij),  

 

E[NPV] = E[PV(R)] – E[PV(I)] (1) 

In parameters PV(Rij) = Rij / (1 + r)
j
 and PV(Iij) = Iij / (1 + r)

j
, the variable Rij, or respectively Iij, designates 

the current value of income R, or respectively of the investment I, in a scenario of a number i in the j-th year of 

the project lifetime, qi is the probability of occurrence of a scenario of a number i, the fraction 1 / (1 + r)
j
 is the 

discount rate transforming the current value of the respective payment of the j-th year to the present time and 

NPV is net present value of the project.  

 

Figure 1 Scheme of an investment lottery based on comprehensive risk 

 

In the model of investment lottery in Figure 1 the possible winnings, recorded in the leaves of the upper 

branch of the tree, are presented in current values of income (E[PV(Rij)]) generated by the respective scenarios 

of the project. The bottom branch shows the possibility of the investor not to win anything. If we subtract the 

current value of investment (E[PV(Iij)) in every leaf of this tree that is substantially related to it, we get the tree 

in Figure 2. 

Figure 2 shows a lottery model, in which an investor buys a lottery ticket whose price (investment) is Iij 

within the current scenario i in the j-th year of the project lifetime according to the business schedule and obtains 

the income Rij generated by the project Π. With this lottery ticket the investor either wins nothing with the 

probability p or wins the amount E[PV(R)] with the probability 1 – p. As already mentioned, the probability 

value p in investment lotteries is substantially lower, unlike standard lotteries. 

The project is successful if the expected present value of incomes generated by the project covers at least the 

expected present value of the investments spent on the project - the coverage of the expected capital input by the 

expected income output. For the project to be a success it then applies that the condition of project acceptability 

in form (2) has to be satisfied (see also Figure 2) 

p · 0 + (1 – p) · E[PV(R)] = (1 – p) · E[PV(R)] ≥ E[PV(I)] (2) 
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Figure 2 Modification of the tree from Figure 1 for the transition from the payouts to the profits 

 

The variable 

E[Π] = (1 – p) · E[NPV] – p · E[PV(I)] (3) 

at the root of the modified tree can be then interpreted as the expected present value of the investor´s profit from 

the project investment in terms of comprehensive risk. 

3 Investment decision in terms of comprehensive risk 

Multiplying the values of the expression on the left side of the condition for project acceptability (2) and after 

further adjustment we get E[PV(R)] – E[PV(I)] ≥ p ∙ E[PV(R)], where E[PV(R)] – E[PV(I)] = E[NPV] is the 

expected present value of the project Π in terms of a standard investment risk (see Figure 3). From here 

E[NPV] ≥ p · E[PV(R)] (4) 

or by substituting E[PV(R)] = E[NPV] + E[PV(I)] into the expression (4) and by further adjustment 

E[NPV] ≥ p · E[PV(I)] / (1 – p). (5) 

Given that the value of expected returns E[PV(R)] is estimated with more difficulty than the value of the 

considered investment E[PV(I)], the latter relationship is preferable in practice. 

Lemma:  

Let us have two projects Π1 and Π2 with the same value E[NPV]. Let p1 and p2 be the probabilities of the 

occurrence of non-economic risk due to which the investor may lose everything he invested in the project. Then 

the following applies: 

if p1 · E[PV(R)]1 ≤ p2 · E[PV(R)]2, then E[Π 1] ≥ E[Π 2] (6) 

Proof: 

p1 · E[PV(R)]1 ≤ p2 · E[PV(R)]2, 

p1 · (E[NPV] + E[PV(I)]1) ≤ p2 · (E[NPV] + E[PV(I)]2), 

– p1 · E[NPV] – p1 · E[PV(I)]1 ≥ – p2 · E[NPV] – p2 · E[PV(I)]2, 

E[NPV] – p1 · E[NPV] – p1 · E[PV(I)]1 ≥ E[NPV] – p2 · E[NPV] – p2 · E[PV(I)]2, 

(1 – p1) · E[NPV] – p1 · E[PV(I)]1 ≥ (1 – p1) · E[NPV] – p2 · E[PV(I)]2, 

E[Π 1] ≥ E[Π 2]. 

 

From this it follows that the inclusion of a non-economic component to the comprehensive risk leads to the 

generalization of the standard decision criterion for the project acceptance from E[NPV] ≥ 0 to E[NPV] ≥ p · 

E[PV(R)], or respectively E[NPV] ≥ p · E[PV(I)] / (1 – p).  

As we see we can get its original form (E[NPV] ≥ 0) if we completely disregard the non-economic 

component of risk (i.e. if p = 0). We also see that while the original criterion in the case of E[NPV] = 0 does not 

say anything about acceptance or rejection of the project, the generalized criterion in this case clearly refuses to 

accept it (the acceptability condition (2) cannot be met). 

The rules for deciding between the two projects Π1 and Π2 are then modified as follows: 

I. Every project that satisfies the condition (4) or (5) is acceptable, i.e. the project E[NPV] for which 

applies that E[NPV] ≥ p · E[PV(R)] or E[NPV] ≥ p · E[PV(I)] / (1 – p).  

II. If both projects are acceptable priority is given to the project with the higher E[Π] value according to 

(3). 

III. If both projects are acceptable with identical E[NPV] then (in accordance with Lemma (6)) priority is 

given to the project with a lower p · E[PV(R)] value. 
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4 Application of an approach based on comprehensive risk in the case 

study 

The managerial study on „Deciding between using the classical method of exploratory wells and seismic survey 

of a new oil field“ presented in [4] builds on the discovery of a huge oil deposit along the African coast, 

confirmed in 2009 by a consortium of energy companies led by the US Anadarko Pertroleum. Within the 

framework project a simple model is derived of dependence of forecasted net present value (NPV) of deposit 

exploration and oil extraction on the choice of an exploration method used (exploratory wells - the project ΠV, 

seismic survey - project ΠS) and on the costs of mining rights TP. The graphic form of this dependency is shown 

in Figure 3. 

 

 
Figure 3 The graph of NPV dependence of projects ΠV and ΠS on the costs of mining rights TP (in mil. USD) 

 

In it, the blue line (NPV = 5,74 – TP) corresponds to project ΠV, the red dotted line corresponds to project ΠS 

(for which in the interval 0,6 ≤ TP ≤ 2,855 applies NPV = 7,536 – 2,141 – 0,77 · TP; the amount of 2,141 mil. 

USD is the seismic exploration cost). From the graph we see that in the case of TP = 1,5 the projects ΠV and ΠS 

have the same NPV = 5,74 – 1,5 = 7,536 – 2,141 – 0,77 · 1,5 = 4,24. Within the standard risk it is an impasse in 

which it is impossible to decide which of the projects to accept. 

If we consider, however, that both the projects are intended to operate in the same socially unstable area with 

an evident non-economic risk pv = ps = p reaching the level of units, then with respect to the amount of the 

contemplated investments E[PV(I)]V and E[PV(I)]S, the meeting of criterion (5) can be expected and therefore to 

make a decision according to rule III. of section 3, i.e. according to the mutual ratio of the values E[PV(R)]V and 

E[PV(R)]S. Then: 

 E[PV(R)]V = E[NPV] + E[PV(I)]V = 4,24 + TP + p1 · c1 + p2 · c2 + p3 · c3 + C = 4,24 + 1,5 + 0.7 · 2 + 

0.2 · 2,5 + 0.1 · 3 + C = 7,94 + C, where pi is the probability for the requirement of oil well exploration 

at i thousand feet depth, ci stands for the costs of the exploratory well, C is the price of the mining 

equipment (which is the same in both projects), 

 E[PV(R)]S = E[NPV] + E[PV(I)]S = 4,24 + TP + P + C = 4,24 + 1,5 + 2,141 + C = 7,881 + C, where P 

is the cost of the seismic survey.  

Since E[PV(R)]S ≤ E[PV(R)]V, the seismic survey is preferable to the exploratory well. 

5 Conclusion 
The paper focused on the specification of investment risk and its extension to a non-economical component. This 

component was reflected in the decision criterion of the expected net present value E[NPV]. Each entrepreneur 

who adopts a project, the outcome which is uncertain, always undergoes an investment risk. The standard 

approach to its evaluation aimed at assessing the project profitability leans on the quantification of E[NPV]. 

This, in its standard form, takes into account both the possibility of different results due to the existence of 

different scenarios under which the project can take place, and the fact that the actual income of the project 
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usually fluctuates randomly to a varying degree around its expected value. Both these components have an 

economic aspect. 

The non-economic component of investment risk includes the political or environmental risk, due to which 

an entrepreneur may lose all funds invested in the project. The inclusion of this component led us to the 

transformation of the standard form of investment risk into the form of comprehensive risk, namely, to the 

modification of the decision criterion E[NPV]. The nature of the comprehensive risk lies in viewing the 

investment as a lottery. In it the entrepreneur buys a „lottery ticket“ at the expense of an investment with which, 

depending on the probabilities, he/she either loses everything or wins an amount equal to the expected net 

income (see conditions (1), (2), (3) graphically captured in Figure 2 and 3)), while the chance of losing 

everything is significantly lower compared to a classical lottery.  

Given the fact that the value of the expected revenue is estimated with more difficulty than the value of the 

contemplated investment, practical decision-making taking into account the existence of comprehensive risk, 

leans primarily on condition (5). In the case of deciding between two projects with different expected profits Π1 

and Π2, the existence of a non-economic risk p1 and p2 and with the same E[NPV] the project acceptability is 

defined by the conditions I., II. and III. They were derived from the proof of validity of the statement that if p1 · 

E[PV(R)]1 ≤ p2 · E[PV(R)]2 is true, then also E[Π 1] ≥ E[Π 2] is true, where E[PV(R)] stands for the expected 

value of the income of project 1, or respectively project 2. 

The procedure to the project evaluation based on comprehensive risk was applied in the managerial study, 

the aim of which was to decide on the choice of the optimal method of potential oil field exploration. 
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On Comparing Various EWMA Model Estimators:

Value at Risk Perspective

Radek Hendrych1, Tomáš Cipra2

Abstract. The exponentially weighted moving average (EWMA) model is
a particular modelling scheme supported by RiskMetrics that is capable of
predicting the current level of financial time series volatility. It is designed to
track changes in conditional variance of financial returns by assigning exponen-
tially decreasing weights to the observed past squared measurements. Recently,
several on-line (i.e. recursive) estimation techniques suitable for this class of
stochastic models have been introduced. These methods undoubtedly represent
attractive alternatives to the common identification and calibration procedures
(i.e. off-line or batch); they can estimate and control the process behaviour in
real time. The aim of the paper is to examine different EWMA model esti-
mators by using financial data. For instance, one might consider the Value at
Risk (VaR) backtesting approach since Value at Risk predictions are relevant
outputs of the RiskMetrics EWMA modelling framework (especially from the
practical point of view). Therefore, various VaR backtests can be used to study
the adequacy of different EWMA model estimators.

Keywords: EWMA model, recursive estimation, RiskMetrics, Value at Risk.
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AMS classification: 62M10

1 Introduction

The exponentially weighted moving average (EWMA) model is a modelling scheme preferred by Risk-
Metrics to evaluate conditional heteroscedasticity (see e.g. [9]). This concept is frequently linked to
investigating financial time series, more specifically to monitoring volatility (i.e. the conditional standard
deviation of financial returns). The EWMA model has been primarily developed as a simple alternative
to the GARCH models. The name of this concept originates from the fact that the conditional variance
is an exponentially weighted sum of historical squared financial returns with the geometrically declin-
ing weights going backwards in time. Therefore, this model is easily capable of tracking changes in the
conditional variance and volatility. Since its introduction in [9], it has been investigated from various
theoretical and practical perspectives with many successful empirical applications. For example, one may
employ the EWMA model to predict volatility, to calculate Value at Risk, or to define trading rules.
Moreover, the RiskMetrics EWMA framework is regarded as the benchmark by many practitioners.

The only unknown parameter of the EWMA model that determines the geometrically declining weights
is conventionally prescribed by experts or users. Alternatively, it can be estimated by employing common
(i.e. off-line or batch) statistical identification procedures (e.g. the conditional maximum likelihood
method). However, it is only exceptionally estimated recursively (i.e. on-line). On the other hand,
it might be advantageous to apply a numerically effective technique that would estimate and control
the model parameter (and consequently the model behaviour) in real time. Recently, several recursive
estimation schemes suitable for this class of stochastic models have been introduced (see [4] or [5]). These
methods undoubtedly represent attractive alternatives to the conventional approaches. In addition, they
have demonstrated their adequacy (refer to [4]).

1Charles University in Prague, Faculty of Mathematics and Physics, Dept. of Probability and Mathematical Statistics,
Sokolovská 83, 186 75 Prague 8, Czech Republic, hendrych@karlin.mff.cuni.cz.

2Charles University in Prague, Faculty of Mathematics and Physics, Dept. of Probability and Mathematical Statistics,
Sokolovská 83, 186 75 Prague 8, Czech Republic, cipra@karlin.mff.cuni.cz.
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The aim of this contribution is to examine different EWMA model estimators by using real financial
data. Our attention is concentrated primarily on investigating the recursive estimation techniques. It
is motivated by recently published works (see [4] and [5]), where the qualities of recursive estimation
algorithms were studied from other points of view. In particular, we shall consider the Value at Risk
(VaR) backtesting approach as was suggested in [10] to study the adequacy of the different EWMA model
estimators. From the practical point of view, the Value at Risk predictions are relevant outputs of the
RiskMetrics EWMA modelling framework (consult e.g. with [9]). Although the Value at Risk suffers
from several disadvantages (see e.g. [6]), it still remains popular and widely applied.

This paper is organized as follows. Section 2 reviews the RiskMetrics EWMA modelling framework
and its fundamental features. Section 3 briefly discusses the various estimation procedures investigated
in this work: (i) the recursive estimator originally introduced in [4] and (ii) the rolling-window estima-
tor based on the conditional log-likelihood criterion. Section 4 shortly introduces the VaR backtesting
methodology, which is applied here for evaluating the adequacy of different estimation alternatives. Sec-
tion 5 analyses these approaches by employing rigorous statistical tests based on the calculated Values
at Risk corresponding to various financial datasets. Conclusions are summarized in Section 6.

2 RiskMetrics EWMA modelling framework

Formally, the RiskMetrics EWMA model of financial returns {yt}t∈Z is commonly defined as (see [9]):

yt = σtεt, σ2
t = (1− λ)y2t−1 + λσ2

t−1, (1)

where the only modelling parameter λ lies in the interval (0, 1), {εt}t∈Z is a sequence of i. i. d. random
variables with the standard normal distribution N(0, 1), and σ2

t is Ft−1-measurable. Remind that Ft
denotes the smallest σ-algebra with respect to which ys is measurable for all s ≤ t. Apparently, the
positivity of σ2

t , i.e. the conditional variance of yt given Ft−1, is ensured by using (1).

The one-step ahead prediction of σ2
t is expressed as:

σ2
t+1|t := E(σ2

t+1|Ft) = (1− λ)y2t + λσ2
t = σ2

t+1. (2)

The one-step ahead conditional Value at Risk (VaR) measure for a nominal coverage rate α ∈ (0, 1)
denoted by V aRt+1|t(α) is generally defined as:

P
[
yt+1 < −V aRt+1|t(α)|Ft

]
= α for all t ∈ Z. (3)

In the RiskMetrics modelling framework, this relation is reduced to:

V aRt+1|t(α) = −Φ−1(α) · σt+1 for all t ∈ Z, (4)

where Φ−1(·) denotes the quantile function of the standard normal distribution N(0, 1).

3 Different estimation methods for the RiskMetrics EWMA model

To estimate (calibrate) the EWMA model (1) and to calculate the Value at Risk according to (4), we
shall employ the following methods: (i) the value of λ is prescribed (e.g. the choice 0.94 is obviously rec-
ommended for daily data in [9]), (ii) λ is estimated by the rolling-window estimator based on maximizing
the conditional logarithmic likelihood function assuming that y0 and σ2

0 are either defined or observed,
and (iii) λ is estimated by the one-stage self-weighted recursive estimation algorithm introduced in [4].
The adequacy of these estimators will be compared in the VaR backtesting framework based on empirical
financial data, see Sections 4 and 5.

Firstly, we shall briefly review the one-stage self-weighted recursive estimation algorithm that controls
the EWMA modelling parameter in real time (refer to [4]). In many instances, this approach may be
advantageous. Recursive estimation methods are generally very effective in terms of memory storage
and computational complexity since the current parameter estimates are obtained by using the previous
estimate and actual measurements. Moreover, they can be employed to detect structural changes.
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Applying the general recursive prediction error method (see e.g. [8]), one can derive a recursive scheme
for on-line estimating the parameter λ of the EWMA model (1). Note that the negative conditional log-
likelihood function is supposed as the core criterion that is minimized recursively. The resulting algorithm
can be formulated as follows:

λ̂t = λ̂t−1 +
p̂t−1(y2t − σ̂2

t )σ̂2′
t

γt(σ̂2
t )2 + (σ̂2′

t )2p̂t−1
,

p̂t =
1

γt

{
p̂t−1 −

p̂2t−1(σ̂2′
t )2

γt(σ̂2
t )2 + (σ̂2′

t )2p̂t−1

}
,

σ̂2
t+1 = (1− λ̂t)y2t + λ̂tσ̂

2
t ,

σ̂2′
t+1 = −y2t + σ̂2

t + λ̂tσ̂
2′
t , t ∈ N,

(5)

where λ̂t denotes the recursive estimate of the parameter λ at time t. We recommend initializing the
procedure by these values: (i) p̂0 is a large positive number, e.g. p̂0 = 105, (ii) λ̂0 should be taken from

the interval (0, 1), e.g. λ̂0 = 0.94 as it is usually preferred for daily data, (iii) σ̂2
1 is a positive number

(e.g. the sample variance of several initial measurements) and σ̂2′
1 equals zero, (iv) {γt} is a deterministic

sequence of real positive numbers smaller or equal to one that either accelerate convergence or allow
tracking parameter changes (see below or [4]). It should be emphasized that σ̂2

t+1 denotes the one-step

ahead prediction of the conditional variance applying the on-line estimate λ̂t.

At each time t, it is necessary to check whether the current recursive estimate belongs to the interval
(0, 1) before evaluating other quantities in (5). If not, one should artificially use the same estimate of λ as
the previous one to avoid eventual identification problems. This simple projection ensures positivity of the
conditional variance since λ̂0 lies in the interval (0, 1). The sequence {γt}, the so-called forgetting factor,
may be selected as follows: (i) γt gradually grows to one as t goes to infinity, e.g. γt = 0.99γt−1 + 0.01,
γ0 = 0.95, (ii) γt ≡ γ for some γ ∈ (0, 1), e.g. γ = 0.996, and all t. The first option estimates the
model (1) supposing time-invariant λ. The increasing forgetting factor improves the convergence speed
of the algorithm during the transient phase. The second option is associated with the eventuality that
λ can vary over time. The constant forgetting factor less than one progressively reduces the influence of
historical measurements, and thus enables to detect parameter changes. See [8] for details.

Theoretical properties of the suggested recursive estimation algorithm coincide with the off-line case
(as t goes to infinity), where the corresponding conditional log-likelihood criterion is maximized. Namely,
convergence and asymptotic distributional properties are identical for a sufficiently large number of ob-
servations. Refer to [8]. The scheme (5) can be further robustified similarly as in [4].

Alternatively, we shall introduce the rolling-window estimation scheme based on the negative condi-
tional logarithmic likelihood function corresponding to the model (1). It can be defined as follows:

λ̂Mt = arg min
λ∈(0,1)

t∑

τ=t−M+1

(
y2τ
σ2
τ

+ log(σ2
τ )

)
, t ≥M, (6)

where M ∈ N denotes the rolling-window width. At each time the minimum (6) is repeatedly calculated

and σ̂2
t+1 is evaluated using the most recent estimate λ̂Mt and M consecutive observations. The estimation

is initialized similarly as above. It is obvious that the estimation can start only after observing at least M
financial returns. This scheme or its alternatives are relatively frequently applied in practice. However,
such an estimator can be computationally complex since the optimization task is obviously solved by an
iterative procedure based on M consecutive measurements at each time.

4 Evaluation of estimators by backtesting

To investigate the empirical adequacy of the estimators introduced in Section 3, we shall consider the
methodology suggested, e.g., in [10], which is based on the Value at Risk backtesting. Backtesting denotes
statistical techniques designed in order to verify the VaR measures ex post, i.e. to check if the real losses
correspond to the VaR predictions. See e.g. [3] or [6]. Consequently, one might compare the different
EWMA model estimators by applying various VaR backtests as performance measures.
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Almost all VaR backtests are based on exceedances, when one-step ahead losses exceed Values at Risk
(see [6]). In particular, one can define the exceedance process It(α) as the corresponding quantitative
binary indicator of such events: It(α) = 1 if yt < −V aRt|t−1(α) and It(α) = 0 otherwise. Traditional
backtesting methods mostly fall into two main categories (see [6]): (i) coverage tests assess whether
the frequency of exceedances is consistent with the quantile of loss the VaR measure should reflect, and
(ii) independence tests assess whether results appear to be independent from one period to the next.
However, other alternatives exist (refer to [6]).

In this paper, we shall concentrate on four different backtests. Firstly, we consider the Kupiec un-
conditional coverage test of proportion of exceedances introduced in [7] (denoted as Test 1). Secondly,
the Christoffersen independence test is used (denoted as Test 2). It is a likelihood ratio test that looks
for unusually frequent consecutive exceedances (see [1]). Thirdly, the extended variant of Kupiec’s test
presented in [2] is applied (denoted as Test 3). It combines two or more variants of VaR exceedances
simultaneously (i.e. VaR for various nominal coverage rates are assumed). Finally, the Engle and Man-
ganelli test is employed (denoted as Test 4). It simply verifies the null hypothesis that the intercept and
coefficients in the autoregression of demeaned exceedance process on its lagged values (see [3]).

5 Empirical study: Three European stock indices

In this section, we shall analyse empirical performance of the different estimation methods discussed in
Section 3. Their adequacy is evaluated by using four VaR backtests shortly reviewed in Section 4. The
studied dataset consists of daily logarithmic returns of three important European stock indices, i.e. the
CAC40 stock index (France), the DAX stock index (Germany), and the FTSE stock index (Great Britain).
The daily adjusted closing prices were obtained from http://finance.yahoo.com. We investigate one
thousand consecutive log-returns up to 31st March 2016 (i.e. approximately four years of daily data).
Nonetheless, we observed longer history in order to initiate both the algorithms (5) and (6).

The following techniques for estimating the RiskMetrics EWMA model (1) were considered to predict
VaR (one-step ahead): (i) λ = 0.94 as is recommended for daily data (denoted as CONST ), (ii) the
recursive algorithm (5) with γt = 0.99γt−1 + 0.01, γ0 = 0.95 (denoted as RE ↑ 1), (iii) the recursive
algorithm (5) with γt ≡ 0.990 (denoted as RE990), (iv) the recursive algorithm (5) with γt ≡ 0.996
(denoted as RE996), (v) the rolling-window estimator (6) with M = 100 (denoted as RW100), and
(vi) the rolling-window estimator (6) with M = 250 (denoted as RW250). Point out that the nominal
coverage rate was set as α = 0.05 (and also as 0.01 in Test 3 discussed in Section 4). It is noteworthy that
the proposed choices of the rolling-window widths M and the constant forgetting factors γt correspond
to each other (see e.g. [8]), namely (iii) to (v) and (iv) to (vi). All computations were performed in R.

Figure 1 displays the CAC40 daily log-returns jointly with the selected one-day VaR predictions
introduced above (the coverage rate α = 0.05). At first sight, one can see that there are only minor
discrepancies between the recursive and the rolling-window VaR predictions while the predictions derived
by using the EWMA model with the prescribed λ are less volatile. Analyses of the other VaR predictions
and stock indices result in analogous conclusions (figures are not presented due to the limited space).
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Figure 1 Negative CAC40 log-returns with selected one-day VaR predictions (α = 0.05).

Tables 1, 2, and 3 show the results of the four VaR backtests considered in Section 4 (based on the VaR
one-step ahead predictions). From these outputs, one can deduce two main conclusions. Firstly, one may
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identify that the analysed VaR modelling arrangement does not seem to be suitable for the investigated
empirical datasets. It can be caused by the inappropriate model selection or by the arbitrary assumption
of the standard normal distribution (compare with (4)). The results of backtests are not satisfactory
in that sense that no estimator can be labelled as acceptable. On the contrary, the results demonstrate
that the applied estimation methods are analogous in the sense of the calculated test statistics and the
achieved p-values (there are no substantial discrepancies or even extraordinary excesses). Secondly, the
computed exceedance proportions are comparable; however, in many cases they significantly differ from
the declared 5% coverage rate (see the results of Test 1). Nevertheless, the main goal of this paper is
to demonstrate that the computationally effective recursive estimation algorithm (5) is competitive with
the computationally more complex rolling-window estimation scheme, which is commonly employed in
practice. Consequently, the presented VaR backtesting outputs are not in contradiction to this statement.

6 Conclusion

The present paper investigated the qualities of recently introduced recursive algorithms for estimating
the RiskMetrics EWMA model. The recursive estimation scheme (5) was compared with the commonly
applied rolling-window estimator (6) by employing the VaR backtesting approach suggested, e.g., in [10].
It was shown that the computationally efficient recursive estimation algorithm (5) is competitive with
the computationally more complex rolling-window estimation scheme based on various empirical financial
datasets. However, the outputs of considered backtests indicated that the conventional VaR predictions
are not adequate for the examined data. This should motivate further research of modifying the Risk-
Metrics EWMA modelling framework and the VaR real-time estimation.
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CAC40 Proportion Test 1 Test 2 Test 3 Test 4

CONST 0.060
1.98422 0.67799 10.89947 10.35150

(0.15895) (0.41028) (0.00430) (0.03491)

RE ↑ 1 0.066
4.91839 0.17162 17.95759 9.79110

(0.02657) (0.67868) (0.00013) (0.04410)

RE990 0.067
5.52377 0.20236 19.94164 11.23916

(0.01876) (0.65282) (0.00005) (0.02400)

RE996 0.069
6.83008 1.21994 18.28873 15.89149

(0.00896) (0.26937) (0.00011) (0.00317)

RW100 0.071
8.26095 0.14786 20.49056 12.56679

(0.00405) (0.70059) (0.00004) (0.01360)

RW250 0.072
9.02206 0.82143 20.74952 16.59069

(0.00267) (0.36476) (0.00003) (0.00232)

Table 1 Backtests for CAC40: exceedance proportions, test statistics, and p-values (in brackets).

DAX Proportion Test 1 Test 2 Test 3 Test 4

CONST 0.040
2.25341 1.15578 32.80609 4.25393

(0.13332) (0.28234) (0.00000) (0.37273)

RE ↑ 1 0.052
0.08317 1.87995 39.08815 2.66402

(0.77305) (0.17034) (0.00000) (0.61552)

RE990 0.059
1.61624 5.16695 60.51582 9.59121

(0.20362) (0.02302) (0.00000) (0.04791)

RE996 0.058
1.28428 5.53229 39.36626 10.43186

(0.25711) (0.01867) (0.00000) (0.03375)

RW100 0.059
1.61624 1.85057 52.59733 5.11321

(0.20362) (0.17372) (0.00000) (0.27588)

RW250 0.043
1.08068 0.10076 38.36575 1.75662

(0.29854) (0.75091) (0.00000) (0.78041)

Table 2 Backtests for DAX: exceedance proportions, test statistics, and p-values (in brackets).

FTSE Proportion Test 1 Test 2 Test 3 Test 4

CONST 0.067
5.52377 8.27433 31.40050 23.26278

(0.01876) (0.00402) (0.00000) (0.00011)

RE ↑ 1 0.076
12.36213 10.56582 38.43636 37.11047

(0.00044) (0.00115) (0.00000) (0.00000)

RE990 0.071
8.26095 13.45416 30.93453 39.38883

(0.00405) (0.00024) (0.00000) (0.00000)

RE996 0.068
6.16115 12.64470 36.50867 34.02678

(0.01306) (0.00038) (0.00000) (0.00000)

RW100 0.078
14.20448 7.48688 54.76527 31.12163

(0.00016) (0.00622) (0.00000) (0.00000)

RW250 0.077
13.26924 12.36007 33.96092 42.89799

(0.00027) (0.00044) (0.00000) (0.00000)

Table 3 Backtests for FTSE: exceedance proportions, test statistics, and p-values (in brackets).
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Detection of Feasible Domains of Interpolation Parameters 
within Generalized EOQ Type Inventory Models 

Jiří Hofman1, Ladislav Lukáš2 

Abstract. The paper deals with some generalized inventory control models which 
are linked to the well-known EOQ model. There are dynamic periodic and determi-
nistic represented by instantaneous replenishment in constant time periods. Opposite 
to EOQ models, the generalized models assume both demand rate and holding cost 
rate to be time-dependent along inventory cycle being normalized to unit length. The 
demand rate takes polynomial form, which is specified by particular interpolation 
conditions. Having particular model, we concern with feasible domain detection of 
interpolation parameters, which are used for construction of inventory level taking 
polynomial form of specified algebraic degree. Assuming instantaneous replenish-
ment at the beginning of inventory cycle exclusively, the necessary condition of in-
ventory level feasibility is expressed by condition that inventory level is non-
increasing on inventory cycle globally. For various generalized inventory models, 
we investigate the feasibility domains of their interpolation parameters numerically 
using Mathematica. The results and some code snippets are presented and discussed 
in detail.  

Keywords: generalized EOQ model, feasibility domain, interpolation parameters, 
inventory control model. 

JEL Classification: C54, D29 
AMS Classification: 90B05 

1 Introduction 
Many practical inventory control systems are still based upon the EOQ model regardless its simplicity and limits, 
in general. This model is classified as deterministic, dynamic and periodic one which seeks minimum of total 
cost under an objective to optimize lot size in order to reduce the cost of satisfying demand. Hence, the concept 
of the EOQ is that there is a trade off between the fixed order cost and the holding cost assuming demand rate 
being constant exclusively. 

Since the EOQ business scenario is rather simple, it guides to various generalizations. First idea could be to 
eject an assumption that model is deterministic one, as the deterministic demand might sound too restrictive one 
in practice on opposite to stochastic demand. However, it needs quite different theoretical framework to apply. 
Another idea for generalization is induced by suspending constant assumptions being posed upon holding cost 
and rate of demand, respectively. In general, it stands exactly in correspondence with the concept of generalized 
EOQ type models which has been already given in [5].  

There are many other various inventory models at disposal in literature, now. We are going to mention just a 
few ones. In [2], various lot sizing algorithms applied for inventory control and emphasizing the financial impli-
cations of corresponding inventory policies in supply-chain management are discussed. Deterministic models of 
perishable inventory with stock-dependent demand rate and nonlinear holding cost are presented in [3]. Inven-
tory model given in [7] is based upon classical EOQ model with continuous reviewing of inventory level and 
facing deterministic constant demand rate, but assuming supplier side to undergo random supply disruptions 
causing uncertainty of replenishments. EOQ model for deteriorating items with exponentially dependent demand 
rate in which inflation and time value of money are taken into account is presented in [8]. Good survey of litera-
ture reviews in the area of lot sizing problems is presented thoroughly in [4]. There is also lot of textbooks cover-
ing the topic of inventory control problems, e.g. [1], and [6], being just two ones pursuant to our short subjective 
selection. 

                                                           
1 University of West Bohemia/Faculty of Economics, Dept. of Economics and Quantitative Methods, Husova 11, 
306 14  Pilsen, hofman@kem.zcu.cz. 
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2 Generalized EOQ type models and feasible domains 
Classical EOQ model assumes constant demand rate, infinite replenishment rate, zero lead-time, and minimiza-
tion of total inventory cost per unit time C(q). Let z(τ) denote an inventory level during a periodic inventory 
cycle t, with τ ∈ [0, t]. As usual, let c1, and c3, denote unit holding cost, and fixed cost incurred per order (called 
ordering cost, too), respectively. Further, T gives total inventory control period, and Q gives aggregate product 
demand during T, thus providing the number of cycles by n = Q/q  = T/t. Finally, let N(q) stands for total inven-
tory cost per inventory cycle being expressed as a function of unknown lot size q. There is well-known, that this 
quantity could be expressed equivalently as a function of unknown inventory cycle t, i.e. N(t), as well. 

There is well-known, the optimal replenishment lot size qopt is solution of the optimization problem 

min C(q) ,   q ∈ ]0,∞[                                                                                                                             

C(q) = N(q)/t ,  N(q) = c3 + ∫
t

0

c1z(τ)dτ ,  z(τ) = q(1 – τ /t) ,  t = qT/Q,  
(1) 

thus yielding qopt = argmin C(q) = √(2c3Q/(c1T)),  C(qopt) = √(2c1c3Q/T), with quantities c1, c3, T, and Q, given. 

In [6], suitable general framework for large family of inventory models is presented in the following form  

Find s(t) ∈ U,  extrem (∫
T

0

φ(z(τ), λ)dτ ),  ∀ ���� ∈ �,  (2) 

where U, and V denote set of feasible control, and set of feasible solutions, respectively.  

Following [5], and [6] Ch.3.2.4, the generalized EOQ type models release restrictive assumptions of constant 
demand rate, and constant unit holding cost c1. Hence, the total inventory cost per cycle N(t) will take form 

N(t) = c3 + ∫
t

0

c1(τ) z(τ)dτ ,  (3) 

provided a proper selection of functions c1(τ) and z(τ) have been made. In [5], we have proposed algebraic poly-
nomials, denoting pn(τ) a polynomial of n-th degree, as usual. Let c1(τ) = pi(τ), i ≥ 1, and z(τ) = pj(τ), j ≥ 2, 
whereas linear function p1(τ) suits exactly to describe inventory level of the EOQ model. 

Among advantages of such generalization mentioned in [5], the most important one is that higher degree of 
inventory level z(τ) enables us both to cope more flexibly with time dependent demand during inventory cycle, 
and also to use an additional intermediate information of inventory level being detected by inventory checks 
during inventory cycle course, prospectively.  

However, an approximation z(τ) = pj(τ), j ≥ 2, by interpolation polynomials could not be quite arbitrary, since 
z(τ) must be a non-increasing function on the whole inventory cycle, in general. Hence, crucial questions arise 
what are feasible domains of interpolation parameters of pj(τ) in order to maintain that necessary condition, in 
particular. In Fig. 1, we depict normalized inventory levels ζ(τ) = z(τ)/q, on normalized inventory cycle [0,1], 
with some of them being feasible ones, while the others not, at the first glance. 

 
 

      

Figure 1 Normalized inventory levels ζ(τ) under various quadratic approximations with τ ∈ [0,1] 
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Let pn(τ) approximating ζ(τ) takes the usual form (4), with ai, i = 0, ..., n, polynomial coefficients, which are 
to be determined by proper interpolation conditions uniquely   

pn(τ) = a0 + a1τ + … + anτn  = ∑ 
���
��� , τ ∈ [0,1]. (4) 

There are are two kinds of interpolation conditions – basic ones, and additional ones. Any ζ(τ) must fulfill 
basic interpolation conditions  

ζ(0) = 1, ζ(1) = 0, (5) 

which being applied upon (4) yields pn(τ) in specific form 

pn(τ) = 1 + a1τ + … + anτn  = 1+∑ 
���
��� ,   ∑ 
�


���  = 1,  τ ∈ [0,1]. (6) 

Let assume the interpolation coefficients a1, .., an  are defined by set of quantities, e.g. arguments, function 
values, slopes, curvatures, and others, which form a vector ξ, with components ξj, j = 1, .., m. Hence, the expres-
sion (6) takes the following form  

pn(τ ;ξ) = 1 + a1(ξ)τ + … + an(ξ)τn  = 1+∑ 
������
��� ,   ∑ 
�


��� (ξ) = 1,  τ ∈ [0,1]. (7) 

 
Definition 1. Within the GEOQ class models, a  point ξ ∈ Rm is called feasible, if it satisfies condition (8)   

 �pn(τ ;ξ) /dτ  ≤ 0 ,   ∑ 
�

��� (ξ) = 1,    ∀ τ ∈ [0,1]. (8) 

which in explicit form is  

a1(ξ) + … + n an(ξ)τn-1 = ∑ �
��������
���  ≤ 0 ,   ∑ 
�


��� (ξ) = 1,     ∀ τ ∈ [0,1]. (8a) 

Definition 2. Within the GEOQ class models, a set V ⊂ Rm is called feasible domain, if the condition (8) is satis-
fied by all its points, ∀ � ∈ �.   

 

Though the Def. 2 looks to be quantitative, it is qualitative in its natural sense, as it requires to check non-
positivity of the first derivative of pn(τ), representing actually the slope of inventory level z(τ), in uncountable 
number of points, i.e. ∀ τ ∈ [0,1]. In order to convert it into numerical plausible form, we relax the condition (8a) 
into a discrete form (8b), which is nothing else but simultaneous conjunction of point condition (9), for k = 1, ..., 
K, where K gives the total number of distinct points τk.   

a1(ξ) + … + n an(ξ)τn-1 = ∑ �
��������
���  ≤ 0 ,   ∑ 
�


��� (ξ) = 1,     ∀ τ = τk ⊂ [0,1].         (8b) 

A point condition, which provides a possibility to be checked numerically for given τk, takes the form  

a1(ξ) + … + n an(ξ)τn-1 = ∑ �
��������
���  ≤ 0 ,   ∑ 
�


��� (ξ) = 1,    τ = τk ⊂ [0,1].         (9) 

3 Some numerical results 
In this section, we describe three cases of numerical detection of feasible domains for inventory models of 
GEOQ(i, j) class, which was presented in [5]. In particular, we select GEOQ(0,2) model with two different kinds 
of additional interpolation conditions, i.e. Lagrangean type, and Hermitean type, too. Further, we will analyze 
GEOQ(0,3) model with Lagrangean type of additional interpolation conditions.  

3.1 GEOQ(0,2)~L model 

An inventory level ζ(τ;ξ) is expressed by quadratic polynomial, which entails a linear demand rate, in particular  

ζ(τ;ξ) = p2(τ;ξ) = 1 + a1(ξ)τ + a2(ξ)τ2,   a1(ξ) + a2(ξ) = 1,  τ ∈ [0,1], (10a) 

and the additional inventory condition of Lagrangean type takes the following form 

ζ(τ = θ; ξ) = ω,   ξ = (θ, ω)T ,   θ, ω ∈ ]0,1[ ,   i.e.  ξ  ∈ ]0,1[ x ]0,1[ ⊂ R2. (10b) 

Using Mathematica symbolic computation power we get explicit expressions of a1(ξ), and a2(ξ), by solving 
(10a), and (10b), in following form  

a1(θ, ω) = (1 – ω – θ2)/(θ (–1+ θ)) ,   a2(θ, ω) = (–1 + ω + θ)/(θ (–1+ θ)). (11) 

Mathematical Methods in Economics 2016

273



Now, we are ready to detect numerically a feasible domain for this model, denoted LV2 , where the sub-
indices L, and 2, are pure symbolic ones thus expressing a link to the GEOQ(02)~L model, only. It can be de-
fined in following way, just by adopting (9) for a set of discrete points W = {τk}, k = 1, ..., K, where � ⊂ [0,1]  

LV2 = {(θ, ω) ∈ ]0,1[ x ]0,1[ ⊂ R2 | ((1 – ω – θ2) + (–1 + ω + θ)τ) / (θ (–1+ θ)) ≤ 0,    ∀τ = τk ∈ �}, (12) 

as the condition a1(ξ) + a2(ξ) = 1, from (10a), yields a solution, for coefficients (11) being substituted therein, θ  
= 1, and ω arbitrary, which is a degenerate solution only, since it does not obey the assumption θ ∈]0,1[, stated 
above.  

In order to keep computer time elapsed for numerical analysis in a reasonable order, we select W = {0.1, 0.2, 
0.3, ..., 0.9}. Mathematica provides a powerful plot command RegionPlot which can be used to detect LV2 p, as 
shown by the following code snippet, while the result is given in Fig. 2, on the left.  

RegionPlot[Evaluate[(D[ς2L[v,θ,w],v/.→.1) ≤ 0 && (D[ς2L[v,θ,w],v/.→.2) ≤ 0 && 

(D[ς2L[v,θ,w],v/.→.3) ≤ 0 && (D[ς2L[v,θ,w],v/.→.4) ≤ 0 && (D[ς2L[v,θ,w],v/.→.5) ≤ 0 && 

(D[ς2L[v,θ,w],v/.→.6) ≤ 0 && (D[ς2L[v,θ,w],v/.→.7) ≤ 0 && (D[ς2L[v,θ,w],v/.→.8) ≤ 0 && 

(D[ς2L[v,θ,w],v/.→.9) ≤ 0], {θ,.01,.99},{w,.01,.99}] 

        

Figure 2 Feasible domain LV2 of GEOQ(0,2)~L model using RegionPlot ~(left), MatrixPlot ~(right)  
 

In Fig. 2,  the horizontal axis corresponds to θ, while the vertical one to ω, and ranging both parameters in 
[0.01,0.99]  ⊂ ]0,1[ . In the code snippet, we use w for ω, and v for τ, simply. The plot on the right is produced 
by MatrixPlot, which is another very useful Mathematica command. It served us also as a key command in our 
general procedure for detecting feasible domains, as the RegionPlot is limited on 2-D regions. In spite of fact, 
that 3-D version exists. i.e. RegionPlot3D, we have developed a general procedure based upon idea to discretize 
an adequate subspace of Rm containing feasible domain V, prospectively. We will present it in Sec. 3.3.  

In Fig. 3, the inventory levels ζ(τ ; 0.1, ωi), are depicted, for ωi ∈{0.99, 0.96, 0.93, 0.90. 0.87, 0.84}.  

 

Figure 3 Some feasible inventory levels of GEOQ(0,2)~L model 
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3.2 GEOQ(0,2)~H model 

An inventory level is given by (10a), again. However, the interpolation condition is of Hermitean type, and it can 
be applied either at a) τ = 0, or b) τ = 1, respectively  

a)   dζ(τ=0; �)/dτ = – φh ,     b)   dζ(τ=1; �)/dτ = – φd ,    � = φ ∈ R.    (13) 

Within GEOQ(0,2)~H model, the inventory levels ζ(τ; φ) can be derived in explicit forms analytically, for 
both cases, thus taking forms  

a)   ζ(τ; φ) = 1 – φτ  – (1 – φ)τ2,  φ = φh ,     b)  ζ(τ; φ) = 1 – (2 – φ)τ + (1 – φ)τ2,  φ = φd ,      (14) 

and yielding simple conditions of type (9), too  

a)   – φh  – 2(1 – φh)τ ≤ 0,     b)  – (2 – φd) + (1 – φd)τ ≤ 0,     ∀ τ ∈ [0,1].     (15) 

We restrict ourselves to case a), since it has more practical usage. Adopting condition (15, a) into 
RegionPlot, we get RegionPlot[φ(1-2v) ≤ 2, {v,0,1},{ φ, 0,3}], and the result is plotted in Fig. 4 left, which reveals 
HV2 = [0,2]. On the right, there are demand rates of the model GEOQ(0,2)~H case a), for φh ∈{0, 0.2, ..., 1.8, 2}. 

                    

Figure 4 Feasible domain HV2 = [0,2] of model GEOQ(0,2)~H case a) model ~(left), feasible slopes ~(right) 

3.3 GEOQ(0,3)~L model 

An inventory level ζ(τ;ξ) is expressed by cubic polynomial, which entails a quadratic demand rate, in particular  

ζ(k;ξ) = p2(τ;ξ) = 1 + a1(ξ)τ + a2(ξ)τ2 + a3(ξ)τ3 ,  a1(ξ) + a2(ξ) + a3(ξ) = 1,  τ ∈ [0,1], (16a) 

and two additional inventory conditions of Lagrangean type are  

ζ(τ = θh; ξ) = ωh,   ζ(τ = θd; ξ) = ωd,   ξ = (θh, ωh, θd, ωd)
T,   θh, ωh, θd, ωd ∈ ]0,1[ ,    

i.e.  ξ  ∈ � ]0,1[ )4 ⊂ R4. 
(16b) 

Using Mathematica we get explicit expressions of a1(ξ), a2(ξ), and a3(ξ), by solving (16a), and (16b), again. 
Because of limited space of the paper, we do not list them here, on opposite to (11) of GEOQ(0,2)~L model, 
since they contain long algebraic expressions up to third order being composed from variables θh, ωh, θd, ωd, 
both in nominators and denominators. Formally, we express them simply 

a1(ξ), a2(ξ), a3(ξ),   ξ = (θh, ωh, θd, ωd)
T. (17) 

Since ξ  ∈ � ]0,1[ )4 represents a point in 4-D cube, in general, we have to use another algorithm for detection 
a feasible domain than using RegionPlot type commands in Mathematica. Our general algorithm is based upon 
simple idea of full discretization both parameter region Ω, e.g. 4-D cube, and time domain [0,1], as well. 

 Discrete detection algorithm of feasible domain V of GEOQ class models – steps:  

1. Build mesh on Ω, containing yet unknown V, by setting discrete points ξi ∈ Ω, i = 1, ..., I. 

2. Build mesh W by setting {τk}, k = 1, …, K. 
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3. Define binary function f(ξi, W) = 1, if (9) is fulfilled for ∀ τk ∈  �, at ξi ∈ Ω, 

                                              = 0, otherwise. 

4. Point detection: if f(ξi, W) = 1 at ξi ∈ Ω then ξi ∈V, else point ξi does not belong to V. 

                    

Figure 5 Feasible domain LV3(θh=.25, θd=.75) of GEOQ(0,3)~LL model ~(left), ζ(τ; ξ) ~(right) 

In Fig 5 on the left, we plot feasible domain LV3(θh=.25, θd=.75) of GEOQ(0,3)~LL model using RegionPlot, 
which actually shows just a 2-D section of LV3 being 4-D, with I = 99 for both ωh and ωd, in general. The rows 
represents ωh from top to down, whilst columns represents ωd from left to right. On the right, there are several 
feasible and un-feasible inventory levels ζ(τ; ξ) of GEOQ(0,3)~LL model with ξ = (θh= 0.25, ωh, θd =0.75, ωd)

T.  

4 Conclusions 
Framework of generalized EOQ-type models has been further developed by detection of feasible domains of 
admissible inventory levels for time dependent demand rates. Their descriptions are based upon additional inter-
polation conditions expressing intermediate information during inventory cycle. 

General discrete detection algorithm is given in basic steps. Some numerical examples of feasible domain de-
tections are presented. All calculations were performed in sw Mathematica. 

Near future research will be focused on thorough numerical experiments with discrete detection algorithm, 
and its further numerical efficiency development. Next, we would like to concentrate ourselves also upon a role 
of inventory, its financial issues in particular, within broader framework of firm valuation, as an amount of firm 
asset allocated in inventory might cause awkward and unexpected effects thereon. 
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Nonparametric regression via higher degree

F-transform for implied volatility surface estimation

Michal Holčapek1, Tomáš Tichý2

Abstract. Estimation of the implied volatility surface is a crucial step for
pricing of illiquid or non-listed options. For its estimation we use market data
of traded liquid options. In order to obtain smooth surface we mostly use some
nonparametric regression approach, though some combination of market data
can lead to the inconsistency of the estimated values (i.e. leading to arbitrage
opportunities). In this contribution we focus on a novel nonparametric regres-
sion approach based on fuzzy transform technique. The original definition is
extended into multivariate higher degree F-transform so that we are able to
smooth (2+1)D discrete data. Proposed procedure allows us to calculate also
partial derivatives of the estimated function easily. Extending the optimization
problem by suitable constraint we can prevent most of the sources of arbitrage
related to option valuation with implied volatility smiles.

Keywords: Fuzzy transform, fuzzy partition, implied volatitlity.

JEL classification: C44, G13
AMS classification: 41A10, 15A54

1 Introduction

The fuzzy transform (F-transform for short) is an approximation technique proposed by Perfilieva in
[7] that has many applications in various fields like data analysis or image processing. The core of the
F-transform technique consists in a fuzzy partition of the consider space by means of fuzzy sets satisfying
a la Ruspini condition (or also the partition of unity condition). The fuzzy partition is then used to
transform a (discrete or continuous) function into a vector of F-transform components. This step is
called the direct F-transform. The approximation of the original function is provided by the inverse
F-transform, where the linear combination of the F-transform components with respect to the weights
derived from the fuzzy partition is applied. Note that the F-transform can fully reconstruct a function
only in very special cases, e.g., when the function is constant. An ideal reconstruction of functions
(Shannon sampling theorem) by the F-transform technique has been investigated in [10]. To improve
the approximation ability, the F-transform technique was extended using polynomials to higher degree
F-transform in [8]. A further development including two dimensional case and applications has been done
in [9]. A summary of theoretical results on two dimensional continuous F-transform of higher degree can
be found in [3]. A discrete version of multivariate F-transform of higher degree including a basic analysis
of its properties can be found in [4].

One of the well-known technique of non-parametric regression is the kernel polynomial regression and
its multivariate generalization. The estimation of a function f at a point x from sample data is determined
by the value of a polynomial which is derived by the polynomial weighted regression, where the weights
are specified by a kernel function centered at x. The respective derivatives of the mentioned polynomial
at x are used for the estimation of possible derivatives of f at x. For details, we refer to the books [6]
and [11]. Comparing the computation of function values by the kernel polynomial regression and the
F-transform components of discrete higher degree F-transform, one can recognize that both techniques
are very similar. The significant difference consists in the estimation (reconstruction) of the original
function, where the higher degree F-transform uses only a limited (usually small) number of nodes of a

1Institute for Research and Applications of Fuzzy Modelling, NSC IT4Innovations, 30. dubna 22, 701 03 Ostrava 1,
Czech Republic, michal.holcapek@osu.cz

2VŠB – Technical University of Ostrava, Department of Finance, Sokolská 33, 701 21 Ostrava, Czech Republic,
tomas.tichy@vsb.cz
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given space at which the polynomials are derived instead of the kernel polynomial regression with the
polynomials that are computed at each point (or for a large number of points) of the space. A reduction
of a computational effort of polynomial kernel regression motivates us to introduce a non-parametric
regression with help of the higher degree F-transform.

In this contribution we extend the original definition of the F-transform into multivariate higher
degree F-transform and apply it in order to smooth discrete 2D market data of option implied volatilities.
This novel approach allows us to obtain derivatives of the smoothed function directly and in this way
calculate several useful measures, such as a so called state price densities. While in Section 2 multivariate
fuzzy partition is defined, Section 3 is devoted to the definition of discrete higher degree multivariate
F-transform itself. In Section 4, the non-parametric regression is briefly mentioned and finally, in Section
5 an illustrative example is provided.

2 Uniform multivariate fuzzy partition

Let N0, Z and Rd (Rd
+) denote the set of natural numbers including zero, integers and the set of real

(positive) vectors, respectively. A uniform fuzzy partition, which is commonly considered in applications
of the F-transform technique, can be defined using a univariate generating function K that is modified
by the bandwidth parameter h (see, e.g., [5]). For the multivariate case, we have proposed in [4] a
straightforward generalization of the definition of generating function.

Definition 1. A function K : Rd → [0, 1] is said to be a d-dimensional generating function if K is an
even continuous function (fuzzy relation) for which

K(x)

{
> 0, if x ∈ (−1, 1)d;

= 0, otherwise.
(1)

and the function of one variable K(c1, . . . , ci−1, x, ci+1, . . . , cn) is non-increasing in [0, 1] for any choice of
i = 1, . . . , d and constant cj ∈ (−1, 1), j = 1, . . . , d with i 6= j.

For d = 1, K is said to be a univariate generating function and denote it by K. In this paper, we
use the standard approach to determine multivariate generating functions with help of the product of
univariate generating functions. Particularly, if K is a univariate generating function, we define

K(x) =
d∏

i=1

K(xi), x ∈ Rd. (2)

Let K be a d-dimensional generating function, and let H be a d×d diagonal matrix with the elements
from R+. In literature (see, e.g., [11]), the matrix H is called the bandwidth matrix. A scaled d-dimensional
generating function K with respect to H is the function KH : Rd → [0, 1] defined by

KH(x) = K(H−1x). (3)

Note that the bandwidth matrix can be introduced in a more general setting, where H is assumed to be
symmetric and positively definite (see, e.g., [11]). The multivariate uniform fuzzy partition is defined as
follows (cf., [4]). We use XT to denote the transpose matrix to the matrix X.

Definition 2. Let K be a d-dimensional generating function, and let H be a bandwidth matrix, R be a
diagonal matrix of positive elements and c ∈ Rd. A family of fuzzy relations A = {Ak | k ∈ Zd} defined
by

Ak(x) = KH(x − c − kR), x ∈ Rd,

is said to be a uniform d-dimensional fuzzy partition of Rd determined by the quadruplet (K,H,R, c)
provided that a la Ruspini condition is satisfied, i.e.,

∑
k∈Zd Ak(x) = 1 for any x ∈ Rd. The parameters

R and c are called the shift matrix and the central node, respectively. The function Ak is called the k-th
basic function.
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Figure 1 Parts of the 2D uniform triangle (left) and raised cosine (right) fuzzy partitions

For d = 1, we say that the quadruplet (K, h, r, k) determines a uniform fuzzy partition of R. A deeper
investigation of necessary and sufficient conditions for uniform fuzzy partitions can be found in [5]).
The following theorem provides a necessary and sufficient condition for the multivariate fuzzy partitions
determined by (2) (for the proof, we refer to [4]). We use ej to denote the unit vector with 1 at the j-th
coordinate.

Theorem 1. Let K =
∏d

j=1 K be a multivariate generating function. The quadruplet (K,H,R, c) deter-

mines a uniform multivariate fuzzy partition of Rd if and only if the quadruplet (K, ejHeT
j , ejReT

j , ceT
j )

determines a uniform fuzzy partition of R for any j = 1, . . . , d.

Let I be a compact subset of Rd. The least subfamily B of a uniform multivariate fuzzy partition A of
Rd satisfying a la Ruspini condition for any point of I is said to be a uniform multivariate fuzzy partition
of I. We denote B = AI and put AI = {Ak | k ∈ K} for K ⊂ Zd.

Example 1 (Triangle and raised cosine 2D uniform fuzzy partitions). The functions Ktr, Krc :
R → [0, 1] defined by

Ktr(x) = max(1 − |x|, 0), (4)

Krc(x) =





1
2 (1 + cos(πx)), −1 ≤ x ≤ 1;

0, otherwise,
(5)

for any x ∈ R, are called the triangle and raised cosine univariate generating functions, respectively.
Let ⋆ ∈ {tr, rc}, and let K⋆(x, y) = K⋆(x)K⋆(y). In Fig. 1, one can see parts of the fuzzy partitions
determined by (K⋆,H,R, c), ⋆ ∈ {tr, rc}, where H = diag{2, 1}, R = diag{1, 1} and c = (0, 0).

3 Discrete higher degree multivariate F-transform

3.1 Notation

In what follows, we use the multi-index notation. Let i ∈ Nd
0 and x ∈ Rd. Then, |i| = i1 + · · · + id and

xi = xi1
1 · · · xid

d . Let m ∈ N0. Put Dm = {i ∈ Nd
0 | |i| ≤ m} and define a linear ordering on Dm as

follows. For any 0 ≤ j ≤ m, denote by

Nj =

(
j + d − 1

d − 1

)
(6)

the number of distinct d-tuples i with |i| = j. Then, for i, j ∈ Dm, i ≤ j if |i| < |j| or if |i| = |j|,
then apply the reverse lexicographical ordering on i and j. To emphasis the order of elements of Dm,
we consider the ordered sequence i1 < · · · < iN , where N =

∑m
j=0 Nj. For example, i1 = (0, 0, . . . , 0),

i2 = (1, 0, . . . , 0) and i3 = (0, 1, 0, . . . , 0).

Any polynomial P of d variables and of degree m can be written in the form P (x) =
∑N

ℓ=1 aℓx
iℓ ,

where aℓ ∈ R for ℓ = 1, . . . , N . We assume that a discrete function f of d variables is given at points
x1, . . . ,xn. Let {Ak | k ∈ Zd} be a uniform multivariate fuzzy partition of Rd determined by (K,H,R, t),
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and let ck = kR denote the k-th node. Denote by Y = (f(x1), . . . , f(xn))T the column vector of function
values of f at points x1, . . . ,xn,

Xm
k =




1 (x1 − ck)i2 · · · (x1 − ck)iN

...
...

...
...

1 (xd − ck)i2 · · · (xd − ck)iN




the n×N matrix, where N =
∑m

j=0 Nj, and Ak = diag{Ak(x1), · · · , Ak(xn)} which is the n×n diagonal
matrix of weights computed as the function values of the basic function Ak at points x1, . . . ,xn. For the
sake of simplicity, we omit m in Xm

k and write only Xk if no confusion can appear.

3.2 Discrete multivariate Fm-transform

Let us assume that I ⊂ Rd is a compact subset and x1, . . . ,xn ∈ I.

Definition 3. Let AI = {Ak | k ∈ K} be a uniform multivariate fuzzy partition of I. We say that the
set of points x1, . . . ,xn is sufficiently dense in AI if the matrix XT

kAkXk is invertible for any k ∈ K.

Now, we can proceed to the definition of the direct multivariate F-transform of higher degree that
was introduced in [4].

Definition 4 (d-dimensional discrete F→
m -transform). Let A be a uniform multivariate fuzzy partition

of Rd determined by (K,H,R, c), let I ⊂ Rd be a compact subset, and let f be a discrete function given
at points x1, . . . ,xn ∈ I that are sufficiently dense in AI = {Ak | k ∈ K}. A family {F→

m,k[f ](x) | k ∈ K}
of polynomials of d variables of m degree in the form

F→
m,k[f ](x) =

N∑

ℓ=1

βk
ℓ (x − ck)iℓ , (7)

where k ∈ K and ck = kR, is called the direct d-dimensional F-transform of m degree (Fm-transform for
short) of f with respect to A provided that

βk = (βk
1 , . . . , βk

N )T = (XT
kAkXk)−1XT

kAkY (8)

for any k ∈ K. The polynomial F→
k,m[f ](x) is called the k-th component of Fm-transform of f with respect

to A.

In [4], we proved that the discrete multivariate Fm-transform of a discrete function f given at points
x1, . . . ,xn, which is defined by

Fm[f ](xi) =
∑

k∈K
F→

m,k[f ](xi)Ak(xi), (9)

well approximates f at points x1, . . . ,xn. One could see that if f is a well-defined function on I and the
values of f are known only for a sample x1, . . . ,xn ∈ I, then the function f can be approximated by
formula (9), where xi is now replaced by an arbitrary x ∈ I.

4 Non-parametric regression

In this section, we restrict ourselves to two dimensional case, which is mostly used in practice including
the implied volatility estimation. Let f be a function defined on a compact subset I ⊂ R2, let Yi =
f(xi) + v1/2(xi)εi, i = 1, . . . , n, be random variables, where x1, . . . ,xn ∈ I, E(εi) = 0, Var(εi) = 1, and
v(xi) ∈ R+. Consider Y = (Y1, . . . , Yn) in formula (8), and assume that a uniform multivariate fuzzy
partition A is given and the set of points x1, . . . ,xn is sufficiently dense in AI = {Ak | k ∈ K}. Then, a
non-parametric estimation of f on I can be given by

f̂(x) = Fm[f ](x) =
∑

k∈K
F→

m,k[f ](x)Ak(x), x ∈ I, (10)

Mathematical Methods in Economics 2016

280



where F→
m,k[f ](x), k ∈ K, are the Fm-transform components with respect to A.

Let us assume that f is a continuous function, which is pi times differentiable function in the i-th
coordinate at each point x ∈ Int I, where Int I denotes the interior of I. Put p = (p1, p2), and let j ≤ p.

Then, a non-parametric estimation of partial derivative ∂jf = ∂|j|f
∂j1xi∂j2x2

on Int I can be given by

∂̂jf(x) =
∑

k∈K
∂jF→

m,k[f ](x)Ak(x), x ∈ Int I, (11)

where ∂jF→
m,k[f ](x) = ∂|j|

∂j1xi∂j2x2
F→

m,k[f ](x). Denote s(x,k) = (1, (x−ck)i2 , . . . , (x−ck)iN ), k ∈ K, and

Dj = diag

{
∂|j|xj1

∂j1xi∂j2x2
(1, 1),

∂|j|xj2

∂j1xi∂j2x2
(1, 1), . . . ,

∂|i|xiN

∂i1x1∂j2x2
(1, 1)

}
,

Then, (11) can be rewrite with help of matrices as follows:

∂̂if(x) =
∑

k∈K

(
s(x,k)Diβk

)
Ak(x), x ∈ Int I, (12)

where βk = (XT
kAkXk)−1XT

kAkY .

Example 2. Let us consider the continuous function f(x, y) = (x + y) sin(x/π) cos(y/π), and assume
that we know Yij = f(i, j) + 16 ξ(i, j), where ξ(i, j) ∼ N(0, 1) for any 1 ≤ i, j ≤ 15. In Fig. 2, the
estimation of f (left) and f ′

x (right) from the sample (i, j, Yij), 0 ≤ i, j ≤ 15, is depicted, where the blue
dots represent the original discrete function f(i, j) and its partial derivative f ′

x(i, j). We used the 2D
triangle uniform fuzzy partition with H = diag{8, 8}, R = diag{4, 4}, and c = (0, 0). One can see that a
portion of the white noise is suppressed and also the first derivative with respect to x are well estimated.

Figure 2 Estimation of the function f (left) as well as its partial derivative f ′
x (right) from Example 2

5 Application to financial modeling

In this section, we will provide an example of the higher degree F-transform on real data within the classic
problem of financial option pricing. Before we proceed to a real data, we briefly describe the motivation
for the study. A standard approach to option pricing is based on Black-Scholes type (BS hereafter)
models [2] utilizing the no-arbitrage argument of complete markets. However, there are several crucial
assumptions, such as that the option underlying log-returns follow normal distribution, there is unique
and deterministic riskless rate as well as the volatility of underlying log-returns. Since the assumptions
are generally not fulfilled, the BS-type models provide false results. This is why market participants often
use an artificial volatility, which match BS model with market prices (generally called implied volatility
since it is implied by market prices). Obviously, such volatilities differ for various maturities and strike
prices.1

In order to illustrate the procedure we have pick up implied volatilites of stock option traded at
German market (Allianz) on a given day with various (normalized) strike prices (x) and maturities (y),
see Figure 3. For the estimation, we used the F-transform of degree 3 w.r.t. the triangle 2-dimensional
uniform fuzzy partition with H = diag{70, 1.2}, R = diag{35, 0.6}, and c = (2.5, 0). This estimation of
respective partial derivatives can be simply obtained by formula (11) or (12).

1Recall, however, that when discrete observations of implied volatilities are smoothed to get a so called implied volatility
surface we should take care about no-arbitrage conditions, where a state price densities play a crucial role, see e.g. [1] for
more details.
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Figure 3 Estimation of implied volatility surface by multivalued F-transform of degree 3

6 Conclusion

The F-transform is an approximation technique applicable in various field of science. In this contribution
its original definition was extended into multivariate higher degree F-transform so that we were able
to smooth (2+1)D discrete data. A specific advantage of the approach is that one can simultaneously
derive also derivatives of the smoothed function, which can has interesting application eg. in no-arbitrage
estimation of option implied volatilities.
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A free software tool implementing the fuzzy AHP

method

Pavel Holeček1, Jana Talašová2

Abstract. The AHP method became very popular in multiple-criteria
decision-making and it found its applications in diverse fields. Over the time,
several modifications of the method for fuzzy environment have been devised.
The paper introduces a new free software tool that implements one of these
approaches. The elements of the pair-wise comparison matrix are allowed to
be expressed by triangular fuzzy elements. The classical non-fuzzy methods
based on the eigenvectors or the geometric means are also supported in the
software. The presented software has been written as a web application, which
means that it is available from any computer connected to the Internet without
need to install any additional software. The presented tool makes it possible
to design the (fuzzy) pair-wise comparison matrix in a user-friendly way, and
to derive the priority vector from it. Various consistency indicators are also
calculated.

Keywords: fuzzy, AHP, pair-wise comparison matrix, triangular fuzzy ele-
ments, software

JEL classification: C44
AMS classification: 90B50

1 Introduction

Methods based on the use of pair-wise comparison matrices represent an important group in the multiple-
criteria decision-making. Probably the best-known representative of this group is Saaty’s AHP [9]. Over
the time, various authors devised modifications of the method suitable for fuzzy environment (e.g. [11, 4,
3, 7]). The aim of this paper is to introduce a new free software tool that can be used for calculations with
the pair-wise comparison matrices used in the AHP, or their fuzzy versions. The matrices are allowed to
contain not only real elements, but also triangular fuzzy elements. The current version of the software is
able to derive (fuzzy) weights from these matrices and to measure the inconsistency of the data provided
by the expert. In the future, another development and extension of the software is planned.

The paper is structured as follows. First, the mathematical methods used in the software will be
described. As the software can work with both non-fuzzy and fuzzy pair-wise comparison matrices,
methods for both of the cases will be described. Next, the new software tool will be presented. The
functions and possibilities of this software will be discussed. Finally, possible directions for the future
development will be outlined.

2 The used methods

In the presented software, the expert gives his/her preferences in form of a pair-wise comparison matrix.
This matrix can contain non-fuzzy elements only (real numbers) or triangular fuzzy elements. In order
to derive the weights from such a matrix and to measure the consistency of the information on expert’s
preferences encoded in the matrix, the following methods have been implemented.

1 Palacký University in Olomouc, Faculty of Science, Department. of Mathematical Analysis and Applications of
Mathematics, 17. listopadu 1192/121, 77146 Olomouc, Czech Republic , pavel.holecek@upol.cz.

2Palacký University in Olomouc, Faculty of Science, Department. of Mathematical Analysis and Applications of Math-
ematics, 17. listopadu 1192/121, 77146 Olomouc, Czech Republic , jana.talasova@upol.cz.
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2.1 Pair-wise comparison matrix with non-fuzzy elements

Let us assume, that n criteria are taken into the account. In case of the classical AHP without any
fuzziness involved, the expert provides the information on his/her preferences in form of a pair-wise
comparison matrix, which has the following form:

A =




a11 a12 . . . a1n

a21 a22 . . . a2n

. . . . . . . . . . . .

an1 an2 . . . ann


 , (1)

where, for all i, j = 1, . . . , n, the elements aij are positive and satisfy the condition that aij = 1/aji (the
matrix is reciprocal).

In the original AHP [9], the elements of the matrixA are taken from Saaty’s scale { 19 , 18 , . . . , 12 , 1, 2, . . . , 9}.
For example, by setting the value a23 = 5, the expert states that the second criterion is five times more
important than the third one.

The weights of the individual criteria are derived in the original AHP using the eigenvector method.
In this method, the eigenvector ~v = (v1, . . . , vn) corresponding to the maximum eigenvalue λmax of the
matrix A is determined. The weights wk, k = 1, . . . , n, of the individual criteria are then determined as
wk = vk/

∑n
i=1 vi.

To propose the weights from a pair-wise comparison matrix, other methods are also used in the
practice [6] and probably the best-known of them is the geometric mean method. In this method, the
weights wk, k = 1, . . . , n, are calculated as follows:

wk =

(∏n
j=1 akj

)1/n

∑n
i=1

(∏n
j=1 aij

)1/n . (2)

The weights obtained by this method are usually close to the ones calculated with the eigenvector method.
Great advantages of this method are its simplicity and low computational demands.

In order to ensure the inconsistency of the pair-wise comparison matrix is on an acceptable level,
Saaty proposed the following procedure [9]:

First, the consistency index is calculated:

CI =
λmax − n
n− 1

, (3)

where λmax is the maximum eigenvalue of the matrix A.

Subsequently, the random index RI for the given number of criteria n is considered. The RI is the
average CI of randomly generated pair-wise comparison matrices of the same size as A with elements
from the Saaty’s scale. The RI is tabulated for different n in Table 1 [10]. Because of its random nature,
the particular values may differ slightly in the literature (for comparison of values determined by different
researchers, see [1]).

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49

Table 1 Values of the random index (RI) for different sizes (n) of the pair-wise comparison matrix.

Finally, the consistency ratio CR is calculated as follows:

CR =
CI

RI
. (4)

According to the procedure proposed by Saaty, the matrix A is considered to be sufficiently consistent if
CR < 0.1. Otherwise, the expert should revise the values in the pair-wise comparison matrix.
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2.2 Pair-wise comparison matrix with triangular fuzzy elements

Sometimes, it can be difficult for the expert to compare certain pairs of criteria. In these cases, it
would be more realistic to allow the expert to provide the data not only in form of real numbers, but
also fuzzy numbers. Multiple methods that use pair-wise comparison matrices with fuzzy elements were
proposed. From the vast range of the methods, the approach described by Ramı́k [7] has been selected and
implemented in the presented software. The major advantages of this approach are its solid mathematical
basis and suitability for computations. In this approach, the pair-wise comparison matrix is comprised
of triangular fuzzy elements. Such a matrix Ã is of the following form:

Ã =




(aL11, a
M
11 , a

U
11) . . . (aL1n, a

M
1n, a

U
1n)

...
. . .

...

(aLn1, a
M
n1, a

U
n1) . . . (aLnn, a

M
nn, a

U
nn)


 , (5)

where for all i, j = 1, . . . , n:

• aLij , aMij , aUij are real numbers such that 1/σ ≤ aLij ≤ aMij ≤ aUij ≤ σ for a chosen fixed σ > 1.

• ãij =
(
aLij , a

M
ij , a

U
ij

)
implies that ãji =

(
1
aUij
, 1
aMij
, 1
aLij

)
. (reciprocity)

Besides the introduction of the fuzzy triangular elements, another difference compared to the classical
AHP is that the preference intensities provided by the expert are not limited to the interval [ 19 , 9], but
can be taken more generally form [ 1σ , σ] for a chosen value σ > 1.

The fuzzy weights w̃k = (wLk , w
M
k , w

U
k ), k = 1, . . . , n, are then derived in this procedure as follows [7]:

wLk = Cmin ·

(∏n
j=1 a

L
kj

)1/n

∑n
i=1

(∏n
j=1 a

M
ij

)1/n , where Cmin = min
i=1,...,n





(∏n
j=1 a

M
ij

)1/n

(∏n
j=1 a

L
ij

)1/n




, (6)

wMk =

(∏n
j=1 a

M
kj

)1/n

∑n
i=1

(∏n
j=1 a

M
ij

)1/n , (7)

wUk = Cmax ·

(∏n
j=1 a

U
kj

)1/n

∑n
i=1

(∏n
j=1 a

M
ij

)1/n , where Cmax = max
i=1,...,n





(∏n
j=1 a

M
ij

)1/n

(∏n
j=1 a

U
ij

)1/n




. (8)

To measure the consistency of the pair-wise comparison matrix with triangular fuzzy elements, Ramı́k
proposed the following index [7]:

NIσn (Ã) = γσn ·max
i,j

{
max

{∣∣∣∣∣
wLi
wUj
− aLij

∣∣∣∣∣ ,
∣∣∣∣∣
wMi
wMj
− aMij

∣∣∣∣∣ ,
∣∣∣∣∣
wUi
wLj
− aUij

∣∣∣∣∣

}}
, (9)

where

γσn =





1

max
{
σ−σ(2−2n/n),σ2

(
( 2

n )
2/(n−2)−( 2

n )
n/(n−2)

)} if σ <
(
n
2

)n/(n−2)
,

1

max{σ−σ(2−2n/n),σ(2n−2/n)−σ} otherwise.
(10)

The value of the index ranges from 0 to 1, where 0 means that the matrix is fully consistent.

The mathematical theory described in this section has been implemented into a software tool whose
introduction is the main goal of this paper. This software tool will be the topic of the next section.
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3 The FuzzyAHP software tool

Because of the popularity of the AHP method, many software tools supporting this method have emerged
(their list can be found for example in [2]). Although there are plenty of tools for the classical (non-
fuzzy) AHP, there is a lack of software tools suitable for fuzzy problems. In [5], a fuzzy AHP software tool
applied for a particular problem is described. However, the paper does not contain any download link
and the software does not seem to be available on the Internet for the public. Another tool that works
with pair-wise comparison matrices with fuzzy elements is FVK [8]. The method used in this tool makes
it possible to take into account also the dependencies among the individual criteria. A great advantage of
the tool is that it is available for free. The tool has been written as an add-on for Microsoft Excel. This
can represent a limitation – the software is restricted to the computers with Windows operation system
and Microsoft Excel only.

The fuzzy AHP tool presented in the paper is a web application. This means that it can be accessed
from any computer connected to the Internet without need to buy or install any additional software. The
tool is available for free.

3.1 The features of the introduced software tool

The presented software tool makes it possible to derive the weights and information on consistency from
a pair-wise comparison matrix with either triangular fuzzy elements or with non-fuzzy elements (real
number). Such calculation is performed in the software as follows. First, the user defines the number
of criteria and their names. Then, the pair-wise comparison matrix has to be filled in (Figure 1). The
user enters the values of the elements above the main diagonal. The other elements are calculated by the
software automatically. This way the reciprocity of the pair-wise comparison matrix is ensured.

The expert enters each triangular fuzzy element as three numbers divided by a space. For simplicity,
the software makes it possible to enter also a single number as an element of the matrix, which is then
treated as a fuzzy element whose all three values are equal.

Figure 1 Editing a pair-wise comparison matrix with triangular fuzzy elements in the fuzzy AHP tool

As soon as all necessary data are filled in, the results are displayed. By default, the procedure
described in Section 2.2 is used. The presentation of the results calculated by this method for the matrix
in Figure 1 is depicted in Figure 2. The derived fuzzy weights are displayed in a numerical form and in
form of a graph. Information on consistency through the NI index is also provided.

The software can be also used for calculation with a classical Saaty’s matrix (without any fuzziness).
The expert can define such matrix in the same way as before (the only difference is that single values
instead of triplets are provided as elements of the matrix). The eigenvector method and the geometric
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Figure 2 The results calculated from the pair-wise comparison matrix with triangular fuzzy elements

mean method can then be used for deriving the weights. The consistency indices mentioned in Section 2.1
are also calculated. The form, in which the results are presented in case of these non-fuzzy methods, can
be seen in Figure 3.

Figure 3 The results obtained by the eigenvector method for a pair-wise comparison matrix (the case
without any fuzziness)

3.2 Plans for the future development

The further development of the software is planned in the future. In this section, some possible improve-
ments that should be implemented in the later versions will be discussed.

The current version of the software is able to work with only one pair-wise comparison matrix at
the time. This is sufficient for experimenting with the supported methods and studying their behavior.
However, the future versions should support full hierarchical structure as it is used in AHP. This will
make it possible for the expert to use the software for solving complex multiple-criteria decision-making
problems.

Currently, three methods are supported in the software – two non-fuzzy methods and a single fuzzy
method. In the literature, there is a whole range of other methods for fuzzy environment. Some of these
methods could be implemented into the software in the future. This would give the expert an opportunity
to compare the results obtained by different approaches.
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4 Conclusion

The paper introduced a new software tool that works with pair-wise comparison matrices. The software
makes it possible for the expert to define such matrix in a quick and comfortable way. Both classical (non-
fuzzy) pair-wise comparison matrices and pair-wise comparison matrices with triangular fuzzy elements
are supported. The software can derive the (fuzzy) weights and calculate the indices of consistency for
the data provided by the expert. Multiple methods are supported for this task.

The advantage of the presented software is that it has been written as a web application so it is multi-
platform (it can be used from any operation system) and does not require installation of any additional
software. Another advantage is the price. The software is available for free.

This tool can be found at the following web address: http://fuzzymcdm.upol.cz.
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Impact of Microstructure Noise on Integrated

Variance Estimators: A Simulation Study

Vladimı́r Holý1

Abstract. Using high-frequency data for estimation of integrated variance
of asset prices is beneficial but so-called microstructure noise occurs as the
sampling frequency increases. This noise is caused by rounding of prices, bid-
ask spread and overall discrete nature of transactions and can significantly bias
estimates.

Microstructure noise is often modelled as i.i.d. variables independent of the
efficient price process. However, real data indicate much more complicated
structure than a white noise. In this paper we consider various models of
microstructure noise. First, we model the noise as AR and MA time series.
Next, we consider the noise dependent on asset prices. Another type of model
is a noise created purely by rounding of prices.

We study the impact of microstructure noise on realized variance and other
integrated variance estimators such as maximum likelihood estimator, the re-
alized kernel estimator and the pre-averaging estimator. We simulate various
structures of microstructure noise which violate the assumptions of estimators
and we analyze the resulting integrated variance estimates.

Keywords: High-frequency data, microstructure noise, integrated variance
estimation, realized volatility, simulations.

JEL classification: C53, C58, G17
AMS classification: 62M10, 91G70

1 Introduction

The main instrument for risk analysis of financial asset prices is variance estimation. To estimate daily
or even intraday integrated variance, data sampled at high frequencies are required. As the sampling
frequency increases so-called microstructure noise occurs. It is caused by rounding of prices, bid-ask
spread and overall discrete nature of transactions and can significantly bias estimates. This noise is often
modelled with assumptions that are not valid for real data. Some methods consider the noise independent
of the efficient price process, some methods even assume simple white noise. However, microstructure
noise can have much richer structure. For example, it was shown in [4] that microstructure noise in
Dow Jones Industrial Average stocks returns is correlated with the efficient price, time dependent and
substantially changes over time.

The goal of this paper is to illustrate the impact of some microstructure noise models on integrated
variance estimators using simulations. In Section 2 we define some microstructure noise models. In
Section 3 we introduce integrated variance estimators and analyze the impact of the noise. Finally, in
Section 4, we summarize achieved results of simulations.

2 Microstructure Noise Setting

Let p∗t be one-dimensional logarithmic price process of the asset and let’s assume that it follows a con-
tinuous semi-martingale

p∗t = p∗0 +

∫ t

0

µ(s) ds+

∫ t

0

σ(s) dWs, (1)

1University of Economics, Prague, W. Churchill Sq. 1938/4, 130 67 Prague 3, Czech Republic, vladimir.holy@vse.cz.
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where Ws denotes the Wiener process, µ(s) is a finite variation càglàg drift process and σ(s) is an adapted
càdlàg volatility process. The process p∗t is called efficient price. However, rather than p∗t , we observe
process pt defined as

pt = p∗t + εt, (2)

where εt is the mentioned market microstructure noise. This is common setting used for example in [5].

In our simulations, we consider efficient price p∗t as standard Wiener process with unit variance. This
assumption is not realistic for financial data, but it can be used as illustration for some basic behaviour
as stated in [1]. In the following subsections we present models for microstructure noise.

2.1 White Noise

The most basic microstructure noise model is a white noise

εt
i.i.d.∼ N(0, σ2). (3)

This noise is independent of p∗t . We use unit variance for all noise models except the rounding noise
model.

2.2 Autoregressive Noise

Next, we consider the noise as AR(1) time series

εt = ϕεt−1 + χt, χt
i.i.d.∼ N(0, σ2). (4)

In simulations, we use parameters ϕ = 0.5 (denoted in tables 1 and 2 as AR(1)I noise model) and
ϕ = −0.9 (denoted as AR(1)II).

2.3 Moving-average Noise

Another time series model is moving-average MA(1)

εt = θχt−1 + χt, χt
i.i.d.∼ N(0, σ2). (5)

In simulations, we use parameter θ = 0.7.

2.4 Dependent Noise

Many integrated variance estimators assume microstructure noise independent of efficient price. However
this may not always be the case and so we consider the microstructure noise εt correlated with p∗t . In
simulations, we use correlation coefficient ρ = 0.9.

2.5 Rounding Noise

Last model we consider is noise created purely by rounding of prices given by

εt = bp∗t ek − p∗t , (6)

where bp∗t ek is p∗t rounded to k digits. In simulations, we use k = 1. Unlike others the rounding noise is
deterministic.
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3 Impact of Microstructure Noise on Estimators

To quantify the risk of an asset, so-called integrated variance is used. It is defined as

IV (0, t) =

∫ t

0

σ2(s)ds. (7)

There are many integrated variance estimators. In the following subsections we will briefly introduce
a few of them and examine how they are affected by different types of noise.

The estimation of integrated variance using noisy data exhibits the following behaviour. If lower
frequencies are used, the impact of the noise diminishes but the estimation is less precise. In Figure 1 we
can see that the confidence intervals are wider and in Table 2 we can see that the standard deviations
of mean errors are higher for greater period. Some papers recommend to use realized variance with 5
minute data1, but most papers (e.g. [6]) recommend to use estimators robust to microstructure noise
with data sampled at the highest possible frequency.

In simulations we estimate daily integrated variance using different frequencies ranging from 1 minute
data to 60 minute data.

Microstructure Noise Models

Estimator Period White AR(1)I AR(1)II MA(1) Dep. Round.

Realized Variance

1 min 1.998 1.003 3.792 1.061 0.527 0.165

5 min 0.998 0.753 0.194 1.001 0.342 0.084

20 min 0.670 0.584 1.148 0.661 0.275 0.054

Maximum Likelihood

1 min -0.002 0.422 -0.340 0.844 0.149 0.000

5 min -0.005 0.131 0.150 -0.006 0.142 -0.005

20 min -0.011 0.043 -0.237 -0.011 0.139 -0.007

Realized Kernel

1 min 0.032 0.077 0.002 0.060 0.154 0.003

5 min 0.059 0.083 0.103 0.060 0.158 0.003

20 min 0.081 0.093 0.020 0.081 0.160 0.003

Pre-averaging

1 min -0.035 -0.008 -0.058 -0.017 0.107 -0.034

5 min -0.058 -0.048 -0.009 -0.058 0.080 -0.058

20 min -0.079 -0.074 -0.097 -0.078 0.056 -0.079

Table 1 Means of relative errors of variance estimations calculated from 1000 simulations

3.1 Realized Variance Estimator

The natural approximation of integrated variance is realized variance given by

RV n =
n∑

i=1

(pi∆n
− p(i−1)∆n

)2, (8)

where ∆n is the period corresponding to the number of observations n. This estimator is consistent only
when there is no noise present. It is known that in the presence of white noise the realized variance
diverges lineary to infinity with increasing number of observations. This is shown for example in [4]. As
we can see in Figure 1, with other noise settings the divergence is nonlinear. When there is a strong
negative autocorrelation in the noise, there is a danger of missing specific periodic parts of noise using
some frequencies resulting in polyline in the third pair of plots in Figure 1. In the dependent noise setting
we can see that even when using relatively lower frequencies the realized variance can still be significantly
biased.

1Better a sparrow in the hand than a pigeon on the roof.
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Figure 1 Means of realized variances (solid curves) with 95% confidence intervals (grey areas) and
true integrated variances (dotted lines) for different microstructure noise models calculated from 1000
simulations
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Microstructure Noise Models

Estimator Period White AR(1)I AR(1)II MA(1) Dep. Round.

Realized Variance

1 min 0.094 0.079 0.110 0.077 0.077 0.044

5 min 0.104 0.094 0.065 0.104 0.089 0.057

20 min 0.109 0.103 0.123 0.109 0.098 0.068

Maximum Likelihood

1 min 0.089 0.109 0.057 0.164 0.096 0.067

5 min 0.112 0.124 0.110 0.114 0.122 0.095

20 min 0.129 0.138 0.099 0.130 0.143 0.117

Realized Kernel

1 min 0.119 0.123 0.118 0.121 0.138 0.118

5 min 0.122 0.123 0.129 0.121 0.138 0.118

20 min 0.123 0.124 0.119 0.124 0.139 0.118

Pre-averaging

1 min 0.142 0.144 0.141 0.142 0.159 0.141

5 min 0.165 0.165 0.170 0.162 0.179 0.163

20 min 0.178 0.177 0.176 0.177 0.192 0.176

Table 2 Standard deviations of relative errors of variance estimations calculated from 1000 simulations

3.2 Maximum Likelihood Estimator

Maximum likelihood estimator was proposed in [2]. It utilizes the fact that asset returns rt = pt − pt−1

contamined by white noise follow MA(1) process. The daily variance as well as microstructure noise
variance can then be estimated using maximum likelihood. As we can see in Table 1 when the noise
is white this estimator gives the best results. However, when the white noise assumption is violated
estimations are biased.

3.3 Realized Kernel Estimator

Realized kernel estimator proposed in [3] captures serial correlations induced by microstructure noise
with a kernel. We use modified Tukey-Hanning kernel as recommended in [3]. This estimator deals well
with all our noise settings as shown in Table 1.

3.4 Pre-averaging Estimator

Pre-averaging estimator was proposed in [7]. It is based on the idea to remove noise by locally averaging
returns before computing realized variance. As we can see in Table 1 this estimator performs overall well
even though it has a tendency to sligtly underestimate the daily variance. Compared to realized kernel
it has higher standard deviations of relative errors as shown in Table 2.

4 Results

Our simulations show the impact of various microstructure noise models on realized variance and other
integrated variation estimators. In the basic case of white noise, realized variance diverges lineary to
infinity with increasing number of observations while other estimators are robust to this noise. Similar
results apply to rounding noise. When the noise has AR(1) or MA(1) structure the divergence of realized
variance is nonlinear. There is also a possibility of estimators missing some periodic parts of noise, which
can lead to very different estimates while using relatively similar frequencies. The most problematic
setting is dependent noise. All estimators have tendency to overestimate variance in the presence of noise
correlated with efficient price.
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Recursive core of an OLG economy with production and 

comprehensive agreements 
Milan Horniaček

1
, Ľubica Šimková

2
 

Abstract. We analyze an infinite horizon OLG economy with production and dis-

counting of future utilities.  Each agent lives for two periods. He is endowed with 

labor services in the first year of life.  All goods are non-durable. Agents’ utility 

functions have only consumption and provision of labor services as arguments.  

Agreements between members of non-singleton coalitions are comprehensive – they 

specify both labor and produced inputs contributed by members of a coalition, out-

puts,  distribution of produced consumption goods between members of a coalition, 

and distribution of produced producer goods (that can be used in production only in 

the following period) between young members of a coalition. (Therefore, taking into 

account also discounting of future payoffs, the argument of Hendricks, Judd, and  

Kovenock showing emptiness of the core of OLG pure exchange economy does not 

apply here.) We prove (using one of Browder’s fixed point theorems for a corre-

spondence) that a strong recursive core is non-empty in our model. The latter is a 

subset of the strong core with the property that each stream of actions in it, for each 

period (with inputs of producer goods produced in the preceding period), induces a 

substream belonging to the strong core of the coalitional game starting at this date. 

Keywords: OLG economy, recursive core, fixed point. 

JEL Classification: C71, C73, D51 

AMS Classification: 91A12, 91A13, 91A25, 91B50 

1 Introduction 

This paper has two goals. First, we develop a model of an OLG economy in which the strong core is nonempty, 

i.e., in which the argument in [3] showing the emptiness of the core cannot be used. We do it (keeping the usual 

simplifying assumptions that each agent lives for two periods) by adding production, discounting of future utili-

ties, assuming that agents are endowed only by labor services (not by consumption goods) and they own produc-

er goods (these are distributed between young agents and used in production in the following period when they 

are old), and comprehensive agreements on division of common outputs within non-singleton coalitions. The 

latter specify both labor and produced inputs contributed by members of a coalition, outputs, distribution of 

produced consumption goods between members of a coalition, and distribution of produced producer goods 

between young agents. (Producer goods can be used in production only in the following period when today’s 

young agents will be old.)  Thus, young agents cannot deprive old agents of consumption goods without giving 

up the use of producer goods owned by the old agents. Old agents, if they want to consume, have to make pro-

ducer goods they own available to common production activities with young agents who contribute labor ser-

vices. Moreover, discounting of future utilities implies that it is not possible to carry out forever the scheme in 

which utility of old agents in some period is increased at the expense of young agents and the latter are compen-

sated in the next period at the expense of those who are young at it. (Compensations would grow in time without 

any limit.) 

Second, we want to show that in the model fulfilling the first goal the strong recursive core is nonempty. The 

recursive core  was introduced into the literature in [1] in the framework of capital accumulation model with 

infinitely lived agents. Its strong version used in this paper  requires that each stream of actions in it, for each 

period (with inputs of producer goods produced in the preceding period) , induces a substream belonging to the 

strong core of the coalitional game starting at this date.  That is, in the case of recursive strong core, we take into 

account also coalitions that some members joined only when they were old. Even such a coalition should not be 

able to increase (without cooperation with agents outside it) utility  of some of its members (for members who 

joined it when they were old, utility in the second period of their lifetime) without decreasing utility of some 
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other member. Of course,  a strong recursive  core is a subset of the strong core. Therefore, by proving that the  

strong recursive core is non-empty in our model we fulfill both our goals. 

Our results are important because they open the way to analysis of non-cooperative games in an OLG econ-

omy in which equilibria correspond to recursive core. Such games can shed light on formation of firms in an 

OLG economy with imperfect competition. 

In the remainder of the paper, N   denotes the set of natural numbers and  is the set of real numbers. For 

Nn ,  nn ,0  . For a finite set X ,  X#  is its cardinality. For r ,  r is the integer part of .r We en-

dow each finite dimensional real vector space with the Euclidean topology and each infinite dimensional  Carte-

sian product of finite dimensional real vector spaces with the product topology.   endowed with product to-

pology is metrizable. We denote metric on it by d . For a set X ,  Xcon  denotes its convex hull, X2 is the set 

of all subsets of X , including the empty set, and (if X is a subset of a topological space)  Xcl  denotes the 

closure of X . 

 

2 Model 

The set of agents is N . Each agent lives for two periods. In the first period of his life he is young, in the second 

year he is old. The time horizon of the model is  N . There is even Nm such that in each period exactly m

agents live. The set of young agents living in period Nt is   m5.0
1it itm5.0I 

  ,  the set of old agents in period 

1 is  m5.0,...,1I1  , and the set of old agents in period  1\Nt  is 


  1tt II . Function NI:  assigns to 

each agent the first period of his life within the model. That is,   1i  for each  m5.0,...1i and 

     1m5.0inm5.0N0nmaxi  for each m5.0i  . 

The finite set of goods in the model is ZVLQ  , where L (V , Z ) is the set of labor services (con-

sumption goods, producer goods). In order to deliver the message of the paper in the simplest possible way, we 

assume that all goods are non-durable, i.e. they can be used only in one period. Consumption goods  can be used 

only in the period in which they are produced. Producer goods produced in period   N0t  can be used only 

in period 1t  . For each Nt each agent   tIi has endowment    L#
Lii 

 
  of labor services. We 

assume that  

    
.L,maxsupx iIiNt

sup

t
       (1) 

Old agents cannot provide labor services.  They own producer goods produced in the preceding period. (Out-

puts of producer goods by each coalition in each period of its existence are distributed among young agents.) For 

each Nt   and each  tIi ,    Z#
Zkiki 

    is the vector of quantities of producer goods owned by 

agent i . For  m5.0,...,1i 
i is given (it originated before the beginning of the time horizon of the model), for 

m5.0i  it is the result of distribution of outputs of production activities in which i participated (by providing 

labor services) when he was young. 

Taking into account (1) and the fact  that nothing can be produced without using some labor service, it is rea-

sonable to assume that for each ZVk  there is 0ymax
k  such that output of good k in the economy in any 

period cannot exceed max
ky .  

Production possibilities of any coalition in any period are described by the same production possibility set   

              ZVk
max
kZk

max
kL

sup
ZVkkZLkk y,00,y0,xy,xY   . 

Elements of Y  are vectors of gross inputs and outputs.   Inputs have non-positive sign and outputs have non-

negative sign. This approach to the production possibility set takes into account the fact that producer goods used 

as inputs should be obtained before the production starts.  
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Assumption 1. (a) Y0 , (b) Y is closed, and (c) for each ZLk  there exists 0dk  such that, if

 dx   for each L or  kk dx   for each  ,Zk      
 then 0yk      for  each .ZVk   

Part (c) is a strengthened form of assumption that it is not possible to produce something from nothing. It 

says that it is not possible to produce something without using  some minimal quantity of at least one labor ser-

vice and some minimal quantity of at least one producer good. Note that we do not assume any form of returns to 

scale of production. If there are strictly decreasing returns to scale, it is efficient to produce in many small pro-

duction units. (One coalition of agents can in one period run several production units.) Nevertheless, part (c) of 

Assumption 1 implies that these units cannot be infinitely small and their number is bounded from above by 














 



























 L Zk
k

max
k

sup

d

y
,

d

mx5.0
min 



 . 

Each agent’s utility from labor supplies and consumption over his lifetime is the sum of his utility when he is 

young and discounted utility when he is old. All agents use the same discount factor  1,0 . (Our qualitative 

results would not change if we assumed different discount factors but with the supremum of them over all agents 

less than one.) Agent Ni has single period utility function       Vk
max
kL ii y,0,0:u   . If ,m5.0i   

his vector of supplies of labor services in the first period of his life is      L iLii ,0   , his consump-

tion vector when he is young is      Vk
max
kVkiki y,0  and his consumption vector when he is old is 

     Vk
max
kVkiki y,0 , then his lifetime utility is    iiiii ,0u,u   . (For  m5.0,...,1i , his utility 

within the time horizon of the model is  ii ,0u  .) 

Assumption 2. For each Ni , iu is (a) continuous, (b) non-increasing in provision of each labor service 

L with 0i  ,  (c) non-decreasing in consumption of each consumption goods,(d)   00ui  ,  and (e) there 

exists 0  such that    
Vk

max
ki y,0u  for each Ni  . 

 For each Ni , vector ia summarizes his participation in production activities and distribution of their re-

sults. We have   iiiii ,,,a   for each m5.0i  and   iii ,a   for each  m5.0,...,1i . For each Ni we 

set    iii ,a  .  

A distribution stream is a sequence  
Niiaa


 . We denote by A the set of all feasible distribution streams. 

They are feasible with respect to endowments of young agents by labor services, ownership of producer goods 

by agents in  m5.0,...,1 , and production possibility set Y . (In computation of components of elements of A  in 

period t we use results of computations for previous periods and all feasible sets of production units in period .t ) 

Taking into account (1), upper bounds on outputs, and part (b) of Assumption 1, A is a compact set. 

A coalition is a non-empty subset of N . We denote the set of all coalitions by  . A distribution stream of 

coalition C  starting in period     1imaxtimin CiCi    is  a sequence  

        .a,aa
ti:Cii1ti:CiiCt 




. 

For each C  let       timin,IC:1\NtCT
tI\Cit  

  .  We denote by   









tICiiCtA 
 
the 

set of feasible distribution streams of coalition C starting at period  CTt . They are feasible with respect 

to endowments of young agents in C by labor services, ownership of producer goods by agents in C  who are 

old in period t  given by   


tICii  and production possibility set Y when, starting from period t , agents in 

C  do not cooperate with agents outside C . Taking into account (1), upper bounds on outputs, and part (b) of 

Assumption 1,   









tICiiCtA  is a compact set. If C contains each of its members for his whole lifetime 

(which lasts only one period for each  1ICi ), we write only CA . For each Aa , each  1\Nt , and each 

 tIi , we denote by  ai
   the ownership of producer goods by agent i generated by the previous activities 

recorded in a . 
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We denote by  the non-transferable utility coalitional game generated by the model described above, by 

 Core its strong core, and by  Rcore
 
its strong recursive core. 

Definition 1.  A distribution stream Aa belongs to  Core
 
if and only if there do not exist a coalition 

C  and  
C

C Aa  such that 
            ,0u,u,0u,u iiiii

C
ii

C
i

C
ii    for each   1I\Ci and  

    ii
C

ii ,0u,0u  
 
  for each  1ICi , with strict inequality for at least one Ci . 

Definition 2. A distribution stream  Corea belongs to  Rcore if and only if there do not exist C , 

 CTt , and      




 



tICiiCt
C aAa   such that 

            ,0u,u,0u,u iiiii
C

ii
C

i
C

ii    for each  

 tI\Ci and  
    ii
C

ii ,0u,0u  
 
  for each  tICi , with strict inequality for at least one Ci . 

 

3 Non-emptiness of the recursive core 

Proposition 1. Game  has non-empty recursive core. 

Proof.  Let 

                


1 1Ii iiiiiI\Ni
1i

ii
* Aa,0u,u,0umax   .  (2) 

  Clearly,   

    

























1

m

1

1
1m5.00 * .    (3)

 Define           

  
    

    





















 

 





































 

 







 




1 1

1 111

Ii
*

iiI\Ni
1i

i

Ii I\Ni

2

I\NiiiIii

bbb

1

m
,0

1

m
,0b,b,bb

B













.  (4) 

B is a non-empty, compact, and convex subset of  . For each C define function 

     *0
C ,0BAcon:   by  

  
               

  .

0

,
Aa

b,0ub,ub,0u
max

max

b,a

C
C

ICi I\Ci i
C

iii
C

i
C

ii
1i

i
C

ii

0
C

1 1































  



  
 




(5) 

For each C function  0
C  is continuous and there exists Bb such that    0b,a0

C  for each 

 Acona .  If  
1IC , then (using part (c) of Assumption 1) coalition C , without cooperation with agents 

outside it, cannot produce anything and it cannot enable its members to achieve positive utilities. Thus, it is 

enough to take any Bb with 0bi 


for some Ci . If there is  1ICi , then it is enough to set *
ib  and 

all other components of b equal to zero. 

Define correspondence 
     *,00 2BAcon:W   by 

         C
0

C
0 b,aclb,aW  . Clearly,  0W is a 

nonempty-valued and compact-valued correspondence.  From  continuity of functions  C , C , and the use 

of discounting in (5) it follows that  0W is a continuous correspondence. 

Mathematical Methods in Economics 2016

298



For each C  and each  CTt   define function 
   





















1

m
,0BAcon:t

C by  

  
               

     .

0

,
aAa

b,0ub,ub,0u
max

max

b,a

t

t t

ICiiCt
C

ICi I\Ci i
C

iii
C

i
C

ii
ti

i
C

ii

t
C








































  





 




 










(6) 

Function  t
C is continuous and there exists   BAb,a  such that    0b,at

C  . It is enough to take any 

Aa ,  Ca  solving the maximization program in (6) for a , and Bb with components corresponding to 

members of C in and after period t consistent with sum of discounted utilities  generated by  Ca . 

Define correspondence       1
1m,01 2BAcon:W


   by 

            C CTt
t

C
1 b,aclb,aW  . For 

the same reasons as in the case of  0W ,  1W is a nonempty-valued,  compact-valued, and continuous corre-

spondence. 

 

We define function         AconaAaa,adminmax,0Acon:A 
 
   by 

        Aaa,adminaA  .           (7) 

Function A  is continuous. Of course,    0aA   for each Aa . 

We define function  

              
































  
BAconb,ab,,0u,,u,,0udmax,0BAcon:

11 I\NiiiiiiIiiib   

by 

             














  
b,,0u,,u,,0udb,a

11 I\NiiiiiiIiiib  .         (8) 

Taking into account continuity of functions iu , Ni , function b  is continuous. We have 

        0,0u,,u,,0u,a
11 I\NiiiiiiIiiib 
















 

 for each Aa .  

For each C let    iminC Ci   . Finally, we define function    1,0BAcon:   by 

 
         

         
.

1mBAcon'b,'a'b,'a'amax

b,aWmaxb,aWmaxb,aa
b,a

1*
bA

10
bA










   (9) 

Taking into account continuity of functions and correspondences used in (9),  is a continuous function.  

Let  1b  and  2b be the unit vector in   with the first and second component, respectively, equal to one. 

Define correspondence 
    11 b,b2B:G   by     1bbG   if 

  



















1

m25.0
,0b1 ,       11 b,bbG   if 
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1

m75.0
,

1

m25.0
b1 , and      1bbG   if 

   























1

m
,

1

m75.0
b1 . Note that G is upper hemicontinuous. 

Define correspondence      Acon2BAcon:F by 

   

   

 
    

 

       
       
    

    


















































































































bconG
0,b1m2.0max

0,b1m8.0max
b,a

b0,1m8.0bmaxb,a

b0,b1m2.0maxb,a

b
1m82.0

1m82.0,b,bmaxmin
1b,a1

ab,aF

1
1

2
1

21
2

2
2

1

1

1
21















   (10) 

It follows from definition of F that  

          0b,ab,aFb,a   .     (11) 

Using properties of correspondence G and continuity of function  , correspondence F is non-empty-

valued, closed-valued, convex-valued, and upper hemicontinuous. Its domain is a nonempty, compact and con-

vex subset of   , which, endowed with the product topology, is metrizable, and, hence, locally convex 

topological vector space. Using (10), for each     BAconb,a  there exist B'b  , 0 , and h  such that 

   b,aFh,a   and 

            b,a'b,ab,ah,a   .     (12) 

Thus, correspondence F satisfies all assumptions of Theorem 5 in [2, p. 288]. Therefore, by the latter theo-

rem, it has a  fixed point  ** b,a . Using (11), we have   0b,a **  . From this, (5)-(9), and Definitions 1 and 2,  

it follows that Aa*  , *b is a stream of utilities generated by *a ,  Corea*  , and  Rcorea*  . Q.E.D. 
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The Invertibility of the General Linear Process 

and the Structures in its Background 
 

Richard Horský1 

Abstract. The modern conception of time series analysis is based on the Box Jen-
kins methodology. In this the area  the statistics provides important tools for time se-
ries analysis in empirical level. However it is certainly useful to deal with the math-
ematical background of basic notions. It turns out that the functional analysis brings 
the efficient access to study structures, spaces and operators that are extensively 
used in Box Jenkins methodology. 
The general linear process is defined by the help of the linear filter. This filter is an 
operator defined by a power series in the variable B (it denotes the lag operator). It is 
important to explain the convergence of this series and to define corresponded spac-
es in which these objects exist. The main goal is to describe the invertibility of the 
general linear process in general level, not only, as is usual, for polynomial or geo-
metrical lag structures. It is done by the help of so called holomorphic functional 
calculus applied on the lag operator. The structure in background of this is a certain 
Banach algebra and its representation is given as well. 

Keywords: stationary process, general linear process, lag operator, space of all 
bounded stochastic sequences, Banach algebra of linear filters, invertibility of linear 
filter. 

JEL Classification: C44 
AMS Classification: 90C15 

1 The stationarity and the invertibility of the stochastic process 

The stationarity and the invertibility are main properties of a stochastic process. The aim of this article is to de-
fine the problem of the invertibility of the general linear process on the general level and to solve it. We also 
perform the algebraic and analytical structures which are in background of the analysis of stochastic processes. 
We consider the stochastic processes the domain of which is the set of all integers.  

It is suitable to recall some basic notions, concepts and facts to understand the sense of the next considera-
tions.  

1.1 The stochastic sequence and its basic characteristics 

Stochastic process is a mapping  ,,: 2  LTX where T is a time domain and  ,2 L is the space of all func-

tions (random variables) defined almost everywhere on the measurable space  , functions, that are square inte-
grable over the space   with respect to a probability measure  . This space is Hilbert space with the norm 

derived from the scalar product   .


 XYdXYE The mean and variance of any random variable  ,,2  LX   

are finite numbers, particularly the mean 


  XdEX    and the variance .222   EXDX  The time 

domain will be the set of all integers here. It means that the values of a stochastic process are random variables 

,2,1,0, tX t  We will write  tXX
 
to emphasize that the stochastic process is a sequence and talk about 

the stochastic sequence.  

The basic characteristics of the stochastic process are:  

 the function of means tt EX ; 

 the function of variances 222
tttt EXDX   ; 

 the autocovariance function    st XXstC ,cov,  . 
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Mathematical Methods in Economics 2016

301



1.2 Stationary stochastic sequence and white noise 

The concept of the stationary process is well-known (see [1], p. 12). Briefly said a stationary process is such  that 
the functions  of means and variances respectively are constant and the values of its autocovariance function are 
dependent only on the distance (time lag) of the  random variables within the process:     ststCstC  0,, . 

The stationarity of a process ensures its stochastic stability.  

A typical example of the stationary process is the white noise. The white noise  tW   is a stochastic pro-

cess with 0tE ,     22
ttt ED     and the autocovariance    kttkttk E    ,cov   for any posi-

tive integer k. In other words the white noise is an orthogonal system in the Hilbert space  ,2 L . It can be 

transformed to be an orthonormal system, not necessary complete. The white noise may be used as a base for the 
definition of other processes, especially for the definition of the general linear process 

1.3 General linear process and its invertibility 

The general linear process (GLP) is the process of the form 

, 
0






k

ktktX   (1) 

where  is a given scalar (mean of the process, w.l.o.g. mean is zero) and  k  is a given sequence of scalars 

(weights of the process), 10  . The convergence of the series is taken in the sense of the convergence in the 

mean square which is the same as the convergence in the norm topology in  ,2 L . The convergence of the 

series in (1) is equivalent to the stationarity of the GLP. The necessary and sufficient condition for the conver-
gence of (1) in the mean square is   2k  (the space of all square summable scalar sequences). Another con-

dition 

 
0




k

k  (2) 

is only sufficient for the convergence in (1) since the space 1  of all absolutely summable scalar sequences is a 

proper subspace of the space 2 .  

The stochastic sequence (1) is said to be invertible if there exists a sequence of scalars  k  such that  

 .
0






k

ktkt X  (3) 

This definition is given in [1], p. 86 and we explain this notion by means of the functional analysis in the last 
section 3. 

2 Lag operator and its algebraic and analytical properties 
The basic operator in the theory of stochastic sequences is the lag operator. Its role is not only to simplify formal 
writings but also it is an important linear operator with its own algebra and interesting analytical properties. 
Therefore we should specify the spaces which stand for its domain so that we might analyze its properties, espe-
cially its spectrum. Let us recall the definition of the lag operator which is given e.g. in [2] and in rather different 
manner in [3], where is also given its matrix representation in suitable spaces of stochastic sequences. 

The lag operator is the operator 

    ,     ,: 1 tt XXBVVB  (4) 

where V is the space of all stochastic sequences. In the following subsections it will be particularly specified.  
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2.1 Algebra of the lag operator 
The set V in the definition (4) is in fact a linear space (of infinite dimension). The addition and scalar multiplica-
tion are defined in usual way, it means pointwise. It is seen that the mapping (4) is a linear operator. The space of 

all linear operators L[V] on the space V is the algebra (linear space with added operation, called multiplication or 

equivalently superposition of operators). The algebra L[V] contains all nonnegative integer powers of (4). They 
are defined by the principle of induction as follows 
 

kk BBBIB  10   , , (5) 

k is a positive integer. The symbol I in (5) denotes the identity operator on the space V. Thus by (5) we get 

   ktt
k XXB  . The set of all (finite) linear combinations of the operators (5) is a subalgebra of the algebra 

L[V]. Its elements are the polynomials in variable B. This algebra is obviously commutative. We denote it by the 

symbol.  B . This topics is also extensively studied in [2], page 19. As to the “:infinite” linear combinations of 

the nonnegative powers of B, i.e. the power series in B, it is necessary to introduce a convergence structure on 

the algebra L[V] besides the case we consider these series only in formal sense. 

2.2 The convergence structures 

The space V introduced in (4) is too wide for implementation a reasonable convergence structure. It seems to be 

appropriate to restrict ourselves to the space of all bounded stochastic sequences B(T). On one hand this space 
contains all stationary processes, on the other hand it has a nice analytical structure. Suppose that 

  VX t X . The function 

.sup 2
t

Tt

EX


X  (6) 

has a finite value for any stochastic sequence XB(T). It can be easily proved that (6) is a norm on the space 

B(T) and even that B(T) is a complete (Banach) space with respect to this norm (see e.g. [5], p.107). To avoid 
formal difficulties we will denote the lag operator by the same symbol B whichever space in the following con-
siderations is its domain. 

The lag operator B is bounded (continuous) operator on the space B(T). We can immediately get from (4) 

and (6) that XX B  and the equality is right, if we set  1 EX . Hence the norm of the lag operator is 

obviously 

.1sup
1




X
X

BB  
(7) 

The norm (7) is the operator norm in the space L[B(T)] of all bounded operators on the space B(T). The space 

L[B(T)]  is the Banach space since B(T) is Banach. The space L[B(T)]  is in fact algebra, since the product of 

two bounded operators is a bounded operator, i.e. it is a subalgebra of the algebra L[V]. It obviously contains all 

nonnegative powers of the lag operator B and their finite linear combinations, i.e.  B  is a subalgebra of 

L[B(T)]. The power series in B and their convergence are analyzed in the section 3. 

We may accept another point of view on the stochastic process and regard this process as a one sided sto-
chastic sequence 

   ,...,...,, 1 kttt XXX X  (8) 

for any fixed integer t. Then we consider the space  2L  instead of the space B(T). It is the space of all one 

sided bounded stochastic sequences of the type (8). The symbol  2L  is derived from the symbol   which 

denotes the space of all bounded scalar (one sided) sequences. The symbol 2L  in brackets is to emphasize the 

terms of the sequences are not scalars but functions from  ,2 L . The space  2L  is the Banach space with 

respect to the norm 
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.sup 2

0
kt

k

EX 



X  (9) 

If we extend the stochastic sequences (8) by zeros at time points t+1, t+2,... we get the stochastic sequence from 

the original definition given above in the section 1. This extension leads to an element of B(T) and thus the space 

 2L  may be understood as a subspace of B(T), not only linear but also (closed) normed linear subspace, 

where the norm (9) is the norm (6) restricted to  2L . 

All the facts given above about the lag operator B are right if we replace B(T) by  2L . 

In [3] there is given the spectral analysis of the lag operator B in the space  2L . The conclusions of this 

analysis can be formulated in the following proposition: 

Proposition 1. (spectral properties of the lag operator)   

The lag operator B defined in (4) is an element of the Banach space L[  2L ] (of all bounded operators on the 

space   2L ) the norm of which is 1B . Its spectral properties are as folows: 

i. The resolvent set is    .1:   CB  

ii. The spectrum is    .1:   CB . All its elements are eigenvalues of B which means that the op-

erator BI   is not injective for any  B  . 

iii. The range of the operator BI   depends on the eigenvalue  as follows: 

a) BI   is surjective, i.e.    2LBIR    for any 1 . 

b) The closure of the range of BI   is a proper subspace of the space  2L  for any 1 . 

3 Banach algebra of linear filters and its invertible elements 

The basic notion in the theory of linear stochastic sequences is defined by the formula (1). We will suppose the 
GLP as the centered sequence, i.e. with zero mean. We can rewrite the formula (1) using the lag operator (4) in 
the form 

 WX B , (10) 

where 

  





0k

k
k BB 

. 

(11) 

The symbol  B  represents a formal abbreviation for the (formal) power series   





0k

k
k BB  . We 

would like to get the convergence in (11). Then  B  will be a real object, an element of the space of all bound-

ed operators on the space of all bounded stochastic sequences. The operator (11) is called the linear filter in Box 
Jenkins methodology. It transforms the white noise  tW   onto the process which is called GLP, more gener-

ally any bounded stochastic sequence onto (generally) another bounded stochastic sequence. In the Box Jenkins 
methodology one of the crucial problems is the problem of the invertibility of the given stochastic sequence. We 
recalled its definition, see (3). In fact this problem is the problem of the invertibility of the linear filter (11). In 
what follows our main goal is to describe the structure of the space of linear filters and give its representation.  
We notice that it is a Banach algebra and we describe the regular (invertible) elements of this algebra. 

3.1 Lag structure of the GLP and Banach algebra of the linear filters 

The notion of the Banach algebra is given for instance  in  4 , p. 59. The algebra W is called the Banach algebra 

if W is a Banach space and the multiplication is connected with the norm by the relation gffg   for any 

., Wgf   We can introduce some examples of Banach algebras. 
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Example 1a. The fields of all real or complex numbers are obviously Banach algebras.  The norm is absolute 
value and the operation of multiplication is current number multiplication. 

Example 1b. The space A(K) of all functions continuous on a compact set K, analytical in intK (the interior 

of K). The special case is that K=Kr=   0>  , : rr  C . The multiplication of functions is pointwise.  The 

norm is sup (or max) norm. 

Example 1c. The space 1  of all absolutely summable scalar sequences with Cauchy product of infinite series as 

multiplication. The norm is the sum of the series of the absolute values of the terms of sequence. 

Example 1d. The space of all bounded linear operators L[W] on a Banach space W with multiplication as super-
position of operators. The special case is the space of matrices of the given order n with multiplication of matri-
ces. The norm is the operator norm. 

In the previous section we introduced the Banach algebra L[B(T)]. On the contrary the algebra L[V]  men-

tioned in the subsection 2.1 is not Banach. The algebra L[  2L ] is Banach and its subalgebra  B of all 

polynomials in the variable B is an open subspace of the Banach space  2L , so it is not a Banach space. We 

take its closure (with respect to the operator norm)  B  to get the Banach algebra. What are the elements of 

this algebra? They are the operators of the form (11), i.e. the linear filters which are the sums of the convergent 

power series in B (the convergence in the operator norm topology of the space L[  2L ]. 

It is obvious that 1
kk BB  for any non-negative integer k. It implies that 

  









00 k

k
k

k

k BB  . (12) 

The inequality (12) shows that the condition (2) is sufficient for the linear filter (11) to be a bounded operator. 
The following proposition claims that there is a one-to-one correspondence between the scalar sequence 

  1k  and the operator    BB   which preserves the norms. Thus we obtain the representation of the 

Banach algebra of linear filters by the Banach algebra from Example 1c. 

Proposition 2. (the representation of the Banach algebra of linear filters)  

The Banach algebra  B  of the convergent power series (11) is isometrically isomorphic with the Banach 

algebra of scalar sequences 1 . 

Proof: It suffices to prove that in (12) there is the equality. We find a stochastic sequence  2L Z , 1


Z  

such that   





0k kB  Z . We define  ktZ Z  in this way: if 0k then kkktZ 
1

   else 

1ktZ . 

The sequence of scalars (weight of the process) is denoted as the lag structure. In the end of this section we 
remind some important examples of lag structures that define important types of stochastic sequences. 

Example 2a. Suppose there exists a non-negative integer q such that 0k  for any k>q, 0q . Then the 

linear filter is a polynomial operator of the degree q. In Box Jenkins methodology the sequence expressed by 
(10) with a polynomial filter of degree q is denoted by the symbol MA(q), i.e. the moving average process of the 
degree q. 

Example 2b. If k
k    then   1k  if and only if  <1. The corresponded linear filter 

   





0k

kBB   may be expressed in the form     1 BIB  . It follows from the Theorem on Neu-

mann´s series (see [4], p.61.) The given sequence  k  is called the geometric lag structure. In this case the 

stochastic sequence X in (10) can be regarded as the unique solution of the operator equation   WX  BI  , 

 <1. This process is in Box Jenkins methodology called autoregressive process of order 1 and denoted AR(1). 
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Example 2c. Let us consider an operator equation   WX  B , where  B  is a polynomial operator of the 

degree p. We ask the question whether there exists a unique solution of this equation in the space of bounded 
stochastic sequences. If so it is, this solution is called the autoregressive process of the order p. In other words, 

is the operator  B  invertible? We may decompose     .  ,
1 1j
 
 


r

j

r

j
k

j pkBIB j  It means that the 

operator   1 B  (if it exists) is the product of some linear filters determined by the product of some geometric 

lag structures. 

3.2 Regular (invertible) elements in the Banach algebra of linear filters 

The lag structure  k  in (3) defines the linear filter   





0k

k
k BB  from  B  if and only if it is the in-

verse to the lag structure   1k  in (1). It means that it satisfies the infinite set of conditions: 

0  ,1 0110    kkk  , k positive integer. In this case the operator    BB  1 , where  B  

is from (11). 

However, we may formulate another equivalent condition for linear filter (11) to be invertible. 

Proposition 3. (invertibility of the linear filter)  

The linear filter    BB   is an invertible operator if and only if all the roots of the complex function 

  k

k k zz 





0
 are outside the unit circle K1=  1:  zz C .  

Proof: The claim of the proposition follows from the spectral properties of the lag operator B (see Prop. 1. 
above). and the holomorphic functional calculus (see [4], p. 85).. The holomorphic functional calculus of the lag 

operator B is in fact a homomorphism defined on the algebra A (B) of all holomorphic functions CGf : , 

where G is an open set in the complex plane which contain the spectrum   B K1 with values in the algebra 

 B . Its domain contains for instance all elements of the algebras A(Kr), 1< r , see Example 1b. It is 

known that invertible are those operators which are the values for holomorphic functions with no roots in the 
spectrum of the original operator, i.e. B in our case (see [5], p. 275). 

Conclusion 

We presented one application of the holomorphic functional calculus to obtain the general description of the 
invertibility of the general linear process. We introduced the mathematical structure background for this applica-
tion. It is the Banach algebra of linear filters. We gave also the representation of this algebra. 
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DG Approach to Numerical Pricing of Local

Volatility Basket Options

Jǐŕı Hozman1, Tomáš Tichý2

Abstract. The problem of determining the fair price of an option is a delicate
issue arising from the assumptions made under a market model and the evalu-
ation of such option prices is often relied only on approximations obtained by
numerical schemes. It is well known that commonly used Black-Scholes type
models can not capture all real market features. Therefore, one way to make
these models suitable for real world pricing issues is to relax some of the model
assumptions. In this paper we present one of the basket option models that try
to remain consistent with the volatility smile. These multi-factor local volati-
lity models incorporate the volatility as a function of maturity and moneyness
into the pricing procedure. The presented numerical approach arises from the
concept of the discontinuous Galerkin method and enables better resolving of
occurred special properties of solutions of such types of options. Finally, the
resulting schemes are demonstrated on practical experiments with real data.

Keywords: Option pricing, discontinuous Galerkin method, multi-factor
Black-Scholes model, basket options, implied volatility, local volatility, Dupire
formula, numerical solution.

JEL classification: C44, G13
AMS classification: 35, 90C15

1 Introduction

Options constitute a very important and no less interesting financial product not only because they can
meet even very specific needs of market participants, but also through their challenging pricing procedures.
Obviously, under the very restrictive assumptions of Black and Scholes [2] the pricing is quite simple,
since it leads to analytical formula. On the other hand, assuming exotic options, ie. options with not so
simple payoff function, see [5] for extensive review of (exotic) options, including many pricing formulas,
and taking into account the real world behaviour more seriously, one often needs to rely on numerical
procedures.

In this paper we develop a numerical scheme for pricing of basket options using discontinuous Galerkin
approach, for more details see [9]. For the moment, we basically follow the assumptions of Black and
Scholes, except that we consider the local volatility derived from the volatilities implied by the market
prices of vanilla options. The model is defined in Section 2, while in Section 3 we provide its discretization.
Numerical experiment follows in Section 4.

2 Two-Factor Local Volatility Model

The model that we focus on is the local volatility model of a basket option payoff of which is dependent
on the value of a weighted sum of two assets. This is a flexible model which is widely used in practice,
namely for multiple assets portfolios. Without loss of generality, we present the case of a basket put
option consisting of a weighted sum of two correlated assets with payoff given by

max(K − α1S1(T )− α2S2(T ), 0), S1 > 0, S2 > 0, (1)

1Technical University of Liberec, Department of Mathematics and Didactics of Mathematics, Studentská 2, 461 17
Liberec, Czech Republic, jiri.hozman@tul.cz

2VŠB - Technical University of Ostrava, Department of Finance, Sokolská 33, 701 21 Ostrava, Czech Republic,
tomas.tichy@vsb.cz
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where K > 0 is the strike price, Si(T ) denotes the value of i-th underlying asset at maturity T for
i = 1, 2 and positive weights satisfy α1 + α2 = 1. Note that the below-mentioned approach can be
straightforwardly generalized for the basket call options using the put-call parity.

In the local volatility model the evolution of each underlying asset is governed by the stochastic
differential equation (SDE)

dSi(t) = rSi(t)dt+ σi(Si(t), t)Si(t)dWi(t), i = 1, 2, with 〈dW1(t), dW2(t)〉 = ρ, (2)

where r > 0 is the risk free interest rate (here considered as constant), function σi(Si(t), t) is called the
local volatility of the corresponding asset and (W1(t),W2(t))t≥0 is a correlated two-dimensional Brownian
motion with the constant correlation coefficient ρ ∈ (−1, 1).

A common approach based on multidimensional Ito’s lemma, construction of a risk-free portfolio and
elimination of the random components leads to the wholly deterministic partial differential equation for
pricing an option on two assets (see e.g. [1])

∂V

∂t
+ Lt(V ) = 0, S1 > 0, S2 > 0, t ∈ (0, T ] (3)

where V (S1(t), S2(t), t) denotes the value of a basket option and the differential operator Lt is defined as

Lt(V ) =
σ2

1(S1, t)S
2
1

2

∂2V

∂S2
1

+ ρσ1(S1, t)σ2(S2, t)S1S2
∂2V

∂S1∂S2
+
σ2

2(S2, t)S
2
2

2

∂2V

∂S2
2

+ rS1
∂V

∂S1
+ rS2

∂V

∂S2
− rV,

This backward differential equation (3) is solved on a time interval with the prescribed terminal condition
at maturity date T given by the payoff function (1). In order to discretize (3) also in spatial coordinates
it is desirable to restrict the problem on a bounded domain. For this purpose let Smaxi denote the
maximal sufficient value of i-th asset and consider the domain Ω := (0, Smax1 )× (0, Smax2 ). The boundary
∂Ω of the domain Ω can be decomposed into three parts: Γ1 = (0, Smax1 ) × {0}, Γ2 = {0} × (0, Smax2 ),
Γ3 = ∂Ω∩IR2

+, and each part should be equipped with additional boundary values on it. These values are
chosen compatible with the payoff function and using knowledge on the asymptotic behavior of options.
For put options considered here we use mixed boundary conditions in the following form

∂V

∂S2
(S1, S2, t)

∣∣∣
Γ1

= lim
ε→0+

∂V

∂S2
(S1, ε, t),

∂V

∂S1
(S1, S2, t)

∣∣∣
Γ2

= lim
ε→0+

∂V

∂S1
(ε, S2, t), V (S1, S2, t)

∣∣∣
Γ3

= 0, (4)

where the simple concept of extrapolated Neumann boundary conditions is used on both coordinate axes.

2.1 Degenerate Parabolic PDE

At first, it should be suitable to introduce the change of temporal variable t in order to transform
studied problem (3) into the initial-boundary value one. Setting t̂ = T − t the time to maturity and
spatial substitutions x = (x1, x2) = (S1, S2) lead to the degenerate-parabolic partial differential equation
(written in divergence form) for the unknown price function u(x, t) : Ω× (0, T )→ IR+

0 satisfying that

∂u

∂t̂
− div

(
ID(x, t̂ ) · ∇u

)
+∇ · ~f(x, t̂;u) + κ(x, t̂ )u = 0 in Ω× (0, T ), (5)

where the degeneracy is captured by the common factor xi appearing in the terms of the symmetric
positive semi-definite matrix

ID(x, t̂ ) =

(
d11(x, t̂ ) d12(x, t̂ )

d12(x, t̂ ) d22(x, t̂ )

)
=

1

2

(
σ2

1(x1, t̂ )x2
1 ρσ1(x1, t̂ )x1σ2(x2, t̂ )x2

ρσ1(x1, t̂ )x1σ2(x2, t̂ )x2 σ2
2(x2, t̂ )x2

2

)
. (6)

Then the vector-valued function can be expressed in terms of (6) as

~f(x, t̂;u) =

(
∂d11

∂x1
(x, t̂ ) +

∂d12

∂x2
(x, t̂ )− rx1,

∂d12

∂x1
(x, t̂ ) +

∂d22

∂x2
(x, t̂ )− rx2

)
· u(x, t̂ )

This function represents a convection flux in (5) and indicates the direction of a propagation of informa-
tion, see Figure 3 (left) with the example of the corresponding vector filed for specific real data. The last
term on the left-hand side of (5) is the reaction term with factor κ defined as the scalar function

κ(x, t̂ ) = 3r − ∂2d11

∂x2
1

(x, t̂ )− 2
∂2d12

∂x1∂x2
(x, t̂ )− ∂2d22

∂x2
2

(x, t̂ ),
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which plays role as a variable reaction coefficient arising from the rewriting of original equation (3) into
the divergence form (5).

Additionally, to close the system, the initial and boundary conditions in terms of a new value function
are rewritten as

u(x, 0) = max(K − α1x1 − α2x2, 0) and

(
ID · ∇u(x, t̂ )

)
· ~n = 0 on Γ1 ∪ Γ2, u(x, t̂ ) = 0 on Γ3, (7)

where ~n is the outer unit normal to Γi. Let us comment that homogeneous Neumann boundary condition
from (7) prescribed on axes x1 = 0 and x2 = 0 is a priori fulfilled in the variational form and it corresponds
to the so-called do-nothing boundary condition.

Finally, note that the pricing equation (3) is closely related to the convection-diffusion equation, which
exhibits parabolic and hyperbolic behavior in dependency on a proportion of the convection and diffusion
parts. Therefore, the numerical schemes for solving of such equation should be constructed with respect
to these properties, see Section 3.

2.2 Local Volatility Treatment

Since the local volatility functions σi in (2) are typically unknown, it is necessary to determine their
values in the way consistent with the observed market smile. We follow the approach from [3] with a few
modifications and construct local volatilities using the three-step procedure. At first we calculate the
implied volatilities θi for each underlying asset (and some fixed market observables) as the unique values
satisfying the classical Black-Scholes pricing formula (for puts)

Pi(Si,K, T, r, θi) = Ke−rTΦ(−di + θi
√
T )− SiΦ(−di), i = 1, 2, (8)

where di =
ln(Si/K)+(r+θ2i /2)T

θi
√
T

, i = 1, 2, and Φ denotes the standard normal cumulative distribution

function.

The next step is concerned with a suitable approximation of implied volatilities obtained from (8). We
use one of the simplest ways and seek the volatility surfaces θi(K,T ) as a globally continuous composition
of piecewise quadratic functions in the space-time domain, which are constructed by the least squares
method.

Finally, local volatilities σi(Si, t) can be expressed in the terms of implied volatilities according to the
following Dupire formula

σ2
i (K,T ) =

θ2
i + 2Tθi

∂θi
∂T + 2rKTθi

∂θi
∂K(

1 +KdiT
∂θi
∂K

)2

+K2Tθi

(
∂2θi
∂K2 − diT

(
∂θi
∂K

)2) , i = 1, 2, (9)

Although the relation (9) requires a sufficiently smooth functions θi, the discontinuous approach allows
us to use also piecewise smooth ones. The cuts of local volatility surfaces obtained after this calibration
are plotted in Figure 1, together with the preceding two steps.

Figure 1 The cuts of the resulting volatility surfaces and local volatility functions together with the initial
implied volatility observations (as red dots) for Allianz stock (left) and Deutsche Bank stock (right)
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3 DG Numerical Scheme

We recall the DG framework from [8] with some modifications for the local volatility approach, cf. [4]. The
approximate solution is sought in the finite dimensional space Sph consisting from piecewise polynomial,
generally discontinuous, functions of the p-th order defined on the domain Ω. A simple example of
a discontinuous piecewise linear function is shown on Figure 2 (left).

Similarly as in [7], we introduce the semi-discrete solution uh = uh(t̂) represented by the system of
the ordinary differential equations

d

dt̂
(uh, vh) +Ah(uh, vh) = 0 ∀ vh ∈ Sph, ∀ t̂ ∈ (0, T ) (10)

where uh(0) is the initial condition, (·, ·) denotes the inner product in L2(Ω) and the form Ah(·, ·) stands
for the DG semi-discrete formulation of the operator Lt.

Consequently, we realize the discretization in time by an implicit Euler scheme (as in [1]) for the
equidistant time partition 0 = t̂0 < t̂1 < · · · < t̂s = T with the time step τ . We define the DG
approximate solution of problem (5) as functions umh ≈ uh(t̂m), t̂ ∈ [0, T ], m = 0, . . . , r−1, satisfying the
following numerical scheme

(
um+1
h , vh

)
+ τAh

(
um+1
h , vh

)
= (umh , vh) ∀ vh ∈ Sph, m = 0, 1, . . . , s− 1, (11)

with the starting data u0
h given by (7).

Further, if we rewrite the discrete DG solution as a linear combination of basis functions, i.e.

umh (x) =
DOF∑

k=1

βmk · ϕk(x), x ∈ Ω, where Sph = L (ϕ1, . . . , ϕDOF )

and set the vector of real coefficients Um =
{
βmk
}DOF
k=1

∈ IRDOF , then we can interpret the scheme (11)
at each time level as the sparse matrix equation

(M + τA)Um+1 = MUm, (12)

where the matrix M is related to the mass matrix and the matrix A to the bilinear form Ah, respectively.
The existence and uniqueness of the solution of the discrete problem (11) is guaranteed by the invertibility
of the corresponding system matrix in (12), i.e. the DG solution umh is uniquely determined by the solution
vector Um of coefficients of basis functions. For illustration, the sparsity pattern of the system matrix is
depicted in Figure 2 (right).

Figure 2 An example of the discontinuous piecewise linear approximation (left) and visualization of the
sparsity pattern of the system matrix for the initial mesh, #Th = 1 226 and P1 approximations (right)
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4 Numerical Experiments on Real Datasets

In this section we intend to apply the DG method to the simplified market problem based on real datasets.
We consider the basket put option consisting of a weighted sum of the Allianz (α1 = 0.6) and Deutsche
Bank (α1 = 0.6) stocks with the correlation factor ρ = 0.88, the strike at 40 Euro and the expiration date
in 94 calendar days, cf. [8]. The market data was observed on September 13, 2011, when the closing prices

of both stocks were Sref1 = 59.79 Euro and Sref2 = 23.40 Euro, respectively. The value of risk-free interest
rate is assumed to be constant and determined by the implied value r = 0.01557 p.a. and with respect
to a given maturity, no dividend is expected (q = 0). On the other hand, the volatilities are variable
and the sample dataset of implied volatilities for both underlying are given in Table 1 and Table 2. The
corresponding local volatilities are constructed according to the Dupire formula (9) as functions of the
moneyness and maturity, see also Figure 1.

K θimpl1 K θimpl1 K θimpl1 K θimpl1 K θimpl1 K θimpl1

0.01 0.6392 60 0.5445 72 0.4552 84 0.4194 96 0.4254 120 0.5703

51 0.6392 62 0.5246 74 0.4470 86 0.4198 98 0.4306 125 0.5980

52 0.6275 64 0.5086 76 0.4379 88 0.4184 100 0.4338 130 0.6245

54 0.6054 66 0.4921 78 0.4331 90 0.4198 105 0.4671

56 0.5853 68 0.4786 80 0.4254 92 0.4212 110 0.4992

58 0.5646 70 0.4667 82 0.4234 94 0.4184 115 0.5295

Table 1 The implied volatilities observed for put options on the Allianz stock of September 13, 2011,
over the different strikes for maturity T = 94/365

K θimpl2 K θimpl2 K θimpl2 K θimpl2 K θimpl2 K θimpl2

0.01 0.9461 20 0.8301 28 0.5856 36 0.5067 44 0.5337 52 0.6548

17 0.9461 22 0.7576 30 0.5547 38 0.5078 46 0.5581 56 0.7205

18 0.9052 24 0.6878 32 0.5267 40 0.5089 48 0.6090 60 0.7568

19 0.8670 26 0.6289 34 0.5100 42 0.5256 50 0.6328

Table 2 The implied volatilities observed for put options on the Deutsche Bank stock of September 13,
2011, over the different strikes for maturity T = 94/365

The local volatility treatment is preprocessed in MATLAB and the rest of numerical experiments is
carried out in the solver Freefem++ (see [6]) for the piecewise linear, quadratic and cubic DG approxima-
tions on adaptively refined domain (0, 220)× (0, 220) with the constant time step of 1 day. The Table 3

records the option values at the reference node [Sref1 , Sref2 ] for different polynomial orders in comparison
with our previous approach, see [8]. One can easily observe that obtained results, to a certain extent, are
comparable. Finally, Figure 3 (middle, right) captures the final mesh and the corresponding isolines of
the piecewise linear solution in the zoomed domain.

Figure 3 Zoomed plot of the vector field generated by physical fluxes (left), adaptively refined triangu-
lation (middle) and detailed piecewise linear solution with the highlighted reference point (right); all is
depicted on [0, 110]× [0, 110]
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polynomial order P1 P2 P3

option value (local vol., present method) 3.02215 3.01350 3.01078

option value (piecewise constant vol., [8]) 2.99820 2.99906 2.99987

Table 3 The comparison of the computed option values at reference node for different polynomial degrees
with respect to the volatility treatment

5 Conclusion

In this paper we have presented numerical scheme for pricing of 2-asset basket option with DG approach,
which assumes local volatilities derived from market prices of relevant plain vanilla options and as a such
should represent better estimation for the no-arbitrage prices. The presented scheme might be easily
extended for basket options with more variables (stock prices).
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Model based control of production flows in the serial logistic 
process 

Bronislav Chramcov1, Robert Bucki2, Michał Trzopek2 
Abstract. The paper highlights the problem of manufacturing flows in the system 
consisting of dispersed machines. Each machine is designed to carry out one opera-
tion with the use of the dedicated tool. Machines can be placed at different locations 
in the manufacturing area however, the manipulating arm delivers all semi-products. 
Moreover, the semi-products are moved to the required machine as well as to the 
storing zone with use of the same arm. Minimizing the total order realization time is 
the basic criterion as it brings the total manufacturing costs down. The analysis of 
the whole problem is supported by means of the simulator created exclusively for 
the purpose of this work. Implementing various initial data leads to obtaining certain 
results which are subsequently analyzed thoroughly in order to evaluate the simula-
tion case study. Conclusions form the basis for the derivation of the significant as-
sumptions about further development of information control of logistic systems. 

Keywords: manufacturing system, heuristic algorithms, modelling, simulation 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
The Flexible Manufacturing System (FVS) is considered to be one of the most effective methods to minimize 
and eliminate management problems in industrial production systems. The aim of FVS is to enable the produc-
tion (assembly) of several types of products in a single production system while maintaining minimum produc-
tion time. To achieve this it is essential to address various alternatives of production at the design stage of the 
production system. The proposal for efficient production in logistic systems is one of the important tasks for 
managers of manufacturing companies. When designing a production system we need to think about several 
important issues which are interrelated [4]. The basic prerequisite for success in today's highly competitive in-
dustrial environment is therefore an efficient and flexible production, and especially the selection of appropriate 
management methodology [5]. The fundamental problem lies in the fact that any system downtime caused by 
blocking the production machine failure or maintenance may generate additional costs. These are primarily due 
to inactivity of at least one machine (workstation) and the impossibility to perform respective working operations 
in other machines arranged in series. Problems of this type are addressed in many works which primarily seek to 
increase the efficiency of such systems. Analysis and modeling of manufacturing systems (lines) were dealt with 
in many scientific works. Papadopoulos and Heavy did extensive search of the problem in the publication [8]. 
The problem of scheduling manufacturing of several types of products which is required for assembling various 
components or various manufacturing operations are among the most complex computational tasks. To optimize 
these production systems a variety of complex sophisticated methods can be used [7]. These methods also in-
clude the heuristic and meta-heuristic methods. These alternative methods are unable to determine the exact 
solution completely and in addition, this solution may sometimes not be found in a short time. However, these 
methods provide sufficient and fairly accurate solution in most cases. The methods, called heuristics, were origi-
nally based primarily on expert knowledge and experience in order to search for the space of possible solutions 
in a particularly comfortable way [9], [6]. Newer forms of these approaches are called meta-heuristics and were 
first introduced in the mid-80s. This type of search algorithms can solve complex optimization problems while 
using a set of multiple general heuristics [1]. These sophisticated methods are characterized by high demands on 
hardware and computational time. For this reason, simpler heuristics which can be used to effectively control the 
operation of a complex production system in real time were searched for [2]. The paper focuses on modeling the 
logistic system where each order can be made from a dedicated charge. The charge is either passed through a 
determined route in the manufacturing system equipped with machines performing specific operations on the 
semi-product or it is made by machines which are determined by the heuristic algorithm. It is also assumed that 
there is the buffer store zone serving storing needs. Moreover, the semi-products are moved to the required ma-
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chine as well as to the storing zone with the use of the same arm. In accordance with the contemporary lean 
approach to the problem of satisfying the needs of the customer certain algorithms are subject to validation to 
meet the criteria emerging from widely implemented logistic methods. Minimizing the total order manufacturing 
time remains the basic criterion as it brings the total manufacturing costs down. Orders are made either along the 
determined manufacturing route in case of defining a sequence of manufacturing operations or, in case of not 
defining such a sequence, according to the stochastically determined sequence of operations. No matter what 
sequence of operations is defined the proposed logistic formation is treated as a serial manufacturing system. The 
problem is represented by pre-programming time scaling manufacturing operations for the manipulating arm. 
The article presents the results of a specific simulation study. The simulator developed especially for this pur-
pose was implemented [10]. 

2 Description of the manufacturing system 
It is assumed that the manufacturing system consists of the charge zone, manufacturing hall, storing place for 
tools, storing place for semi-products and dispatching zone from which products are passed to customers. Let us 
assume that customers set orders in accordance with the vector of orders in the form [ ]k

nm
k zZ ,=  where k

nmz ,  is 
the number of units of the n-th production order set by the m-th customer at the k-th stage. The stage k, k=1,…,K 
is the moment of making the production decision. In the assumed real system machines are placed at different 
locations in the manufacturing hall in accordance with the manufacturing arrangement. Each machine performs 
only one type of manufacturing operation. In this case the specific tool is used. Charges are assumed to be sup-
plied on the demand basis with no delay. Each type of product is associated with a certain type of charge. It is 
further assumed that there is a robotic arm which is responsible for the following operations: taking charge mate-
rial from the entrance gate to the determined machine, transporting semi-products from a preceding machine to 
the determined subsequent one, transporting the ready product to the dispatching gate, transporting semi-
products to the storing zone and back, manipulating with semi-products in the storing zone and replacing a used 
tool with a new one. It is assumed that the manufacturing system is equipped with a buffer zone where semi-
products are stored for the determined period of time if required in case of the lack of manufacturing capacities 
for the certain semi-product. The buffer zone is located within the reach of the robotic arm. 

2.1 Mathematical model of the manufacturing system 
Let us assume that, from the information point of view, the manufacturing system is brought to its simplified 
form in which machines are to be associated with a certain defined point. This leads to creating the structure 
consisting of I rows and J columns. From this point of view it is possible to define the structure matrix of the 
system in the form [ ]jieE ,= , where the element ei,j=1 if the machine is placed in the i-th row of the j-th column, 
otherwise ei,j=0. The base life matrix of tools used in the manufacturing system for a new brand set of tools used 
to manufacture units of the order is given in the form [ ]base

ji
base gG ,= , where base

jig ,  is the base number of units 
which can be manufactured in the machine placed in the i-th row of the j-th column before the tool in this ma-
chine is completely worn out and requires immediate replacement. Let us introduce the matrix of the failure 
coefficient of order nmz , in the form [ ]nmfF ,= , determining how many units of the order nmz ,  can be made with 
the use of the each machine. Consequently, it is possible to define the life matrix for making the order nmz , in the 

form: [ ] base
nmji GfnmgnmG ⋅== ,,),(),( , where the life matrix element jinmg .),(  is the number of the order 

nmz ,  conventional units which can be made by means of the machine placed in the i-th row of the j-th column. If 
the order nmz ,  is not made by the machine placed in the i-th row of the j-th column, then 1),( . −=jinmg . Manu-
facturing operations on order units are carried out in various numbers of machines in different sequences. Let us 
introduce the route vector in the form: [ ]jnmdnmD ),(),( = . This vector specifies the manufacturing sequence 
for the n-th order set by the m-th customer (the sequence of manufacturing operations). The element jnmd ),(  
shows the machine (the number of the row) in the j-th column, which carries out the operation on the order nmz , . 
If no machine from the j-th column is used to make the order nmz , , then 1),( −=jnmd . Similarly it is possible to 

define the vector of production times in the form: [ ]j
prpr nmnmT ),(),( τ= , where j

pr nm ),(τ  is the manufactur-
ing time of one conventional unit of the order nmz ,  with the use of specific machine in the j-th column.  
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2.2 Transportation and replacement times 
It is possible to introduce matrices of transportation times for all types of product. The matrix in the form 

[ ]'',),(),( ji
TRTR jijiT τ=  specifies the transportation times between the machines in the manufacturing system 

where '',),( ji
TR jiτ  is the transportation time (for any order) from the machine placed in the i-th row of the j-th 

column to the machine placed in the row i’ of the column j’. At the same time: 0),( '', >ji
TR jiτ  if there is a 

transport operation taken into account, 0),( '', =ji
TR jiτ  otherwise. However, the above time is divided into the 

sum of two separate times as it is assumed that the semi-product is moved from the machine placed in the i-th 
row of the j-th column to the so-called central reference point and then from the central reference point to the 
machine placed in the in the row i’ of the column j’. In accordance with the presented assumption the following 
assumptions can be taken for granted. Let us consider the matrix of transport times from machines to the central 
reference point in the form [ ]ji

RefINRefINT ,τ= , where ji
RefIN

,τ  is the transport time of the product from the ma-
chine placed in the i-th row of the j-th column to the central reference point. Similarly, it is possible to consider 
the matrix of transport times from the central reference point to the machine placed in the in the row i’ of the 
column j’ in the form [ ]'', ji

RefOUTRefOUTT τ= , where '', ji
RefOUTτ  is the transport time of the product from the central 

reference point to the machine placed in the row i’ of the column j’. 

Similarly, it is possible to define the matrix of transportation times from the charge zone as well as the matrix 
of transportation times to the dispatching zone. These matrices take the form: [ ]ji

ININT ,τ=  or [ ]ji
OUTOUTT ,τ= . 

The variable ji
IN

,τ  specifies the transportation time from the charge zone to the machine placed in the i-th row of 
the j-th column and the variable ji

OUT
,τ  specifies the transportation time from the machine placed in the i-th row 

of the j-th column to the dispatching zone. Moreover, there is a need to introduce the matrix of transportation 
times for new tools which are stored in the storing place for tools. The matrix in the form [ ]ToolIN

ji
ToolINT ,τ=  is 

defined where ToolIN
ji ,τ  is the transportation time of a new tool from the storing place to the machine placed in the 

i-th row of the j-th column. Additionally, there is a need to introduce the matrix of transportation times for worn 
out tools to the storing place for used tools. This matrix is presented in the form [ ]ToolOUT

ji
ToolOUTT ,τ= , where 

ToolOUT
ji ,τ  is the transportation time of a worn out tool from the machine placed in the i-th row of the j-th column 

to the storing place for worn out tools.  

It is assumed that the manufacturing system is equipped with a buffer zone where semi-products are stored 
for the determined period of time if required in case of the lack of manufacturing capacities for the certain semi-
product. The buffer zone is located within the reach of the robotic arm. The matrix of transport times of semi-
products to the determined place in the buffer zone is introduced in the form [ ]ji

BufINBufINT ,τ= , where ji
BufTR

,
−τ  

is the transport time of the semi-product to the determined place in the buffer zone from the machine placed in 
the i-th row of the j-th column. Additionally, the matrix of transport times of semi-products to the determined 
machine from its storing place in the buffer zone is introduced in the form [ ]ji

BufOUTBufOUTT ,τ= , where ji
BufTR

,
−τ  

is the transport time of the semi-product to the determined machine placed in the i-th row of the j-th column 
from its storing place in the buffer zone.  

2.3 State of the manufacturing system  
Throughout the course of manufacturing process the state of the system changes. The state of the manufacturing 
system changes after every operation on the order unit. Therefore, there is a need to analyze the state of orders, 
the state of tools in machines, charge materials, storing zones, etc. The state of the order changes after each pro-
duction decision. The order matrix is modified at each k-th state according to the form (1) where k

nmx ,  is the 
number of units of the n-th order set by m-th customer to be made at the k-th state. 

 
⎪⎩

⎪
⎨
⎧ −−−

= −

−

otherwise  
stateth  at the made isorder th   theof units ofnumber certain  a if

1
,

,
1

,
, k

nm

k
nm

k
nmk

nm z
knxz

z  (1) 

It is possible to present the state of the tool in machines by means of the matrix of state of the manufacturing 
system in the form [ ]k

ji
k sS ,= , where k

jis ,  represents the value of relative tool wear ( 10 , ≤≤ k
jis ) of the tool in 

the machine placed in the i-th row of the j-th column. This element takes its value according to (2) where 
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ji
k nmx ,),(  is the number of units of the order zm,n made by the machine placed in the i-th row of the j-th column 

and ang ,  is the base number of units of the n-th order which can be manufactured before the a-th tool (the tool in 
the specified machine) is completely worn out and requires an immediate replacement. 

 

⎪
⎪
⎩

⎪
⎪
⎨

⎧
−−−+

=
−

−

otherwise 

stateth  at thecolumn th  in the machineth  in the
 made isorder   theof units ofnumber certain  a if 

 ),(

1
,

,

,1
,

k
ji

m,n 

ji

ji
k

k
ji

k

s

kji
z

g
nmx

s
s  (2) 

If the state of the tool should be exceeded ( 1, ≥
k

jis ), no unit of any order can be made in the specified ma-
chine and it triggers the need to carry out the replacement process of the tool. If the tool in the machine placed in 
the i-th row of the j-th column has to be replaced with a new one, the state of this tool takes the value zero after 
carrying out the replacement procedure.  

In addition, it is useful to monitor how many conventional units of any order can be made with the use of the 
specific machine. Hence, the matrix of the available capacity of the manufacturing system in the form 

[ ]k
ji

k
ji pP ,, = is introduced where k

jip ,  is the number of conventional units of any order, which still can be made in 
the i-th machine of the j-th column. If there is a remaining available capacity in the machine in the i-th row of the 
j-th column but the subsequent unit cannot be made fully in this machine, then the replacement process is carried 
out automatically. The available capacity of the machine in the i-th row of the j-th column is determined in the 
form (3) where expression ⎣x⎦ represents the floor function and jig ,  is the base number of units which can be 
manufactured before the tool (the tool in the specified machine) is completely worn out and requires an immedi-
ate replacement. 

 ( )⎣ ⎦k
jiji

k
ji sgp ,,, 1−⋅=  (3) 

3 Case Study with the Use of the Simulator 
The simulator of the general manufacturing system was created on the basis of the assumptions described above. 
The discussed simulator was created with the use of C# environment and it is used for simulating the behaviour 
of the dedicated manufacturing system [10].  

3.1 Definition of the specific production system 
The case study assumes that the complex production system consists of 11 machines. Each machine performs 
only one type of operation with the use of the specific tool. The structure of system is described by means of the 
matrix E and the base life matrix of the tool is defined in the form (5). Three customers set orders to be made by 
the production system. The number of conventional units of the orders for each specific customer is specified in 
the matrix (6) and the failure coefficient for the specific order is defined by the matrix (7). 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
=

111
111
111
111

E  (4)
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
=

123
122
233
332

G  (5)
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

4799
4348
1615

0Z  (6)
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

3872
7247
4321

F  (7)

We assume that the orders are made in accordance with the route vectors presented in (8). The manufacturing 
times of one conventional unit of the order nmz ,  with the use of the specific machine in the j-th column (accord-
ing to the route matrix) are defined in the vectors presented in (9). 

{ } { } { } { }
{ } { } { } { }
{ } { } { } { }⎥

⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

4,4,11,2,31,2,44,3,2
1,3,24,2,44,4,14,3,1
1,1,22,3,11,1,34,1,2

D  (8) 
{ } { } { } { }
{ } { } { } { }
{ } { } { } { }⎥

⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

3,3,33,3,23,1,22,2,2
2,2,21,3,22,1,13,1,1
2,3,21,2,22,2,32,1,1

prT  (9) 

The matrix of transport times of semi-products from machines to the central reference point is shown in (10) 
and the matrix of transport times of semi-products from the central reference point to the specific machine is 
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shown in (11). Similarly, the matrix of transportation times from the charge zone is defined in (12) as well as the 
matrix of transportation times to the dispatching zone is defined in (13). 

⎥
⎥
⎥
⎥

⎦
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⎢

⎣
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−
=
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RefINT  (10)
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
=
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133
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RefOUTT (11)
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
=

133
123
313
122

INT (12)
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
=

232
131
133
313

OUTT (13)

Finally, the matrix of transportation times for new tools is presented in (14), the matrix of transportation 
times for worn out tools is presented in (15), the matrix of transport times of semi-products to the determined 
place in the buffer zone is presented in (16) and the matrix of transport times of semi-products to the determined 
machine from its storing place in the buffer zone is presented in (17). 
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BufOUTT (17)

3.2 Results of the simulation 
The simulation was run for initial values of state of tools. In order to control the choice of the order and subse-
quently directing it to the manufacturing zone there is a need to implement one of available heuristic algorithms 
from a wide range of them [3]. The heuristic control algorithms of the maximal order [H(max)] and the minimal 
order [H(min)] are considered for demonstration purposes. These algorithms choose the order characterised by 
either the maximal or minimal number of units to be manufactured. Consequently, a random choice of orders as 
the simulation method was used 100 times. Moreover, there are two strategies implemented: making the follow-
ing order begins when such a possibility comes into being or making the following order begins when the previ-
ous one has completed. Some manufacturing criteria are used for evaluation of the implemented control algo-
rithms. In our case, the total manufacturing time ( pr

TOTALT ), the total replacement time of tools ( TR
TOTALT ), the lost 

capacity of tools ( LOSTP ) or the total value of the unused capacity of tools ( unused
FINALP ) are taken into account.  

The results of the simulation experiments are shown in the following tables. The best results for each manu-
facturing criteria are highlighted. The first analysis of results is based on Table 1 where two heuristic were im-
plemented to illustrate possible differences in results. 

 

Control 
Algorithm Strategy pr

TOTALT  TR
TOTALT  LOSTP  unused

FINALP  

H(max) (1) 224 127 1,46 12,67 
 (2) 282 115 1,46 12,67 

H(min) (1) 212 129 2,05 11,07 
 (2) 271 100 2,05 11,07 

Random (24) (1) 212 101 2,89 12,24 
Random (45) (1) 212 111 2,95 10,18 
Random (53) (1) 204 101 0,73 13,40 
Random (97) (1) 211 123 0,58 13,54 

Table 1 Results of the simulation for heuristic control algorithms 
 

The best result in terms of minimizing the total manufacturing time is achieved by implementing the heuris-
tic control algorithm of the minimal order and strategy (1) however, it does not minimize the replacement time of 
tools which is minimized by the use of the same heuristic control algorithm and the second strategy. Neverthe-
less, it brings one of the worst results in terms of minimizing the total manufacturing time. Should the lost capac-
ity of tools be considered, there is a need to exclude the algorithm of the minimal order as it delivers the worst 
results, even if two strategies are used. Then it is worth considering all other criteria (e.g. minimizing the total 
manufacturing time). Additionally, the algorithm of the maximal order leaves the system with the biggest final 
flow capacity for further use.  
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The next step required choosing orders at random which was meant to find a satisfactory solution at the set 
number of simulation experiments. The random choice experiments were carried out 100 times. The best results 
are shown in the second part of Table 1. The initial data remain the same as in the previous experiment. As it can 
be seen, the best result in terms of minimizing the total manufacturing time are achieved in the 53rd experiment 
with the use of the strategy (1). The best time of replacing tools is also deliver by the same experiments and, 
additionally, in the 24th experiment which does not minimize the total manufacturing time. The minimal lost 
capacity was obtained in the 97th simulation experiment. Moreover, the same experiment leaves the system with 
the best final capacity of the system for further use. However, this experiment minimizes neither the total manu-
facturing time nor the replacement time of tools. It is worth noticing that strategy (2) seems not to be effective 
enough in the course of 100 simulations. These results shown in the graphic form give us a larger insight into the 
discussed problem. It is obvious that carrying out more simulation experiments (e.g. 10000) is likely to deliver 
better results. 

4 Conclusion 
The paper highlights the problem of searching for the satisfactory solution in the complex logistic system. The 
system consists of dispersed machines which are served by the manipulating arm. The system is described by 
mathematical modeling accompanied by all required equations. The main criterion is to minimize the total manu-
facturing time. Consequently, the simulator created on the basis of the assumptions enabled the case study to be 
carried out. Two heuristics are tested however, only the random choice of orders delivers the best solution in the 
course of the set number of simulation experiments. Moreover, it should be emphasized that other elements of 
the manufacturing process emerged for further analysis e.g. the total replacement time of tools, the lost capacity 
and the remaining capacity. If the number of simulation experiments increases, then the probability of finding a 
better solution increases. The approach presented hereby requires further development by carrying out a large 
number of simulation experiments.  
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The Comparison of DEA and PROMETHEE method

to evaluate the environmental efficiency of national

steel sectors in Europe

Lucie Chytilová, Frantǐsek Zapletal1

Abstract. The aim of this paper is the environmental efficiency of national
sectors of European steel industry. In particular, emissions trading with CO2

is involved in analysis. The core factor of the environmental policy of the EU
is the EU ETS system, whose idea is trading of emissions allowances for CO2.
Steel companies obtain some amount of emissions allowances for free which
authorizes them to manufacture products (together with emissions). That is
why that number of allowances is considered as the input in our model. On the
other hand, the amount of CO2 emissions released is regarded as the output. In
addition, the structure of companies size and GDP per capita are other inputs
and amount of production is the second output. Two methods are used to
evaluate the efficiency of units and compared. Apart of the traditional DEA
approach, the PROMETHEE analysis is also used. The both approaches are
applied to data set of 22 national steel sectors in Europe for year 2014. The
results of both models are identical, except for a few specified exceptions.
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1 Introduction

In 2005, the EU ETS (Emissions Trading Scheme of the EU) has been established with the aim of reduction
CO2 emissions in Europe. This system force industrial companies to cover their CO2 emissions by
emissions allowances, thus it can increase costs of companies. One of the impacts of emissions trading duty
is the pressure put on the companies and their environmental efficiency in production. The environmental
efficiency is related with amount of emissions released per each unit of production. This paper is devoted
to measure the environmental efficiency of whole EU countries for iron and steel sectors. In particular,
two methods are used to evaluate the efficiency and the results are further compared.

The efficiency is the main criterion for a comprehensive assessment of activities of each industry sector
and individual economic operators. It is considered to be one of the sources of wealth and it may show
how well the economy allocates scarce resources to meet the needs and demands of consumers. There
exist many methods which may be used for measuring the efficiency in field of steel industry. In this
paper, two basic method are used. First, the PROMETHEE method is used. Some application of this
method are in the research by Behzadiana et al. [3]. The second used method is the Data Envelopment
Analysis (DEA). Many researchers have used various types of DEA, for example, Lenort et al. [8] applied
DEA model to measure the efficiency of sectors manufacturing base metal in 25 European countries.
Similarly, Morfeld and Silveira [11] used DEA to investigate the energy efficiency of European iron and
steel production from 2000 to 2010.

The rest of the paper has the following structure: Section 2 provides information about the quantita-
tive methods which are used. Input and output variables are defined in Section 3. Section 4 focuses on
application and discussion the results of environmental efficiency analysis. Section 5 gives some conclu-
sions and remarks.
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2 Introduction to the quantitative methods

The first method used in this contribution is PROMETHEE which is, generally, more familiar as the
method of multi-attribute decision-making. But, here, it is used to generate the input/output efficiency
frontier depicting the efficient (non-dominated) units. The core idea of the method is a pairwise compar-
ison using a preference function, see [1].

The Data Envelopment Analysis (DEA) has been used in efficiency analysis of many applications -
banking industry, insurance industry, health care and so on. The three most known and widely used DEA
models are the CCR model by Charnes et al. [4], the BCC model by Banker et al. [2] and the Additive
model by Charnes et al. [5].These models were formulated for desirable inputs and outputs. However, in
real applications, there are frequently needed undesirable inputs and/or outputs.

In scientific literature, there are known some approaches and models which deal with undesirable
inputs and/or outputs. These models are usually a transformation of the basic DEA model. One of
the most known and acceptable transformation is based on the ADD approach by Koopmans [6]. The
transformation is given by f(Y ) = −Y + β and it was used for example in work of Seiford and Zhu [12].
However, the weakness of this transformation is that classification may depend on β as well as the final
ranking can do so. Another transformation is the multiplicative inverse f(Y ) = 1/Y (used by Lovell et
al., [10]). There are also approaches that can avoid data transformation. The most known type of this
approach suggests that undesirable inputs are regarded as desirable outputs or vise versa for an initial
attempt to formulate the model [9]. The disadvantage of this method is that it is good just if the research
is done for the operational efficiency. In this work all three above mentioned approaches are used.

2.1 The methods of the PROMETHEE family

Primarily, PROMETHEE methods solve different problems of discrete multi-criteria decision-making.
The key step of PROMETHEE is a pairwise comparison between all pairs of alternatives considered,
see [1]. Those comparisons are done using a preference function P : R → [0, 1] (i.e. the function which
assigns a preference level Pj(a, b) to the difference in values of compared alternatives a and b regarding
the j-th criterion). Using (1) and (2), positive and negative flows of each alternative can be calculated.
A positive flow can be considered as the index aggregating strenghts of the alternative and, similarly,
a negattive flow can be regarded as the index aggregating weaknesses of the alternative in comparison
with others. PROMETHEE I method defines a preference relationship between alternatives using (3)
and equality by (4). In all other cases, a pair of alternatives is uncomparable. PROMETHEE II enables
a decision-maker to compare also pairs which are uncomparable by PROMETHEE I. It is done by net
flows φ(a) which aggregate positive and negative flows to the only one index (φ(a) = φ+(a)−φ−(a)), see
(5).

Except the ranking of alternatives, PROMETHEE can be also used to measure the efficiency of
alternatives. This is done using the net flows of alternatives. At first, the set of criteria must be split
into two subsets - input criteria I = {1, 2, . . . , r}, and output criteria O = {1, 2, . . . , s}. Then, a value of
net flow regarding only the criteria from I, and, separately, a value of net flow regarding only the criteria
from O are calculated, see (6) and (7) which were derived from (1) and (2). To avoid negative values of
a net flow, the value of one is added.

Each alternative is characterized by the point [φI(a), φO(a)]. We say that a dominates b if and only
if φI(a) ≥ φI(b) and φO(a) ≥ φO(b) (and one of these two inequalities must be satisfied as strict). The
set of non-dominated (efficient) solutions (i.e. a set of efficient solutions) can be graphically denoted by
the efficient frontier.

φ+(a) =
1

n− 1

∑

b6=a

k∑

j=1

wj · Pj(a, b) (1)

φ−(a) =
1

n− 1

∑

b 6=a

k∑

j=1

wj · Pj(b, a) (2)

a ≺ b⇔ (φ+(a) ≥ φ+(b) ∧ φ−(a) ≤ φ−(b)) (3)
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a = b⇔ (φ+(a) = φ+(b) ∧ φ−(a) = φ−(b)) (4)

a ≺ b⇔ φ(a) > φ(b) (5)

φI(a) =
1

n− 1

∑

b6=a

r∑

j=1

wj · Pj(a, b)−
1

n− 1

∑

b6=a

r∑

j=1

wj · Pj(b, a) + 1 (6)

φO(a) =
1

n− 1

∑

b 6=a

s∑

j=1

wj · Pj(a, b)−
1

n− 1

∑

b 6=a

s∑

j=1

wj · Pj(b, a) + 1 (7)

where Pj(a, b) is a preference degree which expresses the power of preference of a over b regarding the
j-th criterion, φ+(a), φ−(a) and φ(a) stands for positive, negative and net flow of the alternative a, wj

is a weight assigned to the j-th criterion (In the analysis of this contribution, it would not make sense to
assign the (different) weights; their effect is excluded by setting the equal values to them), n stands for
a number of alternatives considered, k stands for a number of criteria considered.

2.2 Basic Data Envelopment Analysis

Data Envelopment Analysis (DEA) is a non-parametric approach for measuring relative efficiency of
decision making units (DMUs) with multiple inputs and outputs. The basic model of DEA is the CCR
model, see Charnes et al. [4].

Banker et al. in [2] extended the CCR model. The extended model is called the BCC model and
considers variable returns to scale assumption. The model has convex envelope of data which leads to
more efficient DMUs. The mathematical model of dual multiplier form of input-oriented BCC model is:

max eQ =
∑S

j=1 vjyjQ − v0,
s.t.

∑R
i=1 uixiQ = 1,∑S
j=1 vjyjk −

∑R
i=1 uixik − v0 ≤ 0, k = 1, ..., T,

ui ≥ 0, i = 1, ..., R,

vj ≥ 0, j = 1, ..., S,

v0 ∈ (−∞,∞),

(8)

where v0 is the dual variable assigned to the convexity condition eTλ = 1 of envelopment form of input-
oriented BCC model, where λ would be the weight for each DMU. The BCC model can also be rewritten
into the envelopment form or changed into the output orientation.

2.3 Data Envelopment Analysis for Undesirable Outputs

The models in previous subsection are basic models where the inputs and outputs are desirable. However,
in real applications, there are frequently needed undesirable inputs and/or outputs. In this paper we deal
with one undesirable output Also, according to the efficiency frontier of PROMETHEE method we use
just the BCC model so the results could be compared.

Suppose the DEA data domain Y contains desirable (good) and undesirable (bad) outputs, represented
as Y g and Y b, respectively. Obviously, Y g should increase and Y b should decrease to improve the
performance of DMU. However, in the standard BCC model (8), both Y g and Y b are supposed to
increase to improve the performance as Y . In order to increase the desirable outputs and to decrease the
undesirable outputs, there were found many approaches. In this paper, we use three of them - translation
transformation based on work by Koopmans [6], transformation of multiplicative inverse used by Lovell
et al. [10] and basic method - change the meaning of the variable used by Liu and Sharp [9].

Translation
Based upon work of Koopmans [6], the basic model (8) is used for the calculation if: the Y b is multiplied
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by value (−1) and then the maximum value of max |Y b| is add to (−Y b). Note: This model is known as
Model A in this paper.

Inverse Multiplication
According to work of Lovell et al. [10] , the basic model (8) is used for the calculation if the Y b is changed
as inverse value 1

Y b . Note: This model is known as Model B in this paper.

Change of Variables
Based upon the idea of work by Liu and Sharp [9], Y b is changed into X and the basic model (8) is used.
Note: This model is known as Model C in this paper.

3 Variables

Following data have been involved in the analysis of efficiency. All data are of annual frequency and they
are aggregated by all steel producing companies doing their business in a particular EU country.

• Number of allowances allocated for free [pcs] (input) - companies participating in the EU
ETS system obtain certain amounts of allowances for free from the EU authorities. This factor
influences costs on emissions trading as well as abatement costs. These data have been derived
from carbonmarketdata.com database.

• Energy consumption [GW] (input) - the higher energy consumption by steel companies, the
higher amount of emissions released and, also, the higher costs on emissions trading. Eurostat
database is the source of these data.

• Number of CO2 emissions released [pcs] (output) - emissions are considered as the undesirable
output. The environmental efficiency weakens with increasing emissions. Data on emissions have
been aggregated from carbonmarketdata.com database.

• Level of iron and steel production [tons] (output) - total amount of iron and steel products
manufactured in a country. Here, a slight simplification has been done because products are sup-
posed to be homogenous (no differences in envrionmental burden of different iron and steel products
are taken into account). Data were taken from Eurostat database.

These data have been involved as a result of the close analysis of previous research. The classical
production model for the DEA, such as the one in work of Kumar and Khanna [7] consider as inputs
population and energy. GDP and CO2 emissions are considered as outputs (desirable and undesirable,
respectively). As we are looking for the special part of the industry, we changed the input population
and we have used the number of allowances allocated for free.

4 Results of environmental efficiency analysis

4.1 PROMETHEE analysis

The PROMETHEE analysis has been performed using Visual PROMETHEE software. Two scenarios
have been considered with respect to preference functions used. Usual preference function (preference
function which assigns 1 for any non-zero difference in values) is used in Scenario 1, meanwhile, V-
shape preference function is supposed for Scenario 2 (linear non-decreasing function whose function
values increase with increase in diffrence of values and which aasign the preference value of 1 only when
comparing the alternative with best value to the alternative with worst value). The results of the analysis
for Scenario 1 are shown in Fig. 1. It can be seen that only five countries are environmentally efficient -
CZ, PL, BEL, NED and ESP. All other 17 countries are dominated by the former quintuplet. However, it
is important to emphasize that, due to the usual shape of preference functions, the impact of differences
in values are disregarded. The second scenario was not possible to depict graphically because of very
small differences in evaluatins of alternatives. Nevertheless, the set of efficient countries is similar - it
consists of CZ, PL, BEL, NED and ITA. That means that only Spain switched its position with Italy.
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Figure 1 Efficiency frontier - PROMETHEE analysis

4.2 DEA analysis

All the DEA models have been performed using GAMS software. The results are shown in Table 1. It
can be seen that all results for each models are similar. The biggest difference is between the Model
A and the rest of the models. The difference is in the number of efficient countries. Seven countries
are efficient - DK, ESP, ITA, LAT, LUC, NED, POR if the calculation have been done for the Model
B and the Model C. Ten countries are efficient for the Model A - same countries as before and three
more - F, SLO, SWE. Generally, the Model A gives same or highest efficient score then the rest of the
models - for example: BEL has the efficient score for the Model A equal to 0.7681 and 0.6333 for the
rest models. In case of GR, the efficiency score is different for all models - Model A (0.6419) > Model C
(0.6185) > Model B (0.6006). Just for FIN and HU the highest efficiency score is in the Model C. If we
have compared the Model B and Model C, we can see that the Model B gives the lowest efficient scores,
for example in case of FIN the Model C gives the efficient score equal to 0.6182 and the Model B gives
0.5776. These differences are caused by different position of the undesirable output. We can see how each
transformation influence the efficiency score.

DMU Model A Model B Model C DMU Model A Model B Model C

Austria AU 0.9871 0.9871 0.9871 Italy ITA 1.0000 1.0000 1.0000

Belgium BEL 0.7681 0.6333 0.6333 Latvia LAT 1.0000 1.0000 1.0000

Bulgaria BLG 0.8063 0.4364 0.4364 Luxembourg LUC 1.0000 1.0000 1.0000

Czech Republic CZ 0.4557 0.4557 0.4557 Netherlands NED 1.0000 1.0000 1.0000

Denmark D 0.6182 0.6182 0.6182 Poland PL 0.8341 0.6176 0.6176

Finland FIN 0.5776 0.5776 0.6182 Portugal POR 1.0000 1.0000 1.0000

France F 1.0000 0.5368 0.5368 Romania RO 0.3254 0.3254 0.3254

Germany DK 1.0000 1.0000 1.0000 Slovakia SK 0.7540 0.3492 0.3492

Great Britain GB 0.9073 0.8189 0.8189 Slovenia SLO 1.0000 0.1409 0.1409

Greece GR 0.6419 0.6006 0.6185 Spain ESP 1.0000 1.0000 1.0000

Hungary HU 0.5052 0.5511 0.5052 Sweden SWE 1.0000 0.4367 0.4367

Table 1 DEA analysis - Efficiency of Model A, Model B and Model C

5 Conclusion

This paper deals with measuring the environmental efficiency of natioanl steel sectors in the EU. Two
groups of methods have been used to do that - PROMETHEE methods and DEA methods. When com-
paring the results of both methods, significant differences have been found. The number of efficient units
is similar (5 by PROMETHEE vs. 7 by DEA) but, only two of them (Italy and the Netherlands) are in
common. Moreover, e.g. the Czech Republic has been considered to be the one of the least efficient coun-
tries by DEA and, also, as efficient by PROMETHEE. These facts can be a bit surprising. On the other
hand, the algorithms of both methods are very different. Preference functions used in PROMETHEE
help to prevent from overvaluing large differences in values according to some criterion. Unfortunately,
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no general recommendation can be given for a decision-maker when deciding on appropriateness of the
methods. Maybe, it would be the best to use both approaches and then try to compare and justify
possible differences in results. Anyway, when some unit is evaluated as efficient by both methods, it is
reasonable to trust the results with high certainty.

For further research, we expect to revise (and maybe extend) the sets of inputs and outputs. Moreover,
a dynamic (network) version of the model may be established in the future.
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Banking efficiency in the Visegrad Group according

to Data Envelopment Analysis

Lucie Chytilová1

Abstract. The situation in the banking industry is very difficult all around
the world. The Central Europe and especially countries of the Visegrad Group
have to keep up with a lot of changes - historical development, new rules of
the European Commission or the 2008 crisis. There are many studies which
evaluate banking efficiency in the Visegrad Group. Almost all of these studies
evaluate the efficiency under certainty and just for small sample. The problem
of the studies are missing data so they chose just some banks. This may cause
imprecise results. The aim of this paper is to determine the efficiency of the
banking industry in Visegrad Group for a big group of banks (57 banks). The
technical efficiency of banks in the Visegrad Group is estimated for years from
2009 to 2013. The special DEA models for calculations with the missing data
are used. The development of calculated technical efficiency is analysed in the
cross section between the units and in the time. Also the influence of the risk
variable is measured as well.

Keywords: banking, Data Envelopment Analysis, efficiency, Visegrad Group,
banking.

JEL classification: C61, G21, D24
AMS classification: 90C05

1 Intoduction

The situation in the banking industry is very difficult all around the world. The Central Europe and
especially countries of the Visegrad Group have to keep up with a lot of changes - structural changes
of banking regulation and financial market, development of security market, bigger stock market or new
regulations by the European Union, see [4]. This all causes the big interest in the topic - efficiency in the
banking sector of the Visegrad Group.

The Visegrad Group contains four countries - the Czech Republic, Hungary, Poland and Slovakia.
These countries are connected not just geographically. The historical background is very similar in these
countries. All four countries had been part of the Eastern Bloc which had fallen apart in 1989. This led
them to integrate and cooperate. They started to create the market economy and have opened themselves
to the rest of the world. The transformation of the banking system was an essential part of the trans-
formation. In 2004 all countries of the Visegrad Group have jointed the European Union. Slovakia has
joined the third stage of the European Monetary Union in 2009. Even there are some differences, it could
be assumed that their financial and banking systems should not show major differences. Identification of
the potential differences is one of the objectives of this paper.

This paper mainly focuses on the identification of the efficiency of commercial banks in the Visegrad
Group during time period from 2009 to 2013 by using special model of DEA. Except of this paper, there
are no papers which deal with so many banks (57 banks) for the region. The reason is the general problem
with datasets. In this case, the dataset contained 57 banks from the Visegrad Group countries, but some
variables were missing. To still be able to make the analysis, first the estimation of these missing variables
was done and then the special DEA model was used. Model was calculated for the time period and close
analysis of all results were done for each bank as well as for each country. All the calculation were done
by GAMS software.

The rest of the paper has the following structure: Section 2 provides the formulations and the models

1VŠB-TU Ostrava, Faculty of Economics, Sokolská 33, 702 00, Ostrava, Czech Republic, lucie.chytilova@vsb.cz
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of interval DEA to estimate efficiency bounds for the units with missing values. In Section 3, input
and output variables are defined and information about the missing data and their estimation are given.
Section 4 focuses on application and the efficiency analysis of a set of banks in Visegrad Group based
on a dataset with missing values. The discussions about the results are provided in this section as well.
Section 5 gives some conclusions and remarks.

2 Methodology

2.1 Classic DEA

Data Envelopment Analysis (DEA) is a non-parametric approach. It is widely used for measuring relative
efficiency of decision making units (DMUs) with multiple inputs and outputs. Assume, there is a set of
T DMUs (DMUk for k = 1, ..., T ), let inputs and outputs data be X = {xik, i = 1, ...R; k = 1, ...T}
and Y = {yjk, j = 1, ...S; k = 1, ...T}, respectively. Also, ui for i = 1, ...R and vj for j = 1, ..., S be the
weights of the ith input and the jth output, respectively. Mathematically, the relative efficiency score of
DMUk can be defined as:

ek =

∑S
j=1 vjyjk∑R
i=1 uixik

, for k = 1, ..., T. (1)

Charnes et al. [3] have proposed the following CCR model to measure the efficiency score of the under
evaluation unit, DMUQ where Q ∈ {1, ..., T}:

max eQ =
PS

j=1 vjyjQPR
i=1 uixiQ

,

s.t.
∑S

j=1 vjyjk −
∑R

i=1 uixik ≤ 0, k = 1, ..., T,

ui ≥ 0, i = 1, ..., R,

vj ≥ 0, j = 1, ..., S.

(2)

The model (2) is non-linear. It is the model of linear-fractional programming. The model (2) could
be transferred by Charmes-Cooper transformation to the standard linear programming problem:

max eQ =
∑S

j=1 vjyjQ,

s.t.
∑R

i=1 uixiQ = 1,∑S
j=1 vjyjk −

∑R
i=1 uixik ≤ 0, k = 1, ..., T,

ui ≥ 0, i = 1, ..., R,

vj ≥ 0, j = 1, ..., S,

(3)

where Q ∈ {1, ..., T}. DMUQ is CCR-efficient if and only if e∗ = 1 and if there exists at least one optimal
solution (u∗,v∗) with u∗ > 0 and v∗ > 0 for the set Q ∈ {1, ..., T}. The inefficient units have a degree
of relative efficiency that belongs to interval [0, 1). Note: The model must be solved for each DMU
separately.

The model (3) is called a multiplier form of the input-orient-CCR model. However, for computing and
data interpretation, it is preferable to work with model that is dual associated to model (3). The model
is referred as envelopment form of input-oriented CCR model, see [3]. There also exists the multiplier
form and envelopment form of output-oriented CCR model. Both models give the same results, see [3].

Banker et al. [2] have extended the CCR model. The extended model is called the BCC model and
considers variable returns to scale assumption. The model has convex envelope of data which leads to
more efficient DMUs. The mathematical model of dual multiplier form of input-oriented BCC model is:

max eQ =
∑S

j=1 vjyjQ − v0,
s.t.

∑R
i=1 uixiQ = 1,∑S
j=1 vjyjk −

∑R
i=1 uixik − v0 ≤ 0, k = 1, ..., T,

ui ≥ 0, i = 1, ..., R,

vj ≥ 0, j = 1, ..., S,

v0 ∈ (−∞,∞),

(4)
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where v0 is the dual variable assigned to the convexity condition eTλ = 1 of envelopment form of input-
oriented BCC model. Note: The BCC model can be rewritten into the envelopment form or changed into
the output orientation.

The input-oriented BCC model will continue into the next section.

2.2 DEA for missing data

There exist many improvements of the classical DEA models. In this paper the main problems are the
missing data. To deal with this issue the special model has to be use. This model is define below.
As a inspiration, the model of Smirlis et al. [9] have been used. Their model have been done for the
output-oriented DEA model, so the transformation was needed.

Assume, there are T DMUs, each using R inputs to produce S outputs. For any unit k (k = 1, ..., T ),
the level of its jth output (j = 1, ..., S) is denoted by yjk and by xik the level of its ith input (i = 1, ..., R).
Unlike the original DEA model, the interval DEA assumes that some of the crisp input xik and output
yjk values are not known and for them, it is only known that they lie within bounded intervals, i.e.
xik ∈ [xLik, x

U
ik] and yjk ∈ [yLjk, y

U
jk], with the upper and lower bounds of the intervals xLik, xUik, yLjk, yUjk to

be strictly positive constants.

To be able to introduce the intervals instead of exact data into the model (4), some transformation
should be done.

The values xik and yjk are expressed in terms of new variables sik and pjk, respectively, to convert
the non-linear model to a linear one. These new variables locate the level of inputs and outputs within
the bounded intervals [xLik, x

U
ik] and [yLjk, y

U
jk], respectively, as follow:

xik = xLik + sik(xUik − xLik), i = 1, ..., R; k = 1, ..., T with 0 ≤ sik ≤ 1,
yjk = yLjk + tjk(yUjk − yLjk) j = 1, ..., S; k = 1, ..., T with 0 ≤ tjk ≤ 1.

Applying the above transformation to model (4), the following linear model is obtained:

max eQ =
∑S

j=1 vj
(
yLjjQ + tjkQ(yUjkQ − yLjkQ)

)
− v0,

s.t.
∑R

i=1 ui
(
xLikQ + sikQ(xUikQ − xLikQ)

)
= 1,∑S

j=1 vj
(
yLjj + tjk(yUjk − yLjk)

)
−∑R

i=1 ui
(
xLik + sik(xUik − xLik)

)
− v0 ≤ 0, k = 1, ..., T,

ui ≥ 0, 0 ≤ sik ≤ 1 i = 1, ..., R,

vj ≥ 0, 0 ≤ tjk ≤ 1 j = 1, ..., S,

v0 ∈ (−∞,∞).

(5)

It can be see that for inputs and outputs, there are new terms uisik and vjtjk, respectively. These new
terms may be replaced by new variables qik = uisik and pjk = vjtjk which meet the needed conditions.
The model (5) can be rewritten as follows:

max eQ =
∑S

j=1

(
vjy

L
jjQ + pjkQ(yUjkQ − yLjkQ)

)
− v0,

s.t.
∑R

i=1

(
uix

L
ikQ + qikQ(xUikQ − xLikQ)

)
= 1,∑S

j=1 vjy
L
jj +

∑S
j=1 pjk(yUjk − yLjk)−∑R

i=1 uix
L
ik −

∑R
i=1 qik(xUik − xLik)− v0 ≤ 0, k = 1, ..., T,

qik − ui ≤ 0 i = 1, ..., R,

pjk − vj ≤ 0 j = 1, ..., S,

ui, vj ≥ 0 ∀i, j
qik, pjk ≥ 0 ∀i, j, k
v0 ∈ (−∞,∞).

(6)
In model (6), unknown variables under estimation are the weights ui, vj and the new variables qik, pjk
that denote the level of input and output values within the bounded intervals. For more details see [9].
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3 Input and Output Variables

The important task for the efficiency measurements is to identify the right and relevant variables for the
calculation.

There are known two main approaches for the bank efficiency evaluation as production unit. The
main difference is the treatment of deposits. The production approach views deposits as output. Banks
are producers of deposits, loans and other services. Inputs are define as physical variables. This approach
was found by Benston [1]. Benston also found disadvantages - detailed database is required and it does
not take into consideration the interest costs. The second approach was found by Sealy and Lindley [8]
- intermediation approach. Banks are financial intermediaries between depositors and creditors. They
collect deposits and other liabilities to apply them as interest-earning assets. Deposits are considered
as input. In this case operating cost and interest cost are considered. It is the most common approach
nowadays.

Even of the common use of the intermediation approach there is always question about variables.
According to earlier analysis and research in this field (see [6], [5] and [7]), the input and output variables
for this paper were selected according to intermediation approach. Plus the variable Equity is used as
input and the Non-interest income as output, see Table 1.

Variables Description in the balance sheet Units

Inputs Physical capital (x1 - FA) Fixed assets th Euro

Labour (x2 - LAB) Number of employees Number

Loanable funds (x3 - LF) Deposits + Short term funding th Euro

Equity (x4 - EQ) Total equity th Euro

Outputs Advances (y1 - ADL) Loans + Advances to Banks th Euro

Investments (y2 - INV) Other Securities th Euro

Non-interest income (y3 - NII) Non-Earning Assets th Euro

Table 1 Description of inputs and outputs

The required dataset of inputs and outputs was collected from the Bankscope1. In Table 1 is seen
the description of inputs and outputs. This paper is based on period between 2009 to 2013. 57 banks
were found for the analysis (14 - CZ, 21 - PL, 8 - SK, 14 - HU). There were even more banks for the
interval, but for some of them there was not possible to estimate the missing values (usually case of one
or two missing variables). The basic estimation techniques were used (linear regression and clustering of
the units). For future, it would be good to improve the time period.

4 Results and Discussions

In Table 2 are seen the results for all banks during the whole time period. It is seen that during the
all period, there are efficient: 7 banks in the Czech Republic, 4 banks in Hungary and Poland and just
one bank in Slovakia. These results and also the geometric mean show that the most efficient banks
are in the Czech Republic. The second place belongs to Hungary and third place is occupied by banks
from Slovakia and Poland. According to efficiency score the Slovak banks are better but according to the
relative number of over all efficiency the polish banks are considered as more efficient. These results are
consistent with some previous researches which were done, see [6] and [7].

Table 2 shows that the bank with the biggest improvement for the time period is the Hungarian bank
with DMU23 (KDB Bank Europe Ltd). Also another banks from Hungary improved a lot in this time
period. So it can be concluded that this country have the biggest improvement during the period. The
situation in the Czech republic is steady, as well as in Poland for the period from 2009 to 2013. The worst
situation is in Slovakia - the biggest decrease during the time period. Overall it looks like that banks in
these countries improved or at least stayed at same level, even after the financial crisis in 2008. Apart
from the exception in the form of Slovakia and the crisis period.

1https://bankscope.bvdinfo.com/

Mathematical Methods in Economics 2016

328



DMU Bank Origin 2009 2010 2011 2012 2013

DMU01 Ceska Sporitelna a.s. CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU02 Ceskomorava Zarucni a ... CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU03 CSOB CZ CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU04 Evropsko-ruska banka CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU05 Expobank CZ CZ 0.4316 0.4090 0.4689 0.3440 0.3580

DMU06 GE Money Bank CZ 0.4417 0.4958 0.5158 1.0000 0.6582

DMU07 Hypotecni banka CZ 1.0000 0.7537 0.5543 0.6037 0.5286

DMU08 J&T Banka CZ 0.6206 0.5985 0.9018 1.0000 0.9085

DMU09 Komercni Banka CZ 1.0000 1.0000 0.9508 0.9060 1.0000

DMU10 Modra pyramida stavebni spo. CZ 0.7482 0.5248 0.4904 0.5179 0.5949

DMU11 PPF banka CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU12 Raiffeisen stavebni sporitelna CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU13 Stavebni Sporitelna CS CZ 1.0000 1.0000 1.0000 1.0000 1.0000

DMU14 Unicredit Bank CR and SK CZ 0.7573 0.7138 1.0000 1.0000 0.9707

DMU15 Bank of China HU 1.0000 1.0000 1.0000 1.0000 1.0000

DMU16 Budapest Bank Nyrt-Buda. HU 0.3799 0.3701 0.4703 0.5643 0.5686

DMU17 CIB Bank Ltd-CIB Bank Zrt HU 0.3033 0.4557 0.7081 0.3893 0.5120

DMU18 DRB Del-Dunantuli Region. B. HU 1.0000 1.0000 0.9359 1.0000 1.0000

DMU19 Erste Bank Hungary Nyrt HU 1.0000 0.9847 1.0000 1.0000 0.7621

DMU20 FHB Kereskedelmi Bank Zrt HU 1.0000 1.0000 0.7209 0.8936 0.9300

DMU21 Granit Bank Zrt HU 1.0000 1.0000 1.0000 1.0000 1.0000

DMU22 K&H Bank Zrt HU 1.0000 1.0000 1.0000 1.0000 1.0000

DMU23 KDB Bank Europe Ltd HU 0.2616 0.3846 0.4172 0.6191 1.0000

DMU24 Magyar Cetelem Bank Rt HU 0.1904 0.4580 0.8181 0.8966 0.8787

DMU25 MKB Bank Zrt HU 0.9895 1.0000 1.0000 1.0000 1.0000

DMU26 OTP Bank Plc HU 1.0000 1.0000 1.0000 1.0000 1.0000

DMU27 Raiffeisen Bank Zrt HU 0.8123 0.6733 0.7206 0.9311 0.6405

DMU28 UniCredit Bank Hungary Zrt HU 0.5967 0.3821 0.4076 0.6086 0.7493

DMU29 Alior Bank Spolka Akcyjna PL 1.0000 0.5369 0.5215 0.5977 0.4204

DMU30 Bank Handlowy w Warszawie PL 1.0000 1.0000 1.0000 1.0000 1.0000

DMU31 Bank Millennium PL 0.6202 0.5881 0.4604 0.9364 0.8451

DMU32 Bank Ochrony Srodowia PL 0.4293 0.4616 0.6055 0.7980 0.7821

DMU33 Bank Polska Kasa Opieki PL 1.0000 1.0000 1.0000 1.0000 0.8123

DMU34 Bank Polskiej Spoldzielcuosci PL 1.0000 1.0000 1.0000 1.0000 1.0000

DMU35 Bank SpOldzielczy w Brodnicy PL 0.7280 0.8120 0.7612 0.7920 0.7147

DMU36 Bank Zachodni WBK PL 0.6270 0.6448 0.7006 0.9236 1.0000

DMU37 BNP Paribas Bank Pola PL 0.5953 0.6166 0.5470 0.8863 0.5454

DMU38 DNB Bank Polska PL 0.4051 0.4670 0.2804 0.2156 0.2962

DMU39 Euro Bank PL 0.1847 0.2892 0.2336 0.2955 0.3241

DMU40 FM Bank PBP PL 0.9838 1.0000 0.9826 0.9255 0.7950

DMU41 HSBC Bank Polska PL 1.0000 1.0000 1.0000 0.9740 0.9219

DMU42 ING Bank Slaski - Capital Gr. PL 1.0000 1.0000 1.0000 1.0000 1.0000

DMU43 MBank Hipoteczny PL 0.3922 0.3464 0.3246 0.6181 0.7603

DMU44 mBank PL 1.0000 0.6585 0.6619 1.0000 0.8754

DMU45 Nordea Bank Polska PL 0.3235 0.2471 0.4666 0.8202 0.3443

DMU46 Plus Bank PL 0.5262 0.5008 0.4290 0.5208 0.4405

DMU47 RBS Bank (Polska) PL 1.0000 1.0000 1.0000 1.0000 1.0000

DMU48 SGB Bank PL 0.8710 0.8822 1.0000 1.0000 1.0000
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DMU49 Volkswagen Bank Polska PL 0.4127 0.3643 0.3732 0.3993 0.5053

DMU50 CSOB SK SK 0.9732 0.7792 0.4912 0.6003 0.6115

DMU51 CSOB Stavebna Sporitelna SK 1.0000 1.0000 1.0000 1.0000 1.0000

DMU52 OTP Banka Slovensko SK 0.5479 0.4135 0.4258 0.4485 0.4067

DMU53 Prima banka Slovensko SK 0.9894 0.9234 0.6978 0.8703 0.6339

DMU54 Sberbank Slovensko SK 0.6748 0.3301 0.5051 0.4241 0.4788

DMU55 Tatra Banka SK 0.7801 0.6312 0.5852 0.5918 0.6177

DMU56 Vseobecna Uverova Banka SK 0.8559 0.8260 0.6772 0.5982 0.5903

DMU57 Post Bank JSC-Postova Banka SK 1.0000 0.8151 1.0000 0.8955 0.9462

average efficiency by country: CZ 0.8246 (9) 0.7859 (8) 0.8143 (8) 0.8468 (10) 0.8229 (8)

(number of efficient DMUs) HU 0.6563 (7) 0.7052 (7) 0.7627 (6) 0.8196 (7) 0.8400 (7)

PL 0.6525 (8) 0.6283 (7) 0.6201 (7) 0.7392 (7) 0.6812 (6)

SK 0.8356 (2) 0.6723 (1) 0.6430 (2) 0.6491 (1) 0.6338 (1)

Table 2 Results of DEA

5 Conclusion

In this paper, the special input-oriented BCC DEA model for the calculation of banking efficiency in
the Visegrad Group for the time period from 2009 to 2013 is used. First the missing values have been
estimated by the regression analysis and clustering of the units. Then the special model have been used.
The results have shown that the most efficient banking industry is in the Czech republic and the worst
is in Poland (according to number of efficient banks which have been efficient for whole period) or in
Slovakia (according to the efficiency score overall time). This gives similar results as the previous research
(see 1. Chapter of [7]), where just 27 banks were used. The changes are due to the extension of dataset.

For further research, the sets of inputs and outputs or DMUs should be revised (and maybe extend).
Moreover, a different version of the model may be established in the future.
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economic faculties 
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Abstract. The paper deals with analysis of resource allocation among Czech eco-

nomic faculties within the 7 years period since 2008 until 2014. The resources in the 

period t are divided among faculties according to their teaching and research perfor-

mance in the period (t - 1). The teaching performance is measured by the number of 

students and number of graduated in the given period. The research performance is 

defined according to the national rules by the number of so called RIV points. The 

overall performance level in the given period is estimated using Data Envelopment 

Analysis model with constant returns to scale assumption. The input in the period t is 

partly based on the efficiency or super-efficiency scores from the preceding period. 

Super-efficiency score given by Andersen and Petersen model is used for discrimina-

tion among efficient units. The results of the allocation in the last period are compared 

to the ones calculated to the standard methodology. Numerical experiments are real-

ized using own MS Excel macros and LINGO modelling and optimization system. 

Keywords: data envelopment analysis, multi-period model, resource allocation 
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1 Introduction 

Allocation of a limited amount of resources among the set of decision making units (DMUs) is an important task 

that finds its applications in various areas of human activities. One of the typical problems of this nature is alloca-

tion of funds among higher education institutions which is a problem that significantly influences all activities of 

the units under evaluation. The common practice in the Czech Republic consists in dividing of available resources 

among universities and then among faculties according to their performance in the past one or several periods. The 

overall performance of the universities (faculties) is given by their partial performances in various activities carried 

out. Among the main activities of higher educational institutions belong teaching, research, international relations, 

co-operation with partners, etc. Of course teaching and research are the most important ones in this context. That 

is why evaluation of teaching and research performance of the set of educational institutions (let us denote them 

further units or faculties) is a very important problem and the methodology used for this evaluation must reflect 

and respect many requirements.  

The main aim of this paper is to contribute to the discussion in this field and try applying not so widely used 

techniques. The common practice in the Czech Republic uses basic multiple criteria decision making approaches, 

i.e. assigns expert weights to the defined criteria that describe various aspects of overall performance and then 

applies simple additive weighting. The given performance score is a basis for allocation of funds. In the last several 

tens of years a more sophisticated methodological approaches for efficiency and performance evaluation have been 

proposed and verified by various researchers. Data Envelopment Analysis (DEA) models introduced by Charnes 

et al. (1978) belong without any doubts among the most theoretically developed and applied techniques. Applica-

tions of DEA models in higher education are numerous. Let us mention at least three of them – (Beasley, 1995), 

(Thanassoulis et al., 2011) and (Jablonský, 2016). The time span of these publications shows that the research in 

this field is not finished yet.  

The paper is organized as follows. Section 2 defines shortly basic DEA models and introduces multi-period 

DEA models which is a class of models that evaluates the performance of the set of units within several consecutive 

periods. Traditional models of this nature are usually oriented on the best period of the unit under evaluation and 

do not take into account interconnections among the periods. That is why their results can just hardly be used for 

allocation of funds among the units. An iterative approach that combines results of the performance evaluation in 
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the period t and the amount of funds allocated to the unit in the period t (based on the evaluation in the period 

(t1)) as the main input variable in the period (t+1) is introduced in Section 3. The proposed approach is illustrated 

on the real data set of 19 Czech economic faculties in multiple periods from 2008 until 2014. The given results are 

summarized in the final section of the paper.         

2 Multi-period DEA models 

Traditional DEA models analyse relative technical efficiency of the set of n DMUs that are described by m inputs 

and r outputs in one period. The efficiency score θq of the DMUq is defined as the weighted sum of outputs divided 

by the weighted sum of inputs as follows:  

 

,
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1
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i

iqi

r

k

kqk

q

xv
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  (1)

 

where uk, k = 1, 2, …, r is the positive weight of the k-th output, vi, i = 1, 2, …, m is the positive weight of the i-th 

input, and xij, i = 1, 2, …, m, j = 1, 2, …, n and ykj, k = 1, 2, …, r, j = 1, 2, …, n are non-negative values for the 

DMUj of the i-th input and the k-th output respectively. Traditional DEA models maximize the efficiency score 

(1) under the assumption that the efficiency scores of all other DMUs do not exceed 1 (100%). This problem must 

be solved for each DMU separately, i.e. in order to evaluate the efficiency of all DMUs the set of n optimization 

problems must be solved. The presented problem is not linear in objective function but it can be converted into a 

linear optimization problem and then solved easily. The transformation consists in maximization of the nominator 

or minimization of the denominator in expression (1). The constraints of this LP optimization problem express the 

upper bound for efficiency scores of all DMUs except the unit q and the unit sum of the denominator/nominator 

in (1). The model that maximizes the nominator in (1) is referenced as DEA input oriented model, the model that 

minimizes the denominator is DEA output oriented model. In both cases the DMUs with θq = 1 are lying on the 

efficient frontier estimated by the model and denoted as efficient units. Otherwise the units are inefficient and the 

efficiency score can be explained as a rate of input reduction or output expansion in order to reach the maximum 

efficiency. In some cases, it is more convenient working with dual problem to the linearized version of the model 

described above. This model, often referenced as input oriented envelopment CCR (Charnes, Cooper and Rhodes) 

model is formulated as follows: 

minimize 
CCR
q  

subject to ,

1

iq
CCR
q
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 i = 1,2,...,m, (2) 
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  k = 1,2,...,r, 

 j ≥ 0, j = 1,2,…,n. 

The optimal objective function value of the model (2) is lower than 1 for inefficient units and equals 1 for the 

units weakly or fully efficient. In order to rank efficient units many models based on various principles have been 

proposed. An important group of these models are so called super-efficiency models. The first model of this nature 

was introduced in (Andersen and Petersen, 1993). Its input oriented formulation is very close to model (2). In 

Andersen and Petersen (AP) model the weight of the DMUq q is set to zero. It causes that the DMUq is removed 

from the set of units and the efficient frontier changes its shape after this removal. Super-efficiency score 
AP
q , 

that is greater than 1 for units CCR fully efficient, measures the distance of the unit DMUq from the new efficient 

frontier. Its value expresses how many times the inputs may increase (in input oriented version of the model) in 

order the evaluated unit remains efficient.  

Traditional DEA models (1) and (2) evaluate the efficiency or performance of the set of units in one time period 

only according to the values of input and output variables but it is clear that the performance in the period t can 

depend not only on the inputs in this period but on the inputs in one or several preceding periods. That is why 

various attempts how to solve this problem have been proposed in the past. This group of models is called multi-

period DEA models. The first model of this class was introduced by Park and Park (2009). Unfortunately, their 

model (further as PP model) is not a real multi-period model because it returns just the best efficiency score of the 

unit under evaluation within all periods considered. It is the model oriented on the best period. It is clear that 
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according to this property the PP model cannot be used as a tool for future allocation of resources. Its mathematical 

formulation can be found e.g. in (Park and Park, 2009) or (Jablonsky, 2016). Similarly to the PP model it is possible 

formulate models that are oriented on the worse period of the unit under evaluation or the model that returns 

average efficiency score over all periods. Their formulation is given in (Jablonsky, 2016). In addition, this paper 

contains an original SBM multi-period model that measures efficiency during all periods using undesirable slacks 

of inputs and outputs. Nevertheless, this model does not take into account interconnections among particular peri-

ods. In order to do it, the appropriate model is not linear and its solution is questionable. The DEA model that uses 

efficiency score given in the period (t1) as the only input variable in the period t is as follows: 

minimize  
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where the DMUs are described by the same set of outputs and one input in T consecutive time periods t = 1, 2, …, 

T, and assume that yt
kj, k = 1, 2, …, r, j = 1, 2, …, n are the values of the k-th output in the t-th period of the DMUj. 

The only input in the period t is the efficiency score of the units in the period (t1) and its values for the first period 

are set to 1 for all units. 
t
qθ  is aggregative efficiency score of the DMUq in the period t. It is clear that model (3) 

is not linear in the first set of constraints (moreover, the number of variables and constraints can be very high)   

and that is why it cannot be solved easily. To overcome this problem we propose in the next section of the paper 

an iterative approach for analysis of multi-period systems. 

 

Faculty 2007 2008 2009 2010 2011 2012 2013 Avg 

FSV UK 1.4722 1.7058 1.1984 1.6965 1.1766 1.5307 1.3887 1.4527 

EkF JČU 0.6730 0.6825 0.9610 0.6937 0.7666 0.6818 0.6175 0.7252 

FSE UJEP 0.7713 0.6978 0.7977 0.7678 0.9260 0.8206 0.9849 0.8237 

ESF MU  0.6921 0.6466 0.9762 1.0216 1.0444 1.0315 0.9765 0.9127 

OPF SU 0.6206 0.6824 0.8831 0.9331 0.9072 0.8495 0.8372 0.8162 

FE ZČU 0.9104 0.8333 0.8441 0.9530 1.0022 0.9381 0.8750 0.9080 

HF TUL 0.4978 0.5363 0.6122 0.6490 0.5923 0.8037 0.6573 0.6212 

FES UP 0.8354 0.6271 0.8623 0.8270 0.7358 0.6568 0.7726 0.7596 

FP VUT 1.0290 0.9581 0.8996 0.8446 1.0065 1.0142 0.9721 0.9606 

EkF VŠB 0.9919 0.9457 0.8883 0.8779 0.9000 0.9682 0.8525 0.9178 

FME Zlín 1.3748 1.4282 1.3081 1.3163 1.6378 1.0406 1.4069 1.3590 

FFU VŠE 1.1239 1.0924 0.8858 0.8394 0.8629 0.8370 0.7877 0.9184 

FMV VŠE 0.7464 0.6835 0.6572 0.6340 0.7071 0.7236 0.6744 0.6895 

FPH VŠE 0.9634 0.9881 0.8743 0.8047 0.8138 0.7390 0.6931 0.8395 

FIS VŠE 0.7533 0.7983 0.8435 0.8182 0.8443 0.9640 0.8495 0.8387 

NH VŠE 1.5045 1.4318 1.0453 0.9920 0.9135 1.0390 0.9321 1.1226 

FM VŠE 0.7225 0.7049 0.8124 0.8441 0.8253 0.9756 0.9482 0.8333 

PEF ČZU 0.9038 1.1285 1.3193 1.3149 1.3638 1.4432 1.3190 1.2561 

PEF MZLU 0.8037 0.8461 0.9368 0.7982 0.8450 0.9348 0.8331 0.8568 

Table 1 Efficiency (super-efficiency) scores in all periods. 
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3 Resource allocation: a case of Czech economic faculties 

In this section we will test the hypothesis that the multi-period DEA analysis can generate results usable for re-

source allocation of the set of homogenous faculties. For this purpose the set of 19 Czech public economic faculties 

was investigated. Each of the faculties is described by two inputs - number of academic staff and labor costs. Three 

most important performance characteristics as outputs are taken into account – the number of students, the number 

of graduated, and the number of RIV points generated by the faculty in particular years (RIV points is an aggre-

gated characteristic that measures the quality of publication outputs of individuals and/or educational units in the 

Czech Republic). The data set is available since 2007 until 2013. Table 1 contains efficiency scores CCR and super-

efficiency scores AP for all faculties and periods. The best (highest) values are bolded.  

 

Faculty Eff. 

score 

2007 

Eff. 

score’ 

share 

Labor 

costs 

2007 

Labor 

costs’ 

share 

Labor  costs 2008    

Original   Formula  
+/ 

FSV UK 1.4722 8.47 51060 6.32 54914 60910 5997 

EkF JČU 0.6730 3.87 58897 7.29 25549 45981 20431 

FSE UJEP 0.7713 4.44 22016 2.73 25807 29498 3691 

ESF MU  0.6921 3.98 40213 4.98 46559 36904 -9655 

OPF SU 0.6206 3.57 38816 4.81 43255 34497 -8758 

FE ZČU 0.9104 5.24 27365 3.39 27717 35520 7804 

HF TUL 0.4978 2.86 26237 3.25 29261 25172 -4088 

FES UP 0.8354 4.80 35365 4.38 38465 37822 -643 

FP VUT 1.0290 5.92 27267 3.38 31958 38279 6321 

EkF VŠB 0.9919 5.70 74416 9.22 78471 61449 -17022 

FME Zlín 1.3748 7.91 27350 3.39 27803 46512 18709 

FFU VŠE 1.1239 6.46 39407 4.88 40101 46717 6616 

FMV VŠE 0.7464 4.29 61266 7.59 64748 48927 -15821 

FPH VŠE 0.9634 5.54 40289 4.99 44219 43368 -852 

FIS VŠE 0.7533 4.33 40342 5.00 39740 38418 -1322 

NH VŠE 1.5045 8.65 22089 2.74 24231 46899 22668 

FM VŠE 0.7225 4.15 17714 2.19 18368 26147 7779 

PEF ČZU 0.9038 5.20 110854 13.73 115863 77948 -37916 

PEF MZLU 0.8037 4.62 46559 5.77 46720 42782 -3937 

Total 17.3902 100.00 807525 100.00 823750 823750 0 

Table 2 Calculation of labor costs (2008)  

 

The results presented in Table 1 show that only two faculties are efficient in all periods (FSV UK and FME 

Zlín). Application of the PP multi-period model (orientation on the best period) leads to the following ranking: 

FSV UK (1.7058), FME Zlín (1.6378), NH VŠE (1.5045), …, FMV VŠE (0.7236). The multi-period model ori-

ented on the worse period (see Jablonský (2016)) generates the same ranking in first three places but the worse 

faculty is changed in this case, i.e. FSV UK (1.1766), FME Zlín (1.0406), NH VŠE (1.0390), …, HF TUL (0.4978).  

The same ranking (first three and last place) is given by average efficiencies over all periods (the last column of 

Table 1). The efficiency (super-efficiency) scores in the period t express the level of relative performance of the 

faculties according to the given model and variables (inputs/outputs) taken into account but they just hardly can 

be used as indicators for allocation of resources in the future periods because the results do not consider intercon-

nections among the periods. In order to try overcoming this drawback we propose the following simple iterative 

procedure: 

 The set of outputs contains the same three variables as in the previous experiments, i.e. the number of 

students, the number of graduated and the number of RIV points. 

 The set of inputs includes two variables – the number of employees and the labor costs but this second 

variable is given in a different way comparing to the previous model. In 2007 the values of this variable 

correspond to the reality. In the other periods it is the result of a simple formula. The amount of 50 % of 

the labor costs in the period t is calculated according to the labor costs’ share in the previous period and the 
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remaining 50 % according to the efficiency scores’ share in this period. The principle of this calculation for 

year 2008 is illustrated in Table 2. E.g. for the FSV UK in 2008 the labor costs according to the formula 

are calculated as follows: [(1.4722/17.3902)*823750 + (51060/807525)*823750]/2. The results for 2008 

show that the highest increase of the funds appears for EkF JČU but it is obviously given by very high fall 

of real labor costs in 2008. In the contrary, the highest decrease is evident for PEF ČZU which is easily 

explainable by a very high difference between both shares (13.73 % labor costs’ share and 5.20 % efficiency 

scores’ share).   

 The efficiency scores are calculated using model (2) and, if necessary, super-efficiency scores using the AP 

model derived from model (2). Either two mentioned inputs are considered or just labor costs derived using 

the presented way are taken into account. The results of allocation of resources among faculties according 

to the given approach are presented in Table 3. The first 8 columns of the table contain differences in 

allocation of funds given by the model with two inputs and original allocation by government methodology. 

The positive/negative values indicate that the allocation by the model is higher/lower than the reality. The 

last column of Table 3 contain the same information but given by the model with one input variable (labor 

costs) only. The results show that there are faculties overfunded in all periods (e.g. PEF ČZU and FMV 

VŠE). In the contrary some of the faculties are underfunded in all or almost all periods (e.g. FME Zlín, NH 

VŠE, and others).   

 

Faculty 2008 2009 2010 2011  2012    2013 2014 2014a 

FSV UK 5997 17544 10269 20844 -7166 -6503 -17364 -16567 

EkF JČU 20431 14085 15480 10396 7587 1016 -1228 1642 

FSE UJEP 3691 4762 4864 8954 8491 13237 15948 10085 

ESF MU  -9655 -12901 -7325 -1177 2112 996 5945 3112 

OPF SU -8758 -9311 -4260 -8153 -6975 -5020 1934 6253 

FE ZČU 7804 12856 15178 13311 13740 16804 16230 9831 

HF TUL -4088 -4645 -1970 -960 -199 5278 1094 1860 

FES UP -643 -2569 3251 5887 -4 6462 6626 7111 

FP VUT 6321 8784 10445 7175 6786 6426 5138 5013 

EkF VŠB -17022 -17904 -19730 -15926 -12632 -14866 -15413 -10018 

FME Zlín 18709 20030 19368 15750 23395 18230 22479 17873 

FFU VŠE 6616 8052 3143 -327 83 -487 -212 -118 

FMV VŠE -15821 -18543 -24991 -30903 -26917 -30064 -34109 -29677 

FPH VŠE -852 -1517 -2978 -6524 -11828 -14165 -8428 -4523 

FIS VŠE -1322 113 -1668 -4084 -1161 -1731 -5411 -2075 

NH VŠE 22668 25877 21707 20693 17412 17566 18870 11498 

FM VŠE 7779 13082 16868 17407 20597 20076 19965 10512 

PEF ČZU -37916 -55918 -55652 -49018 -34498 -28167 -27135 -22003 

PEF MZLU -3937 -1876 -2001 -3346 1177 -5088 -4926 194 

Table 3 Differences in real funding and funding by the model  

4 Conclusions 

Evaluation of efficiency and performance of higher educational institutions is of a high importance and the results 

of this evaluation can serve as starting points for allocation of limited resources among these institutions. The 

commonly used practice in the Czech Republic is based on weighting of several criteria among which the most 

important is the number of students and research performance of the institution in the last five years measured by 

RIV points. The paper compares this methodology with DEA approach – a traditional CCR input oriented model 

and its super-efficiency modification with five (or four) variables is applied. The given results show significant 

differences in funding of the faculties under evaluation according to the official methodology and the DEA models. 

Of course the proposed models do not cover all criteria considered by the official methodology but the differences 

in funding can just partly be explained by this drawback.  
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A future research in this field can be focused on extension of the number of variables in the model and appli-

cation of other DEA models. SBM models, e.g. Tone’s efficiency and super-efficiency models (see Tone (2002)), 

could be an interesting alternative to the traditional DEA models.   
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Selected Problems of a Performance Analysis

Approach for networked Production Structures

and their quantitative Solutions

Hendrik Jähn1

Abstract. Within economic environment the production of goods within
networked production structures plays an increasingly important role. For the
sustainability of a cooperation of enterprises from an economic perspective it is
important to manage and control value-adding processes successfully. To sup-
port that objective a comprehensive Performance Analysis - Approach(PAA)
has been developed. For the application and implementation of that approach
in many cases mathematical methods represent a key role. In this contribution
a choice of three specific problems within the context of networked value-adding
is selected. By the application of mathematical methods quantitative solutions
to the present problems are derived, presented and discussed. The focus of the
explanation is on multi criterial decision-making and decision support systems.
Here, however, primarily quantitative management methods in an economic
environment stand in the focus of research.

Keywords: Production Net, Performance Analysis, Evaluation, Sanctions.

JEL classification: M14
AMS classification: 91E45

1 Motivation

For the management of networked production structures incentive and sanction mechanisms play an
important role. They serve as instruments for the management and controlling of economic relations.
The determination of sanctions is primarily based on control and supervision systems. This is founded
on the assumptions of the New Institutional Economics [9], e.g. asymmetrical distribution of information
among the actors, bounded rationality, individual maximisation of utility and opportunistic behaviour.
Within that context a comprehensive approach for the value-added process-related performance analysis
for enterprises operating in cooperation structures was developed [3]. In section 2 that approach is
introduced in brief. The framework bases on a quantitative approach. That fact leads to specific problems
where mathematical methods are applied in order to find appropriate solutions. A selection of three
problems is introduced in section 2. Solutions are presented and discussed consecutively.

The performance analysis approach is founded on a variety of performance parameters. The problem
discussed in section 3 addresses the possibility for considering different significances of the performance
parameters for the reason of an individualised analysis. Additionally, the evaluation of performances
is a major challenge. Ratings represented by credit points are one approach possible. Usually there
exists an interval for allowed credit points. This contribution introduces in section 4 a methodology to
construct a relationship between the actual performance and credit points granted. Another challenge is
the quantification of sanctions. They reduce the profit share of an enterprise in case of an unsatisfactory
performance. For the quantification of sanctions a relationship between the aggregated performance
figure of an enterprise and the extent of sanctions is required. That problem is discussed in section 5.

1Chemnitz University of Technology, 09107 Chemnitz, Germany, hendrik.jaehn@wirtschaft.tu-chemnitz.de
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2 Model Framework and Problem Formulation

There are frameworks for performance measurement in networked environments to be found in literature.
However most are developed for long term cooperations [1], [7], [8]. That fact proves the necessity for
a short term focused perspective. The framework of the performance analysis approach is designed
for the application in value-adding specifically configured productions networks. It is realised by the
application of an adapted value benefit analysis [10]. The approach comprises the analysis, measurement
and evaluation of the enterprise-related performance including the derivation of consequences. That
procedure guarantees a high level of automation because it is based on quantified data. The modular
structure allows the exchange of components and individual related instruments of application. The coarse
structure of that approach shows a classification into value-adding process-neutral (strategic) phases and
value-adding process-specific (operational) phases [3]. Within that framework the performance provided
by a selected enterprise within a specific value-adding process is focused for analysis.
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Figure 1 Strategic and operational Phases of the Analysis Approach

Figure 1 illustrates the exemplary sequence of the performance analysis approach. It is divided into
stategic phases (left column, contains phases with tasks for a long term usage) and operational phases
(right column, with value-adding process related- phases). These phases are divided into sub-phases
which comprise of detailed process steps. An enterprise-specific aggregated performance figure represents
the final result of the analysis. Based on that figure profit share affecting sanctions (income cuts) or
bonuses (additional payments) are calculated. This allows the use of innovative steering mechanisms
for the management and controlling of the network. It can be summarised as follows: “Performance
analysis in the environment of networked production structures is the determination of the degree of
target achievement in terms of the performance of an enterprise in a specific production process.” Within
the framework of that approach three problem fields are to be discussed in section 3 to 5: consideration
of varying significances of performance parameters (preparation phase), determination of ratings (basic
phase), and quantification of sanctions (evaluation phase).
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3 Different significances of performance parameters

At first relevant performance parameters for the analysis must be identified. An adapted balanced
scorecard-approach [5] serves as the basis. Out of four perspectives (finance, customer, internal business
and enterprise) four hard-facts price, date of delivery, quality, response time and two soft-facts cooperation
climate and confidence were identified as most relevant [3]. The information of soft-facts must be quan-
tified first. For that purpose the Repertory Grid-methodology [4] is used. All performance parameters
are represented by key figures. Based on that evaluation functions are constructed, see Figure 2.
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Figure 2 Fixing of key figures and evaluation function

In order to consider differing relevancies weightings for performance parameters are included. They
can be determined by a method from decision theory [6]. Before beginning the determination of weightings
a verification of differential and preferential independence of performance parameters is required. Each
performance parameter gets a specific weighting. When using the trade-off-method for five (appropriate)
key figures of performance parameters pairs of the specific trade-off rates must be determined. An
appropriate forming results in five equations. Another equation which defines that the sum of weightings
is one, completes the system of equations. This system consists of six equations with six unknown
variables and hence is uniquely solvable.

Next an example is given. The trade-off-method is applied [2]. The order of key figures is at follows:
discrepany of price (in money units), discrepancy of delivery date (in time units), required response time
(in time units), product quality, cooperation climate, climate of confidence (in credit points, 10 points
are the maximum achieveable). In that context, for example, subsequent indifference statements have
been identified by decision makers:

{ 12 , 0 , * , * , * , * } ˜ { 0 , 4,82 , * , * , * , * }
{ * , 0 , 4,38 , * , * , * } ˜ { * , 1,03 , 0 , * , * , * }
{ * , 0 , * , 7 , * , * } ˜ { * , 2,00 , * , 10,00 , * , * }
{ * , * , * , 10 , 0 , * } ˜ { * , * , * , 7,00 , 10 , * }
{ * , * , * , 10 , * , 0 } ˜ { * , * , * , 7,85 , * , 10 }

To determine the target performance levels (credit point ratings) these values are inserted in utility
functions of the parameters. The performance credit point ratings are determined based on the realised
performance. These data serve as the basis for determining the weightings of the performance parameters.
Following exemplary credit point ratings result and appropriate trade-off relations can be identified:

{0, 10, *, * , *, *} ˜ { 10, 5, *, *, *, *}
{*, 10, 6, * , *, *} ˜ { *, 9,10, *, *, *}
{*, 10, *, 8 , *, *} ˜ { *, 8, *, 10, *, *}
{*, * , *, 10, 0, *} ˜ { *, *, *, 8, 10, *}
{*, * , *, 10, *, 0} ˜ { *, *, *, 9, *, 10}
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For each trade-off situation equations are formulated including weightings as unknown variables. For
the first trade-off situation following equation arises:

wP · fP
i (12) + wL · fL

i (0) = wP · fP
i (0) + wL · fL

i (4, 82) (1)

Rearranging is as follows:

wP = wL · fL
i (4, 82) − fL

i (0)

fP
i (12) − fP

i (0)
(2)

At this point, corresponding credit point ratings are determined by using the evaluation function:

wP = wL · 5 − 10

0 − 10
(3)

Further shortening eventually leads to the first equation of the system of linear equations:

wP =
1

2
· wL (4)

All remaining equations are treated the same way so a system of linear equations results. Because
six equations to calculate six weightings are necessary, one equation sets the value of one for the sum of
all weightings. That system of equations then is dissolved, reulting six performance parameter-related
weightings. Next, the consistency of weightings is checked. Finally the target performance as enterprise-
related measure must be fixed in order to supply a criterion for comparing the realised performance of
an enterprise with the targeted performance.

4 Determination of ratings

The operational phases especially include processes for measurement and evaluation of the performance.
The measurement is realised by monitoring and data collection systems. The evaluation of the per-
formance is based on a comparison of the already set target performance with the actual performance
yielded. This is carried out for each performance parameter. An adapted form of the utility benefit
analysis [10] has proved effective in that context. Here the performance provided is evaluated by granting
credit points. For the formulation of a relationship between the performance provided and the scoring,
the problem arises that credit point reviews are discrete, but the performance provided is continuously.
An example for that problem is at follows: credit points are integers and usually within a range of 0 to 10.
The quality of a product is good or medium or even very good, but it is scaled. That fact also applies to
the price, which is never counted on whole Euro. This problem is solved by setting aside the condition for
integrity. Then there exists a continuous distribution. Next a relationship between performance provided
and credit points granted needs to be constructed. This is best achieved by means of a mathematical
function. Many different forms of functions exist. For the determination of mathematical functions a
variety of methods is available. These include, for example, the Lagrangian interpolation formula or
Newton’s algorithm or the algorithm of Neville-Aitken.

As an example, the evaluation function for the performance parameter “product quality” is to be
determined. First, the shape of the function must be clarified. Primarily it is obvious that in case the
quality does not reach a particular level (= target performance level 0) no credit points (target level = 0)
will be awarded. It is also obvious that for the best possible quality (target performance level 10 or 100%)
a maximum of credit points (target 10) is granted. In the simple case of a linear relationship an easy
expressible linear function represents the evaluation function. In the present case, however, an S-shaped
function is preferred. Although an average quality level (target performance level 5 or 50%) generates an
average target value for credit points (5), however, no linearity is given in the lower and upper segment.
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If the Lagrangian interpolation is applied in order to determine the evaluation function, supporting
points are required. The outer supporting points are in that case (0,0) and (10,10). Now one point each to
the left and right of center (5,5) must be determined. For right of the center for example (7,8) is suitable.
With a product quality with a level of seven a target performance level of eight is assigned because the
tolerances were still met in this case. The other value is represented by (3,2). For a product quality with
a level of three only two credit points are granted because here already a strong violation of tolerance
values is given. From the specified supporting points subsequently by means of Lagrangian interpolation
an evaluation function can be determined. For the sample data, the following function results in order
to calculate the competence cell-specific quality evaluation xq

i :

fQ
i (qi) = xq

i =
1

42
q3
i − 5

14
q2
i − 4

21
qi (5)

This utility function is appropriate as it assigns all values within the tolerance of seven to ten very
high. Below the level of seven target performance levels are rated with a decreasing rate. Optionally,
in some cases a modification is required. With a proper evaluation function, credit point ratings are
calculated automatically very easily.

After completing the calculation of credits these figures are weighted according to their importance.
Here the already determined weightings (see section 3) are used. Next, the performance parameter-related
figures are aggregated to one total enterprise-related value. This is realised simply by adding all weighted
credit points. Finally it has to be clarified what to do with the data.

5 Quantification of sanctions

Obviously, it appears useful to introduce sanction payments in case an enterprise has delivered an un-
satisfactory performance. Based on the available figures it can be decided whether sanctions need to be
paid by enterprises. Their extend must be calculated. As a precondition, a coherence between the total
degree of fulfilment and possible sanctions must be developed.

0

.//

������������ )���0* .//
0

.//

.//

'
��
�
��
�
��
��
��
��

�
�
��
�)
��
�0

*

������������ )���0*

'
��
�
��
�
��
��
��
��

�
�
��
�)
��
�0

*

Figure 3 Example for sanction functions

Single credit point ratings are no integers but continuous values. Enterprise-specific aggregated credit
point ratings are of this property, too. Also sanctions are not discrete. Thus the conditions are met to
establish a relationship of the values in the form of a mathematical function. However, the major challenge
is not to derive the mathematical function. This can be performed in analogy to section 4. However
the shape of the function must be discussed. It is necessary to clarify whether a linear relationship is
realistic or whether a different context is more descriptive for the situation. Thus, various constructs are
also conceivable which are briefly discussed next.
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In the presentation of functions, however, the profit share and not the sanction circumference is
represented. Penalties diminish the profits. High sanctions for a poor performance must ensure a low
profit share and vice versa. Consequently, functions for the relationship of profit share and realised
performance must be constructed. Primarily, it is understandable that in case of a poor performance a
large sanction amount reduces the profit share to a large scale. A good performance however ensures
a higher profit share even by granting a bonus. Figure 3 takes that idea into account. Numerous
further relationships are conceivable. By means of an appropriate procedure (see section 4) corresponding
functions can be determined. At that stage all preconditions for the provision of enterprise-specific profit
shares depending on the performance provided are fulfilled.

6 Conclusions

It has been proven that it is possible to develop an approach for the value-adding process-related per-
formance analysis for enterprises operating in production networks that allows an almost completely
automated procedure. That approach includes the value-adding process-related performance analysis of
enterprises engaged in networked production structures. It closes a gap that wide-spread performance
measurement systems leave behind. The performance analysis approach includes in addition to perfor-
mance measurement also an evaluation procedure and as the result the quantification of consequences
like sanctions or bonuses. Both soft-facts and hard facts are taken into consideration in order to receive
an expressive result for the quantification of consequences. That model represents one example for the
application of mathematical methods within an economical environment.
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Determinants of the shadow economy in the 

selected European Union member countries 
Ondřej Jajkowicz1 

Abstract. In this paper the influence of chosen, theory-based determinants of the 

shadow economy on the size of the shadow economy in EU member countries is 

tested. To test the effects of the selected determinants a panel data fixed effect regres-

sion model estimation was used. Problem of possible autocorrelation and heteroske-

dasticity, that are at the panel data fairly common, were resolved by model estimation 

using the "white period" estimation technique. Main theoretical assumptions refer to 

the fact, that development of variables capturing the tax and compulsory social secu-

rity contributions burden of economic agents or over-regulation of official economy 

has a significant positive effect on the increase in the size of the shadow economy. 

The aim of this research is simply to confirm or refute a positive or negative effect of 

the above-mentioned and others selected determinants on the size of the shadow econ-

omy in the EU countries. 

 

Keywords: Shadow Economy, Determinants of the Shadow Economy, Tax Burden, 

Regulatory Quality, Panel Regression. 
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1 Introduction 

The aim of this paper is to empirically verify the positive or negative effect of selected determinants on the size of 

the shadow economy in the countries of the Visegrad Group (V4). As determinants are meant determining param-

eters, factors or factors that are critical for desirable or undesirable activity (moving activities to the shadow econ-

omy) of man. The phenomenon of the shadow economy has been specified by economists almost 30 years ago. 

Period of exploration of the shadow economy has been accompanied by many attempts to find better and more 

precise definition, to find more accurate methods for capture and possibilities for accurate measurement of this 

phenomenon. Period of exploration of the shadow economy has been also accompanied by explanation of its im-

plications for the official economy and the search for appropriate policies and measures for its elimination.  The 

motivation to investigate the determinants of the shadow economy in these countries is the fact that this is still not 

a far explored issue. According to Schneider (2011) for the shadow economy can be considered all economic 

activities and incomes, whose main objective is to avoid government regulation, taxation or any capture. Already 

from this definition it is clear that the determinants that contribute to the existence, or increase in the size of the 

shadow economy are mainly excessive tax burden of economic agents and high level of regulation of the official 

economy. Besides these two major causes of existence and growth of the shadow economy size is possible to 

include other equally important determinants. For example, the proxies for the quality of the institutional environ-

ment, living conditions, and the quality and complexity of the legal and tax system. Despite the importance of the 

shadow economy a deeper analysis of this phenomenon in the V4 countries is missing. During the transformation 

of the centrally planned economies to market economies, these countries have undergone systematic changes ac-

companied by new economic, social and political relations in society. Individuals and society faced to a major 

challenge of adapting themselves to the new economic, political, legal and social environment, which in many 

cases meant respecting the new strict rules and restrictions imposed by the government. It is possible to assume 

that all of the facts mentioned above, including the development of private enterprise, gradual rise in rate of un-

employment and the introduction of a standard market economy tax system influenced the development of the 

shadow economy in these countries. 

2 Literature background 

Based on the above facts are as the main cause for the existence of the shadow economy considered regulatory 

state intervention in the markets and its strong role in influencing the economy. Within economies operating on a 

market basis (EU member states) can be for a destabilizing element of the allocation process, considered the tax 

system. Especially the excessive tax burden of economic agents is a major problem in the case of the tax system. 

Johnson, Kaufmann and Shleifer (1997) in their study concluded, that countries with more regulation of official 

economy, higher tax burden and more corruption tend to have a higher size of the shadow economy. Johnson, 
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Kaufmann a Zoido-Lobatón (1998) due to their findings states, that extent of regulatory discretion together with 

high levels of bureaucracy and weak rule of law are key driving forces to move activities to shadow economy. 

Also, the study of Schneider (2006) or Startiené and Trimonis (2010) confirm that the tax burden is the factor with 

the strongest influence on the existence and growth of the shadow economy. Marinov (2008) concludes that social 

and economic reasons which force economic agents to move their activities into the shadow economy are affected 

by government policy in the area of tax and regulatory measures. A correspondingly Schneider (2011) ranks grow 

of the tax burden and the level of compulsorily paid social security contributions among the most important driving 

forces of shadow economy existence. Another important driving force of existence of the shadow economy is the 

high level of the compulsorily paid social security contributions. Schneider (2013) states, that in the case of com-

pulsorily paid social security contributions, it is necessary to realize that the shadow economy is made up of so-

called "undeclared work". And in countries with high level of compulsory social contributions the "undeclared 

work" can be considered as a major problem. The greater the difference between total cost of labor in the official 

economy and the after-tax earnings from work, the greater is the incentive to work in the shadow economy. De-

velopment of the shadow economy is also dependent on the economic cycle, when in times of recession a tendency 

to shift part of the activities in the shadow economy is growing. In the case of an economic downturn occurs 

increased competition and for many companies in order to maintain their market position there is no other option 

than to shift from official to shadow economy activities (Fassmann, 2007). Very important factor affecting the 

existence of the shadow economy are the quality of the institutional environment and the quality of public services. 

Schneider (2013), in assessing the quality of the institutional environment as the driving force of the shadow 

economy came to the conclusion that it is important to undertake incentive oriented policy measures in order to 

make work in the shadow economy less attractive, to have policy institutions which work efficiently and as a 

constraint for selfish politicians and bureaucracy (to limit the role of the state apparatus) and to fight corruption 

with good governance and strict punishment. Within the quality of the institutional environment can be, in addition, 

according to Friedman, Johnson, Kaufman and Zoid-Lobatón (2000) and Mara (2011) among the factors affecting 

the existence of the shadow economy the corruption in the government sector included. Dreher and Schneider 

(2006) using cross-section analysis of 120 countries and panel data analysis of 70 countries found a strong rela-

tionship between corruption and shadow economy.  Robust relationship between level of corruption and the 

shadow economy confirmed again Dreher and Schneider (2009), but this relationship depends on which indices of 

corruption were used in empirical analysis. Buehn and Schneider (2011) using a structural equation analyzed a 

sample of 51 countries around the world over the period 2000 to 2005 and they  demonstrated positive relationship 

of corruption and the shadow economy size. According to Togler, Schneider and Schalteggara (2009), we cannot 

forgetting also the degree of urbanization, which reinforces the anonymity of the economic entities and thereby 

contribute to the development of the shadow economy activities. Conducted research of the empirical literature 

provides sufficient factual basis for the selection of the explanatory variables representing a major driving forces 

of the shadow economy in the empirical section of this article. 

3 Model creation 
In the empirical part of this paper a panel data multiple linear regression model is applied. This model is designed 

to explain factors influencing the size of the shadow economy in V4 group member countries. Panel data regression 

model ensure exploration of the relationship between selected explanatory variables including the proxies for tax 

burdens, quality of institutional environment, social security contribution burdens, regulation of official economy, 

control variables and so on and the size of the shadow economy in Czech Republic, Hungary, Poland and Slovakia. 

The dataset of the dependent variable for the estimation of the empirical model is composed of annual time series 

from 1999 to 2015. The model is based on the classical linear regression model with several explanatory variables. 

Using panel data, the classical linear multiple regression model is extended by a second dimension. The formal 

form of the panel data model with fixed effects is following: 

 

 yit =  β0 + β1x1it + β2x2it + ⋯ + βkxkit + μi + εit, (1) 

 

Where yit is tested dependent (explained) macroeconomic variable (The size of the shadow economy collected 

from Schneider (2011, 2013, 2015) estimates), xit where (i = 1,2, … , N); (t = 1,2, … , T) are the independent (ex-

planatory) variables. Namely the following independent variables: 

 

 Tax and social security contribution burdens  

1. The share of direct taxes in GDP (DT; %);  

2. The share of indirect taxes in GDP (IT; %);  

3. The share of social security contributions in GDP (SC, %). 

 Regulation of official economy  

1. The share of general government expenditures in GDP (GE; %). 
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 Quality of institutional environment 

1. Quality of regulation (RQ); 

2. Control of corruption (CC). 

 Control variables  

1. Urbanization rate, the share of urban population in total population in % (URB); 

2. Unemployment rate (U; %). 

 

To capture the tax burden on economic agents an indicators of the share of direct and indirect taxes in GDP were 

used. Out of taxes the economic entities are also burdened by compulsory payments of social security contribu-

tions. For this reason, an indicator of the share of compulsorily paid social security contributions in GDP is se-

lected. The degree of regulation of the official economy is represented by the share of government spending rela-

tive to GDP. This variable in some way reflects on the state's participation in the official economy. Within the 

regulation of the official economy also an indicator of quality of regulation is selected. The quality of the institu-

tional environment is in the model captured using two variables. Namely, it is the control of corruption indicator 

and quality of regulation indicator mentioned above. Among the independent variables belong also two control 

variables. The first of these is the urbanization rate and the second is level of unemployment. Time series of the 

share of direct taxes, indirect taxes and social contributions in GDP were drawn from the European Commission 

database relating to taxation in the EU (European Commission, 2015). Time series of indicators of the quality of 

regulation and control of corruption were drawn from the World Bank indicators database relating to the quality 

of public administration (i.e. Worldwide Governance Indicators); (The World Bank, 2015). These indicators, that 

are processed by the World Bank ranges from -2.5 (weak) to 2.5 (strong). Quality of regulation includes the ability 

and sensitivity of the government to implement appropriate policies and regulations to help develop the private 

sector. Control of corruption indicator shows the perception of the extent to which public power is exercised for 

private gain. Indicator takes into account both small and large forms of corruption, as well as "capture" of the state 

by elites and private interests. Time series of unemployment rate has been obtained from the Eurostat databases 

(Eurostat, 2015). The urbanization rate statistics from the World Bank are measured as a percentage of urban 

population to total population (The World Bank, 2015).  

 

Symbol (μi), where (i = 1,2, … , N) denotes the effect of country-specific, which is constant in time and the symbol 

(εit), where (i = 1,2, … , N); (t = 1,2, … , T) then denotes error term with characteristics that are needed for proper 

parameter estimation. The final estimation of the regression model is performed by white period estimation tech-

nique. Using a panel data model is advantageous because it allows obtaining better estimates of the parameters. In 

particular, using them can be identified effects that would not be detectable only from time series or materially 

spatial data. Panel data allows us to eliminate the effect of hidden heterogeneity, if this effect is constant over time 

and significantly reduce the problems caused by the omission of some important variables that are difficult to 

measure, for example. This type of data provides a statistical advantage, because reality can be modeled with more 

data, and can solve the problem of collinearity between variables. „Panel data sets provide a rich environment for 

researchers to investigate issues which could not be studied in either cross-sectional or time series settings alone“ 

(Seddighi, 2012, s. 256). The main importance of this type of data is that it provides a methodology for treating 

the problem of omitted variables inherent in cross-sectional data analysis.  

The fixed effects model was chosen on the basis of Hausmann´s test performance. The main reason for fixed 

effects model selection is fact that we are in our regression analysis working with a larger number of countries. If 

we are using data for heterogeneous countries then the basic model does not distinguish between the various coun-

tries in analysis. In other words, by combining different countries we deny the heterogeneity that may exist among 

these countries. In other words each country is individual. Possible problem of heterogeneity resolves selected 

fixed effect model. 

3.1 Model estimation and results 

To avoid spurious regression time series were individually tested for the existence of a unit root. For this purpose 

a unit root tests especially designed for panels were used. Namely tests with common unit root process like Levin, 

Lin and Chu Test (LLC) that suggest a more powerful panel unit root test than performing individual unit root 

tests for each cross-section. The null hypothesis is that each individual time series contains a unit root against the 

alternative that each time series is stationary. On the other hand also Tests with individual unit root processes were 

used. One of this panel unit root tests is Im, Pesaran and Shin Test (IPS). Another test is for example combining 

p-value test, concretely Fisher-type tests proposed by Maddala and Wu (1999) and Choi (2001). For this paper, 

the above-described tests are sufficient.  If the time series show a trend, it is appropriate to make them stationary. 

Non-stationary time series can be converted into stationary, for example through the differentiation. The time 

series stationarity testing pointed to non-stationarity of time series. Inserting these time series into the regression 

model would lead only to estimate the so-called “Spurious” regression. Identified non-stationarity was removed 
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by logarithm and differences to the appropriate order. The fixed effect model was estimated via econometric pro-

gram E-views version 7. Autocorrelation problem and heteroskedasticity problem, that are at the panel data fairly 

common, were resolved using the "white period" estimation technique. Changes in the variables representing the 

tax burden on businesses will not reflect in their behavior immediately. We can assume that in the real economy 

reactions of economic agents to change these variables comes with a lag. In order to know how late responding 

businesses to increase in the tax burden by moving their activities into the shadow economy, these variables would 

be delayed by several years. Another reason for the delay of these variables is the existence of a standard delay 

resulting from the formation of economic policy (for example, in approving the introduction of new taxes, changes 

in tax rates, etc.). 

 

Independent variable Dependent variable 

Constant -0.286628(-2.910501) *** 

LOGRQ - Quality of regulation -0.111560(-1.155549) 

DLOGCC - Control of corruption -0.085588(-1.819768)* 

LOGU - Unemployment rate 0.063219(5.293310) *** 

LOGGE - The share of general government expenditures in GDP 0.095435(2.840736) *** 

LOGDT(-2) - The share of direct taxes in GDP 0.025772(6.736861) *** 

DLOGIT (-2) - The share of indirect taxes in GDP 0.037442(1.487089) 

DLOGSC(-2) - The share of social security contributions in GDP 0.051745(1.956043) * 

DURB - Urbanization rate, the share of urban population in total population 6.856204(1.408025) 

R2 0.657370 

Durbin-Watson stat. 2.129042 

F-statistic 4.883717 

Prob (F-stat.) 0.000332 

The statistical significance on 1% (***), 5% (**) and 10% (*) level of significance. 

 
Table 1 Model estimation results 

Source: Own estimate through the program E-views (version 7).  

Note: In parentheses are the corresponding t-statistics. 

 

Results of estimated model are shown in Table 1. Undelayed variables representing the tax burden and a same 

variables delayed by one period, were statistically insignificant. For this reason, they were omitted in the final 

model. Firstly, the influence of tax burden variables was tested with a one-year delay, but the results of this analysis 

were statistically insignificant. Statistically significant results of proxies for level of taxation in official economy, 

namely share of direct taxes in GDP, share of indirect taxes in GDP and share of social security contributions in 

GDP has been reached only in the case of a two periods (years) delay. Two periods (years in this case) delay in 

the development in tax burden of official economy can be considered sufficient for economic agents to adapt on 

changes in the tax burden and to make decisions about moving activities to shadow economy. 

4 Conclusion 
The results indicate a fairly close relationship (with respect to the use of panel data) between the size of the shadow 

economy and selected determinants. The relationship is represented by the coefficient of determination (R2 = 

0.66). Almost 66% of the variation in the size of the shadow economy can be explained by the explanatory varia-

bles used. The findings confirmed theoretical predictions about selected determinants of the shadow economy in 

the V4 countries. Statistically significant are two of three variables expressing the tax burden on economic entities. 

So if the share of direct taxes in GDP (DT) is growing, the tax burden increases and ultimately the size of the 

shadow economy (share of GDP) grows. Businesses are trying to avoid taxation and shifting part of their activities 

into the shadow sector.  

 

Another important variable determining the size of the shadow economy is variable representing share of the social 

security contributions in GDP (SC). Here it is necessary to realize again that the shadow economy is from the big 
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part made up of so-called "Moonlighting" or “Illicit work”. And in countries with high levied compulsory social 

contributions may be “Illicit work” known as a major problem. In connection with this problem, we can mention 

for example the case of the Czech Republic, where the amount of social security contributions in the long term 

moves above the EU average. If these contributions levied too high, employers lose interest to recruit employees 

officially. Instead of official recruitment with the aim of avoiding such payments they finally recruit workers 

"without the proper registration". One percent increase in the size of direct taxes share in GDP and social security 

contributions share in GDP lead to grow of the change of the size of the shadow economy increase by around 

0.026 and 0.052 percentage points. The only exception in the context of fiscal variables is a variable representing 

the share of indirect taxes in GDP (IT), which is in relation to the size of the shadow economy statistically insig-

nificant. It was also found that the increase in unemployment (U) contribute to growth in the size of the shadow 

economy. One percent increase in the size of the unemployment rate leads due to results to an increase of the size 

of the shadow economy by around 0.063 percentage points.  People who lose their jobs in the official economy 

and are not able to find the job in the official economy again move their activities into the shadow economy to 

compensate their lost income (wage). A statistically significant relationship was also demonstrated in the case of 

official economy regulation level represented as a share of government expenditure in GDP (GE). Due to the 

estimation results a one percent increase in the size of the government expenditures (proxy for level of regulation 

in official economy) leads to grow of the change of the size of the shadow economy increase by around 0.095 

percentage points. Over-regulation of the official economy of the state, or excessive state's participation in the 

official economy contributes to growth in the size of the shadow economy in the countries surveyed. Without the 

statistically significant effect on the size of the shadow economy, according to the findings is indicator of regula-

tory quality (RQ) and the proxy for rate of urbanization (URB). But it is possible to assume that with a certain time 

delay of these variables we would achieve the statistically significant results. This assumption must be taken into 

account for further research of this issue. The last variable that affects the size of the shadow economy is an 

indicator of control of corruption (CC). Thus, if the perceived level of corruption by public is low (indicator is 

approaching its maximum 2.5) the size of the shadow economy decreases, and vice versa.  
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Designing a Robust Emergency Service System  

by Lagrangean Relaxation 

 
Jaroslav Janáček,1, Marek Kvet2 

Abstract. Emergency service system design locates limited number of service cen-

ters at positions from a given set of possible locations to satisfy system users’ de-

mands for service. We study here the case of simple disutility perceived by an aver-

age user. The disutility is assumed to be proportional to the distance of a user loca-

tion from the nearest service center and then, sum of distances from particular sys-

tem users to the nearest located service center is minimized. A robust service system 

design is usually performed so that the design complies with specified scenarios by 

minimizing the maximal objective function of the individual instances correspond-

ing with the particular scenarios. The min-max link-up constraints represent an un-

desirable burden in any integer programming problem due to bad convergence of 

branch-and-bound method. Within this paper, we try to overcome the drawback fol-

lowing from the link-up constraints by usage of the Lagrangean relaxation and the 

sub-gradient method. We provide the reader with a comparison of the original min-

max approach to the suggested approach based on the Lagrangean relaxation of the 

troublesome constraints. 

 

Keywords: emergency service system design, Lagrangean relaxation, radial formu-

lation, robust design. 

JEL Classification: C61 
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1 Introduction 

When an emergency service system is designed, the designer must take into account that traversing time between 

service center and an affected user might be impacted by various random events following weather or traffic, the 

system designer must face the demand for system resistance to such critical events [2], [11], [13]. Most of the 

approaches to increasing the system resistance are based on making its design resistant to possible failure scenar-

ios, which can appear in the road network as a consequence of random failures due to congestion, disruptions or 

blockages. An individual scenario is characterized by particular time distances between the users’ locations and 

possible service center locations. A robust service system design has to comply with all the specified scenarios. 

The usual way of taking into account all scenarios is based on minimizing the maximal objective function of the 

individual instances corresponding with the particular scenarios. The min-max link-up constraints represent an 

undesirable burden in any integer programming problem due to bad convergence of branch-and-bound method, 

which is prevailing solving tool inside most available IP-solvers. Thus these approaches to the robustness consti-

tute a big challenge to family of operational researchers and professionals in informatics. 

An emergency service system design for a given road network in serviced area locates limited number of service 

centers at positions from a given set of possible locations to satisfy future system users’ demands for service in 

case of emergency. Different objectives can be applied on the design. In this paper, the perceived disutility is 

assumed to be proportional to the distance of a user location from the nearest located service center and then, 

sum of distances from particular system users to the nearest located service center is minimized [3], [8], [9], 

[10].  

Within this paper, we focus on the min-sum emergency service system design, which is robust considering given 

finite set of scenarios. Complexity of location problems with limited number of facilities to be deployed and 

necessity to solve large instances of the problem led to searching for a suitable algorithm. It was found that in 

contrast to original location-allocation formulation, the radial formulation of the problem can considerably ac-
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celerate the associated solving process [1], [4], [5]. Simultaneously, an attention was paid to the radial formula-

tion with homogenous system of radii [6], [7]. The later form of the radial formulation is used in this paper. 

Within this paper, we focus on ways to comply with bad convergence of the branch-and-bound method applied 

on the model with the link-up constraints linking the individual scenario objective functions up to their common 

upper bound. We present the original approach [12], [13] to the robust design using the radial formulation and 

compare it to the approach using the Lagrangean relaxation of the link-up constraints completed by sub-gradient 

method of Lagrangean multiplier improvement. 

The remainder of the paper is organized as follows: Section 2 is devoted to the description of original robust 

design of the emergence system with min-sum objective including the radial formulation. The Lagrangean relax-

ation and Lagrangean multiplier adjustment is described in Section 3 and the associated numerical experiments 

are performed in Section 4. The results and findings are summarized in Section 5. 

2 Radial formulation of the robust emergency system design 
The robust emergency system design problem with radial formulation can be described using the following de-

notations. Let symbol J denote the set of users’ locations and let symbol I denote the set of possible service cen-

ter locations. We denote by bj the number of users, which share the location j. To solve the problem, at most p 

locations must be chosen from I so that the maximal disutility perceived by the worst situated user be minimum. 

The value of user’s disutility is given by the mutual positions of the user location and the location of the service 

center providing him with service. Let symbol U denote the set of possible failure scenarios. A particular scenar-

io may correspond with some situation in underlying transportation network, e.g. weather, congestions and other 

critical events influencing travelling times. We assume that user’s disutility grows with increasing distance be-

tween the user and the service center. Disutility following from the distance between locations i and j under a 

specific scenario uU is denoted here as diju. The values of diju may be proportional to the network distances 

between the users’ location j and the center location i under scenario u. Especially, the disutility perceived by a 

user of emergency system may correspond with estimated travelling time in minutes.The decisions, which de-

termine the designed public service system, can be modeled by further introduced decision variables. The varia-

ble yi{0,1} models the decision on service center location at place iI. The variable takes the value of 1 if a 

service center is located at i and it takes the value of 0 otherwise.  

In the robust problem formulation, the variable h is used as the upper bound of the objective function issues for 

individual scenarios. To formulate the radial model, the range [d0, dm] of all possible disutility values d0 < d1 

<…< dm from the matrix {diju} is partitioned into v+1 zones according to [6], [8]. The zones are separated by a 

finite ascending sequence of so called dividing points D1, D2 … Dv chosen from the sequence d0 < d1 <…< dm, 

where 0 = d0 = D0 < D1 and also Dv < Dv+1 = dm. The zone s corresponds to the interval (Ds, Ds+1]. The length of 

the s-th interval is denoted by es for s = 0 … v. Further, auxiliary zero-one variables xjus for s = 0 … v and uU 

are introduced. The variable xjus takes the value of 1, if the disutility of the user at j  J under scenario uU from 

the nearest located center is greater than Ds and it takes the value of 0 otherwise. Then the expression e0xju0 + 

e1xju1 + e2xju2 + … + evxjuv constitutes an upper approximation of the disutility dju* from user location j to the 

nearest located service center under scenario uU. If the disutility dju* belongs to the interval (Ds, Ds+1], then the 

value of Ds+1 is the upper estimation of dju* with the maximal possible deviation es. Let us introduce a zero-one 

constant aiju
s under scenario uU for each triple [i, j, s], where i I , j J, s  [0..v]. The constant aiju

s is equal to 

1, if the disutility diju between the user location j and the possible center location i is less or equal to Ds, other-

wise aiju
s is equal to 0. Then the radial-type min-sum robust emergency service system design problem can be 

formulated as follows: 
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In this model, the objective function (1) represented by single variable h gives the upper bound of the all objec-

tive function values over the individual scenarios. The constraints (2) ensure that the variables xjus are allowed to 

take the value of 0, if at least one center is located in radius Ds from the user location j and constraint (3) limits 
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the number of located service centers by p. The link-up constraints (4) ensure that each perceived disutility is 

less than or equal to the upper bound h. As concerns the obligatory constraints (6), only values zero and one are 

expected in a feasible solution, but it can be seen that the model has integrality property regarding the variables 

xjus. It can be noticed that in the optimization process all relevant values of xjus are “pushed down” and the con-

straints (2) and (6) bound the variable xjus from below by value of one or zero. It follows that the relevant values 

of xjus stay at one of these values. 

 

3 Lagrangean relaxation and robust emergency system design 
As the min-max link-up constraints (4) represent an undesirable burden in any integer programming problem due 

to bad convergence of branch-and-bound method, we explore the possibility provided by Lagrangean relaxation 

to overcome this burden. The Lagrangean relaxation is applied on the constraints (4) only. Each of these con-

straints is associated with a nonnegative Lagrangean multiplier u and the relaxed problem is formulated as fol-

lows. 

  
    


Uu Jj

v

s

jsusju

Uu

u

Uu Jj

v

s

jsusju
xebhhxebhMinimize

00

)1()(             (8) 

Subject to (2), (3), (5), (6) and (7). 

 

The problem (8), (2), (3), (5), (6) and (7) obviously has solution only for such setting of Lagrangean multipliers, 

where their sum is less than or equal to one. Having optimal solution of the relaxed problem with arbitrary mul-

tipliers meeting the stated rule, the value of optimal solution yields lower bound of the optimal solution of the 

original problem (1)-(7).  

If the sum of Lagrangean multipliers is less than one, then the optimal value of h would equal to zero and it does 

not represents the upper bound at all. That is why we restrict ourselves on such setting of multipliers, where the 

sum equals to one exactly. In the next algorithm, we use the well-known proposition, which claims that the op-

timal solution of (8), (2), (3), (5), (6) and (7) is also optimal solution of (1)-(7) if and only if the resulting value 

of h meets each of constraint from the constraint set (4) and, in addition, if is satisfies the following complemen-

tary rules (9). 

Uuforhxeb
Jj

v

s

jsusju


 

0)(
0

                (9) 

We try to reach or at least to approximate the optimal solution of the original problem (1)-(7) by an iterative 

algorithm, where the Lagrangean multipliers are readjusted at each iteration based on the optimal solution of (8), 

(2), (3), (5) and (6). The algorithm performs according to the following steps with the accuracy . 
 

Step 0. Initialize u = 1/U for uU and initialize the upper and lower bounds by LB=0 and UB=+ respec-

tively. 

 

Step 1. Solve the following problem:  
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Perform Step 2 for the resulting L, x and y. 

 

Step 2. Define }:max{
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If UB>H, then update the best found solution UB=H and ybest = y. 

If LB<L, then update the lower bound LB=L and 

set UuforHxebg
Jj

v
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 0
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else set =/2. 

 

Step 3. If UB-LB<, then terminate, otherwise  

set 



Uu

uu
gnar )(  , 
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update Uufornarg
uuu

 /)(  and go to Step 1. 

4 Computational study 

Within this section, we present the results of numerical experiments, which are aimed at ascertainment of the 

characteristics of the suggested approach from the viewpoint of computational time and the solution accuracy. 

To compare the basic approach using the radial formulation (1) - (7) with the Lagrangean relaxation applied 

on the model (8), (2), (3), (5), (6) and (7), we performed the series of numerical experiments. To solve the prob-

lems described in previous sections, the optimization software FICO Xpress 7.9 (64-bit, release 2015) was used 

and the experiments were run on a PC equipped with the Intel® Core™ i7 5500U processor with the parameters: 

2.4 GHz and 16 GB RAM.  

The used benchmarks were derived from the real emergency health care system, which was originally im-

plemented for the self-governing region of Žilina. Here, all cities and villages with corresponding number bj of 

inhabitants were taken as the set of possible service center locations I and the set of system users J as well. The 

coefficients bj were rounded to hundreds. The cardinality of I was 315. This sub-system covers the demands of 

all communities - towns and villages spread over the particular region by given number of ambulance vehicles. 

To enrich the pool of benchmarks, the parameter p limiting the number of located service centers varied so that 

the ratio of the cardinality of the set I to the value of p equals to 2, 3, 4, 5, 10, 15 and 20 respectively. The net-

work distance from a user to the nearest located service center was taken as the user´s disutility. The achieved 

results are summarized in the Table 1. 

An individual experiment was organized so that the model (1) - (7) was used first to obtain the basic design. 

Since the convergence of the objective function value was too slow, we limited the computational process by 15 

minutes. After reaching this time limit, the computational process was terminated and the best found solution 

was taken as the result together with the associated lower bound. The computational time in seconds is denoted 

by CT. The value of the objective function (1) is reported in the column denoted by h and the lower bound is 

given in the column denoted by LB. To express the maximal difference between the best found solution and the 

optimal one, the value of Gap is used. It is defined as the difference between h and LB expressed in percentage 

of LB.  

The same notation is used also for the second approach described by the model (8), (2), (3), (5) and (6) 

based on the Lagrangean relaxation. Here, several notes must be taken in consideration. This approach solves the 

problem iteratively with different settings of Lagrangean multipliers. Therefore, the value of CT contains the 

computational times of each iteration. The Lagrangean multipliers were computed according to the sub-gradient 

method. The total number of performed iterations is denoted by It.  

Both approaches were aimed at the robust design of emergency service system. It means that the methods 

must concern all studied scenarios. Due to the lack of common benchmarks for study of robustness, the scenarios 

used in our computational study were created in the following way. We chose 25 percent of matrix rows so that 

these rows correspond to the biggest cities concerning the number of system users. Then we chose randomly 

from 5 to 15 rows and the associated disutility values in the individual rows were multiplied by the randomly 

chosen constant from the range 2, 3 and 4. This way, 10 different scenarios were generated for each self-

governing region.  

 
 

 

 

 

 

 

 

Table 1 Results of numerical experiments for the self-governing region of Žilina with 315 possible service cen-

ter locations and different number of centers to be located. 

 

The achieved results reported in Table 1 show that the iterative approach based on the Lagrangean relaxation 

can be used to obtain a good feasible solution. It is much faster than the basic approach, but the accuracy of the 

|I| p 
BASIC DESIGN - 15 minutes LAGRANGEAN RELAXATION 

CT [s] h LB Gap CT [s] h LB It Gap 

315 158 189.8 2535 2535 0.0 74.2 2540 2518.0 7 0.9 

315 105 236.9 5912 5912 0.0 50.2 5936 5849.7 6 1.5 

315 79 261.9 9084 9084 0.0 50.3 9236 9001.1 6 2.6 

315 63 902.5 12403 12354.6 0.4 50.6 12572 12161.3 6 3.4 

315 32 900.8 24167 24064.4 0.4 91.4 24913 23673.8 5 5.2 

315 21 901.5 33323 32787.9 1.6 43.4 33697 32164.7 5 4.8 

315 16 914.2 41495 40315.8 2.9 44.0 41095 39489.8 5 4.1 
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resulting solution is a bit worse than the one obtained by the basic approach. From this point of view, the future 

research can be aimed at the initial settings of the Lagrangean multipliers and adjusting the suggested method to 

give better results in a short time. 

5 Conclusions 

The paper is focused on a robust design of the emergency service system with the min-sum quality criterion, 

where various scenarios are considered and robustness is ensured by minimizing the maximal objective function 

over individual scenarios. The considered user´s disutility is assumed to be proportional to the distance of the 

user from the nearest service center and then, sum of distances from all system users to the nearest located ser-

vice center is minimized in the basic problem. The min-max link-up constraints represent an undesirable burden 

in any integer programming problem due to bad convergence of the branch-and-bound method. We have sug-

gested an approximate approach based on the Lagrangean relaxation and the subsequent sub-gradient method, 

which enables to obtain the solution much faster. On the other hand, the accuracy of the result is not as good as 

we would like it to be and that is why we should focus our future research on the initial settings of the La-

grangean multipliers and adjusting the suggested method to give better results in a short time. Another topic may 

be aimed at finding relevant scenarios, which can significantly impact the performance of emergency service 

system. 
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An importance of the population density for the location of the 

Emergency Medical Service stations 
Marta Janáčková
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, Alžbeta Szendreyová

2
 

Abstract. The paper deals with the location of the centers of the Emergency medical 

services (EMS). The problem belongs to the facility location problem. This location 

task is solved as a p-median problem and the optimization criterion is to maximize 

the system utility of the customers. The provision of the Emergency medical 

services is useful only in a limited period. This characteristic is ensured by the utility 

criterion. The paper describes the utility criterion, which we use in the model, and 

also explains its parameters. We test the optimal solution of the problem for two 

different sets of customers. In the first one, we regard municipalities as customers 

and we solve the task as a classic p-median problem. In the second one, inhabitants 

are considered to be customers and we solve the task as a weighted p-median 

problem. We also study the impact, which has the number of the inhabitants of the 

municipalities on the centers locations. We test the problems on the road network of 

two regions of Slovak Republic. The results are collected and shown in the tables.  

Keywords: p-median, facility location problem, utility, network, public systems. 

JEL Classification: C61 

AMS Classification: 90B06, 90B80 

1 Introduction 

A providing a health care for the population is one of the services of the public service system. A part of this care 

is the provision of ambulance services in cases of an emergency. This is realized continuously and provided by 

the emergency medical care (ambulance crew with a doctor) or by the emergency health care (ambulance crew 

without a doctor). These crews are located in the Emergency medical services (EMS) stations. The EMS stations 

should be located so that to allow aid to each customer within 15 minutes of accepting the report about the 

urgent requirement. 

In this paper, we deal with a design to place optimal the EMS stations. This task is solved as a classical p-

median problem, as well as a weighted p-median problem. For these two approaches, we compare the 

availability of services in terms of usefulness, of kilometric distances and of number of differences in the 

location of EMS stations. 

1.1 P-median problem 

The p-median problem is used to decide how to locate the number of p centers (in rare cases, maximum p 

centers) to achieve the optimal value of the objective function. In our contribution, the system utility will be the 

optimality criterion. A formulation of this problem follows: 

Let I denotes a finite set of the candidates for center locations (possible center locations) and let J denotes a 

set of the customers (dwelling places). The candidates for center locations and customers are located in the nodes 

of the network. Segments between nodes i and j are indicated by coefficients cij for each possible location iI 

and for each dwelling place jJ. Our task is to place the given number p of centers to some nodes from the set I 

and from them to serve each customers from the set J so that the value of the objective function reaches the 

maximum. The decision on placing or not placing a service center at a possible center location iI is modeled by 

a variable yi. The variable yi takes the value of 1, if the center is located at place iI and it takes the value of 0 

otherwise. The decision on assigning of the customer from node j to the center at the place i is modeled by a 

variable zij. It takes the value of 1 if the customer j is served from the center i and takes the value of 0 otherwise. 

The model then can be constituted in the following form: 
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𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒   ∑ ∑ 𝑐𝑖𝑗

𝑗∈𝐽𝑖∈𝐼

𝑧𝑖𝑗 (1) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   ∑ 𝑧𝑖𝑗

𝑖∈𝐼

= 1     𝑓𝑜𝑟 𝑗 ∈ 𝐽 (2) 

𝑧𝑖𝑗 ≤ 𝑦𝑖           𝑓𝑜𝑟 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽 (3) 

∑ 𝑦𝑖

𝑖∈𝐼

≤ 𝑝       (4) 

𝑦𝑖 ∈ {0,1}      𝑓𝑜𝑟 𝑖 ∈ 𝐼 (5) 

𝑧𝑖𝑗 ∈ {0,1}    𝑓𝑜𝑟 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽 (6) 

The model’s coefficients have the following meanings: 

cij … evaluation of the segment between nodes i and j, 

I … set of possible service centers locations, 

J … set of customers (dwelling places), 

p … required number of the location of the service centers. 

In our paper, the coefficient cij is determined by the distance between nodes i and j in classical p-median problem 

and by the product of the distance between nodes i and j and the weight of the node j in the case of the weighted 

p-median problem. The weight of the node j is proportional to the number of inhabitants in the node j. 

1.2 Utility function 

The provision of the urgent medical care depends on the speed of its provision. According to the regulations in 

Slovak Republic, the medical services have to be provided within 15 minutes from the time the requirement was 

accepted. At serious health problem, the provision can be useless after exceeding this time limit. That is why we 

use maximization of the utility instead of minimization the distance (in kilometers or in minutes) when we 

design the placement of the EMS centers. To express the utility function, we need a function, which has a 

decreasing and “jumping” character. If we want easily compare the utility of the service for the customer, it is 

suitable to use a “normalized” form of the function, which causes that its maximum reaches always the same 

value. In our experiments, we use the function in the following form: 

𝑢(𝑑) =
1+𝑒

−𝑑𝑐𝑟𝑖𝑡
𝑇

1+𝑒
𝑑−𝑑𝑐𝑟𝑖𝑡

𝑇

  (7) 

The variable d represents a distance between the EMS center and the customer (kilometric distance or time 

distance). The parameter dcrit represents the value, at which it occurs the jump in the function. The utility value is 

fundamentally changing when overstep the value of dcrit.  The utility becomes negligible. The parameter T is the 

forming coefficient of the function. It affects the "steepness" of its course in a neighborhood of dcrit. The course 

of the function becomes shallower with increasing T. The significance of the jump softens and the course of the 

function gradually nears to linear character. For all values of parameters T and dcrit, the function u(d) takes its 

maximum for u(0) = 1. 

2 Experiments 

According to the evaluation of the status at December 31
st
, 2013, 92 emergency medical care, 181 emergency 

health care and 7 stations of helicopter medical assistance are located in Slovak Republic at present. Their 

activities are managed by 8 regional operating EMS centers. In an effort to come closer to the reality, the 

required number of the location of the EMS centers in our design tasks is equal to the number of those 

municipalities, in which the EMS centers are really located. There are more EMS stations in some large 

municipalities. Our model cannot take into account this situation that is why we place less centers in our design 

as there are placed in current situation. The objective function is the utility function which was described in part 

1.2. 

2.1 Basic data of the task 

We solve the experiments at the territory of the Slovak regions Žilina and Prešov. The testing is done on the road 

network of these regions. We solve two problems: classic p-median problem and weighted p-median problem. 

Each municipality is considered to be a customer in classic p-median problem. In weighted p-median problem, 

each hundred inhabitants of the municipality is considered to be a customer. The numbers of customers are 
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rounded to the integer in this case. Each municipality is the possible location of the EMS center in both cases. 

We solve all tasks for the critical value dkrit = 20 (kilometers). The forming coefficient T takes the integer value 

of 1 to 22.  

There are 12 emergency medical care and 24 emergency health care in the region of Žilina. They are located 

in 29 municipalities. According to available data, there are about 691 100 inhabitants in 315 municipalities in 

this region.  

In the region of Prešov, there are 16 emergency medical care and 28 emergency health care. They are located 

in 32 municipalities. There are about 818 300 inhabitants in 664 municipalities in the region of Prešov.  

2.2 Evaluation of the results 

We locate the number of p centers so that the value of the utility reaches its maximum. The total utility of the 

optimal solution depends on the number of the customers. For relevant comparison, we also calculate the relative 

utility (an average per one customer). In addition to the utility, we monitor the traveled kilometers between the 

center and the customer assigned to it. Another monitored data is the maximum distance between the customer 

and the center which is assigned to him in the optimal solution.  

For the region of Žilina, the required number of the service centers p is equal to 29 and the number of the 

possible service centers locations is 315. The number of the customers takes the value of 315. Table 1 shows the 

results of the classic p-median problem. The columns of the table contain step by step the values of the forming 

parameter T, the total utility of the optimal solution, the relative utility, the total distance among the centers and 

the assigned customers, the relative distance and the maximum distance (the worst availability for the customer). 

 

T Total utility 
Relative 

utility 

Total distance centers-

municipalities 

Relative distance per 

municipality 

Maximum 

distance 

1 314,96 1,00 2089 6,63 15 

4 303,27 0,96 1949 6,19 16 

7 289,61 0,92 1881 5,97 20 

10 284,71 0,90 1876 5,96 20 

13 284,19 0,90 1876 5,96 20 

16 285,32 0,91 1874 5,95 20 

19 286,99 0,91 1874 5,95 20 

22 288,76 0,92 1874 5,95 20 

Table 1 Evaluation of the utility for the Žilina region. 

Number of candidates = 315, p = 29, dcrit = 20, number of customers = 315 

 

T 
Total 

utility 

Relative 

utility 

Distance 

centers-

customers 

Relative 

distance per 

customer 

Maximum 

distance 

Distance 

centers-

municipalities 

Relative 

distance per 

municipality 

1 6910,63 1,00 30123 4,36 17 2125 6,75 

4 6779,45 0,98 23363 3,38 26 2059 6,54 

7 6609,49 0,96 22995 3,33 26 2067 6,56 

10 6545,18 0,95 22995 3,33 26 2067 6,56 

13 6537,12 0,95 22876 3,31 26 2102 6,67 

16 6550,12 0,95 22876 3,31 26 2102 6,67 

19 6570,05 0,95 22861 3,31 26 2138 6,79 

22 6591,37 0,95 22861 3,31 26 2138 6,79 

Table 2 Evaluation of the EMS centers design for the Žilina region. 

Number of candidates = 315, p = 29, dcrit = 20, number of customers = 6911 
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The table 2 contains the results of the solution of the weighted p-median problem. The number of customers 

is 6911. The columns contain the following data: the value of T, the total utility, the relative utility, the total and 

relative distance among the centers and the customers assigned to them (inhabitants), the maximum distance, the 

total and relative distance among the centers and the assigned municipality, which the customer is from. 

For the region of Prešov, the required number of the service centers p is equal to 32 and the number of the 

possible service centers locations is 664. The number of the customers takes the value of 664 in case of the 

classic p-median problem and it takes the value of 8183 in case of the weighted p-median problem. The results 

are in the tables 3 and 4. 

 

T Total utility 
Relative 

utility 

Total distance centers-

municipalities 

Relative distance per 

municipality 

Maximum 

distance 

1 662,00 1,00 6031 9,08 19 

4 614,13 0,92 5681 8,56 31 

7 577,42 0,87 5585 8,41 35 

10 567,22 0,85 5583 8,41 35 

13 568,23 0,86 5583 8,41 35 

16 573,04 0,86 5583 8,41 35 

19 578,84 0,87 5583 8,41 35 

22 584,62 0,88 5583 8,41 35 

Table 3 Evaluation of the utility for the Prešov region. 

 Number of candidates = 664, p = 32, dcrit = 20, number of customers = 664 

 

T 
Total 

utility 

Relative 

utility 

Distance 

centers-

customers 

Relative 

distance per 

customer 

Maximum 

distance 

Distance 

centers-

municipalities 

Relative 

distance per 

municipality 

1 8174,81 1,00 59342 7,25 20 6167 9,29 

4 7915,29 0,97 35409 4,33 24 6124 9,22 

7 7677,08 0,94 34479 4,21 35 6181 9,31 

10 7604,25 0,93 34195 4,18 35 6254 9,42 

13 7604,95 0,93 34195 4,18 35 6254 9,42 

16 7631,44 0,93 34144 4,17 42 6340 9,55 

19 7665,42 0,94 34144 4,17 42 6340 9,55 

22 7699,79 0,94 34134 4,17 42 6339 9,55 

Table 4 Evaluation of the EMS centers design for the Prešov region. 

 Number of candidates = 664, p = 32, dcrit = 20, number of customers = 8183 

 

In the table 5 we present the number of nodes (row H) in which the set of optimal solutions in case of the 

classic p-median problem and the set of optimal solutions in case of the weighted p-median problem differ from 

each other. 

 

Region of Žilina  Region of Prešov 

T  1 4 7 10 13 16 19 22   T  1 4 7 10 13 16 19 22 

H 3 14 16 15 16 14 14 14   H 18 19 25 26 26 25 25 24 

Table 5 Number of differences in the optimal locations of the EMS centers 

 

As we expected, the results show that the solutions of the weighted p-median achieve better relative utility. 

More inhabitants gained an advantage, when the centers were moved to the municipalities with higher 
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population. The reduction of the relative distance per customer shows this advantage. The relative distance per 

municipality became worse in weighted p-median problem, but this deterioration is not so significant (especially 

for low values of T). On the other side, the maximum availability became worse. 

3 Conclusions 

The model with small values of parameter T is most suitable for the urgent medical care. We have no relevant 

data on how the number of the EMS intervention correlate to the number of inhabitants. If the correlation is 

confirmed, the weighted p-median problem describes situation better as the classic p-median problem. The using 

of the classic p-median problem is suitable especially for the areas with even distribution of the population and 

for season, when the number of inhabitants changes (e.g. holiday). 
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Fractional Brownian motion and parameter

estimation

Josef Janák1

Abstract. The contribution introduces the concept of scalar fractional Brow-
nian motion, which is an important stochastic process that does not have
Markov property. The process is long–dependent on the past and its incre-
ments are not independent. For these qualities, fractional Brownian motion
is used in hydrology [10], climatology [15] and also for modeling wind power
resources [4]. It is also used for modeling of unemployment [3], inflation [5],
volatility of assets [1] and trading volume [9]. Long memory models are also
used in risk management [12] and for modeling of activity in computer networks
[13].

The main topic of this article is parameter estimation for finite dimensional
fractional Ornstein–Uhlenbeck process based on ergodicity (see [11]). Parame-
ter estimation in the stochastic equation of the second order (which is basically
the equation for the harmonic oscillation) is also discussed. The generalizations
of this interesting topic (like infinite–dimensional case) are studied nowadays.
The last section contains original author’s results.

Keywords: Fractional Brownian motion, fractional Ornstein–Uhlenbeck pro-
cess, parameter estimation.

JEL classification: C13
AMS classification: 60G22, 93E10

1 Introduction

In many applications of theory of probability, stochastic processes are used for modeling of input for
some system. It is often assumed that these processes do have Markov property. But sometimes it can
be observed that the real data have some dependency. The behavior of the process after time t does
not depend only on the situation at the time t, but it depends on all the history before time t. One of
the processes, which are convenient for modeling such data, is the fractional Browninan motion (fBm for
short). FBm was introduced by Kolmogorov [8]. In the fifties of the twentieth century, Hurst studied the
long–term characteristics of the flow of the Nile. From the data on the state of water levels recorded for
last 800 years, he observed that long–term dependence of conditions of the water level is similar to the
short–term. Hurst characterized this dependency by the parameter, which he estimated from the data,
and the parameter is now called Hurst parameter.

In the following section of the paper, fBm is defined and some of its important properties are summa-
rized. The third section introduces the space H, that is the space of all deterministic functions, which are
integrable with respect to the fBm. The stochastic integration with respect to fBm for the cases H > 1

2
and H < 1

2 is also mentioned.

Parameter estimation for finite dimensional fractional Ornstein–Uhlenbeck process based on ergodicity
(see [11]) is discussed in Section 4. Parameter estimation for the stochastic equation of the second order
can be found in Section 5.

2 Fractional Brownian motion

Consider the probability space (Ω,A,P).

1University of Economics, Department of Mathematics, Ekonomická 957, 148 00 Prague 4, janj04@vse.cz
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Definition 1. A Gaussian process (BH(t), t ≥ 0) on the probability space (Ω,A,P) with values in R is
called the fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1), if this process satisfies

(i) EBH(t) = 0 for any t ∈ R+,

(ii) cov (BH(s), BH(t)) = 1
2 (s2H + t2H − |t− s|2H), for any s, t ∈ R+,

(iii) (BH(t), t ≥ 0) has continuous paths P− a.s.,

where cov (X,Y ) denotes the covariance of random variables X and Y .

From (i) and (ii) it follows, that BH(0) = 0 P−a.s. If H = 1/2, then fBm is the standard Brownian
motion. The existence of fBm and its some basic properties are stated in Theorem 1.

The proofs of Theorems 1, 2 and 4 can be found in [6]. The proof of Theorem 3 has been published
in [14] and the proof of Theorem 6 (as well as more theorems based on ergodicity) has been published in
[11].

Theorem 1. Fractional Brownian motion exists, has stationary increments and is H-self-similar, i. e.

for every a > 0 (BH(au), u ∈ R+)
d
= (aHBH(u), u ∈ R+), where

d
= means equality in distribution.

Instead of continuous process (Ω,A,P, X), its canonical representation (C(R+), B(C(R+)), X(P), BH)
is often used, where C(R+) is the space of all continuous functions on R+, X(P) is the image of measure
P using function X : Ω → C(R+) and BH is the projective process BH(t, ω) = ω(t) for ω ∈ C(R+) and
t ∈ R+.

Characteristic properties of fBm are the following:

• From the Kolmogorov–Chentsov Theorem (see [7]) it follows, that the trajectories of fBm are locally
Hölder continuous with exponent γ for any γ ∈ (0, H), i. e. for any T > 0, there exist almost surely
positive random variable hT : C(R+)→ R and δ > 0, so that

X(P)


ω; sup

0<t−s<hT (ω)
s,t∈[0,T ]

|BH(t, ω)−BH(s, ω)|
|t− s|γ ≤ δ


 = 1,

where the canonical representation is used. From this observation it follows, that on every interval
[0, T ], almost all trajectories of fBm are γ-Hölder continuous with exponent γ ∈ (0, H).

• For H ∈ (1/2, 1) is fBm long-term dependent on the past, i. e. if r(n) is defined by

r(n) = EBH(1)(BH(n+ 1)−BH(n))

=
1

2
((n+ 1)2H − 2n2H + (n− 1)2H),

then ∞∑

n=1

r(n) = +∞.

• FBm has finite variation of order 1/H, i. e. for p > 0

lim
n→∞

n∑

i=1

∣∣∣BH(t
(n)
i )−BH(t

(n)
i−1)

∣∣∣
p a.s.

=





0, p > 1/H

E|BH(1)|1/H , p = 1/H

+∞, p < 1/H,

where ∆n(1) = {0 = t
(n)
0 < · · · < t

(n)
n = 1}, n ∈ N is a sequence of divisions of interval [0, 1], such

that ∆n(1) ⊂ ∆n+1(1) and max |t(n)i+1 − t
(n)
i | → 0.
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• From property (ii) it follows, that

EBH(t)(BH(t+ h)−BH(t)) =
1

2
((t+ h)2H − t2H − h2H). (1)

For H < 1/2 is the expression (1) negative (increments are negatively correlated).
For H > 1/2 is the expression (1) positive (increments are positively correlated).
For H = 1/2 is known independence of increments of Brownian motion obtained.

There are many methods to estimate Hurst parameter H either from observation of whole trajectory
of fBm or from discrete time series. The most commonly used R/S analysis as well as periodogram–based
analysis in the frequency domain can be found in [16]. This (combined with the last point) is often
used for testing of independency of increments of stock prices. (Where the estimator Ĥ evolves typically
around 0,6.)

3 Introduction of stochastic integral

There are several problems with stochastic calculus for fBm. Since the trajectories of fBm does not have
finite variation, Lebesgue–Stieltjes definition of integral cannot be used. FBm also does not have the
semimartingale property, so Itô’s stochastic calculus cannot be used as well. The difficulties in finding
the proper definition of the stochastic integral was the cause, why stochastic differential equations with
fBm are discovered only recently. Since this topic is quite technical and long, it is mentioned here only
briefly.

Let H be the space of all R–valued deterministic integrable functions by fBm.

Theorem 2. Let H > 1
2 . Then the following holds true

L2([0, T ]) ⊂ L 1
H ([0, T ]) ⊂ H.

It means, that for any function f ∈ L2([0, T ]), the stochastic integral
∫ T
0
f(t) dBH(t) can be defined.

First, the function f is approximated by step functions (which can be done, because the set of step
functions is a dense set in L2([0, T ])), then the integrals for every approximating function are defined.
Since the sequence of these stochastic integrals has Cauchy property in the space H (which is complete
space), the stochastic integral is then defined as an appropriate limit of stochastic integrals obtained from
step functions. For more in–depth analysis, see [14] and [6].

Theorem 3. Let H < 1
2 . If γ > 1

2 −H, then

Cγ([0, T ]) ⊂ H,
where Cγ([0, T ]) is the space of all γ–Hölder functions on interval [0, T ].

In case of H < 1
2 , the set of integrable functions is different, but the stochastic integral is also defined

using approximations of the integrand by step functions. (See [14], page 13 or [2].)

4 Parameter estimation for the fractional Ornstein–Uhlenbeck process

Consider the following linear stochastic differential equation

dX(t) = AX(t) dt+ Φ dBH(t), X(0) = x0, (2)

where (BH(t), t ≥ 0) is Rm-valued fBm, A ∈ Rn×n, Φ ∈ Rn×m, x0 ∈ Rn. Let S(t) := eAt be a strongly
continuous semigroup on Rn, then the solution (Xx0 , t ≥ 0) to (2) is defined by the mild form

Xx0(t) = S(t)x0 + Z(t), t ≥ 0, (3)

where (Z(t), t ≥ 0) is the convolution integral

Z(t) =

∫ t

0

S(t− u)Φ dBH(u). (4)

The solution (Xx0 , t ≥ 0) to the equation (2) is called the fractional Ornstein–Uhlenbeck process.
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Theorem 4. If the semigroup (S(t), t ≥ 0) is exponentially stable, i.e. there exist constants M > 0 and
ρ > 0 such that for all t ≥ 0

|S(t)| ≤Me−ρt,

then there is a Gaussian centered limiting measure µ∞ = N(0, Q∞) for (Xx0(t), t ≥ 0) such that

w∗ − lim
t→∞

µx0
t = µ∞

for each initial condition x0 ∈ Rn, where µx0
t = Law (Xx0(t)) and Law (·) denotes the probability distri-

bution.

Remark 1. If H > 1
2 then the covariance Q∞ has the following form:

Q∞ =

∫ ∞

0

∫ ∞

0

S(u)ΦΦTST (v)φ(u− v) du dv,

where φ(t) = H(2H − 1)|u|2H−2.

If H = 1
2 , then

Q∞ =

∫ ∞

0

S(t)ΦΦTST (t) dt.

Now consider the linear equation

dX(t) = αAX(t) dt+ Φ dBH(t), X(0) = x0, (5)

which is the same equation as (2) with a real constant parameter α > 0.

If (S(t) = eAt, t ≥ 0) is exponentially stable, then the semigroup (Sα(t) = S(αt) = eαAt, t ≥ 0) is also
exponentially stable and there is a limiting measure µα∞ = N(0, Qα∞).

For H > 1
2 , there is an useful formula for Qα∞:

Qα∞ =

∫ ∞

0

∫ ∞

0

Sα(u)ΦΦTSTα (v)φ(u− v) du dv

=
1

α2

∫ ∞

0

∫ ∞

0

S(u)ΦΦTST (v)φ
(u
α
− v

α

)
du dv

=
1

α2H
Q∞,

where Q∞ corresponds to the case α = 1 (see Remark 1). For H = 1
2 is this equality obvious.

Based on the above results, some strongly consistent families of estimators of the parameter α may
be proposed.

Theorem 5. Let the semigroup (S(t), t ≥ 0) be exponentially stable and let (Xx0(t), t ≥ 0) be a solution
to (5). Let Φ 6= 0. Define

α̂T :=

(
Tr Q∞

1
T

∫ T
0
|Xx0(t)|2 dt

) 1
2H

.

Then
lim
T→∞

α̂T = α.

The application is, that from the observation of the whole trajectory of the process Xx0(t), which
is the solution to the equation (5), on some (long enough) time interval [0, T ], it is possible to compute

the time–averages of |Xx0(t)|2, i.e. it is possible to compute the integral
∫ T
0
|Xx0(t)|2 dt. If there is also

a way to compute the trace of Q∞, then Theorem 5 yields estimator of the parameter α, which is strongly
consistent.
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5 Parameter estimation for the stochastic equation of second order

Consider the following equation of second order

ẍ+ 2aẋ+ bx = σβ̇Ht , (6)

with initial values X(0) = x0 and Ẋ(0) = x1. Let a > 0, b > 0 be real parameters and σ > 0 is known.

This equation can be rewritten in the form (2) by setting

X(t) =

(
X0(t)

X1(t)

)
∈ R2, A =

(
0 1

−b −2a

)
, Φ =

(
0 0

0 σ

)
, BHt =

(
BH1 (t)

BH2 (t)

)
,

where BH2 = βH and BH1 is an independent fBm.

In the following part, let us suppose, that H = 1
2 (due to simplicity). The eigenvalues of matrix A

are λ1 = −a+
√
a2 − b, λ2 = −a−

√
a2 − b. If a2 < b, then the real parts of eigenvalues of matrix A are

negative and the semigroup (S(t), t ≥ 0) is exponentially stable. Let us denote α = −a, β =
√
b− a2.

Then the eigenvalues of matrix A are in fact λ1 = α + iβ, λ2 = α − iβ. The fundamental system
(S(t), t ≥ 0) for the equation (6) has the following form

S(t) =


 eαt

(
cos(βt)− α

β sin(βt)
)

1
β e

αt sin(βt)

eαt
(
−β − α2

β

)
sin(βt) 1

β e
αt(α sin(βt) + β cos(βt))


 .

The covariance operator Q
(a,b)
∞ of the limit measure µ

(a,b)
∞ equals to

Q(a,b)
∞ =

∫ ∞

0

S(t)ΦΦTST (t) dt

=

∫ ∞

0

σ2

β2

(
q11(t) q12(t)

q21(t) q22(t)

)
dt

=
σ2

β2

(
β2

4ab 0

0 β2

4a

)
= σ2

(
1

4ab 0

0 1
4a

)
,

where

q11(t) = e2αt sin2(βt),

q12(t) = q21(t) = e2αt sin(βt)(α sin(βt) + β cos(βt)),

q22(t) = e2αt(α sin(βt) + β cos(βt))2.

Then it is easy to obtain, that

Tr Q(a,b)
∞ = σ2 b+ 1

4ab
.

Since the right hand side is decreasing in the variable a ∈ R+ (and also in b ∈ R+) on the set, where
a2 < b, the unique estimator of one of these parameters can be obtained if the value of the other one is

known. Denote Y (T ) = 1
T

∫ T
0
|X̃(t)|2 dt, where X̃(t) is the stationary solution to the equation (6) (which

also exists), and set

aT = σ2 b+ 1

4bY (T )
.

Then according to Theorem 5 aT converges P − a.s. to the real value of the parameter. For example if

b = 1, then the estimator of parameter a is aT = σ2

2Y (T ) .

6 Conclusion

The fractional Brownian motion has been introduced and its basic properties have been showed. There
has also been introduced the space H of functions, which are integrable with respect to fBm. Notably if
H > 1

2 , then L2([0, T ]) ⊂ L 1
H ([0, T ]) ⊂ H, and if H < 1

2 , then Cγ([0, T ]) ⊂ H.
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The second part of the paper presented the fractional Ornstein–Uhlenbeck process and some pa-
rameter estimates based on ergodicity. Parameter estimates for the stochastic equation of second order
(i. e. stochastic oscillator) has also been derived.
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Some robust distances for multivariate data

Jan Kalina1, Barbora Peštová2

Abstract. Numerous methods of multivariate statistics and data mining
suffer from the presence of outlying measurements in the data. This paper
presents new distance measures suitable for continuous data. First, we consider
a Mahalanobis distance suitable for high-dimensional data with the number of
variables (largely) exceeding the number of observations. We propose its doubly
regularized version, which combines a regularization of the covariance matrix
with replacing the means of multivariate data by their regularized counterparts.
We formulate explicit expressions for some versions of the regularization of the
means, which can be interpreted as a denoising (i.e. robust version) of standard
means. Further, we propose a robust cosine similarity measure, which is based
on implicit weighting of individual observations. We derive properties of the
newly proposed robust cosine similarity, which includes a proof of the high
robustness in terms of the breakdown point.

Keywords: multivariate data, distance measures, regularization, robustness,
high dimension

JEL classification: C18
AMS classification: 62H30

1 Introduction

Various methods of multivariate statistics and data mining allow to reveal the multivariate structure of
given data [5]. The task of classification analysis, clustering or dimensionality reduction have established
their place in the analysis of continuous data in economic applications. Suitable measures of distance
among the multivariate data (or between a pair of groups, clusters etc.) play a crucial role in numerous
methods including linear discriminant analysis, classification trees, hierarchical clustering, partial least
squares etc. However, standard distance measures are known to be too sensitive to the presence of outlying
measurements in the data, which is true for the Euclidean distance, Mahalanobis distance, Manhattan
distance, Pearson correlation coefficient, cosine similarity, and others.

In addition, some of standard distance measures encounter other problems for high-dimensional data
with the number of variables p exceeding the number of observations n. In this so-called ”small n-large
p-problem” with n < p or even n � p, it is especially the Mahalanobis distance which suffers from
the phenomenon described as the curse of dimensionality. It remains computationally infeasible, which is
a problem of numerical stability as the empirical covariance matrix is almost singular and thus practically
not invertible. While the concept of a regularized Mahalanobis distance has been considered by some
authors [5, 10], we are not aware of any efforts to propose a doubly regularized version, combining the
regularization of the covariance matrix with a regularization of the means

In this paper, we recall the concept of a regularized Mahalanobis distance in Section 2 and propose
its new doubly regularized version. It is based on a regularization of the covariance matrix as well as
a regularization of the means, where the latter transform ensures a robustness against measurement
errors or small errors in the data. We also investigate its efficient computation. Further, we propose and
investigate a highly robust cosine similarity measure in Section 3. The method is based on a sophisticated
implicit weighting of individual observations, which ensures a high robustness in terms of the breakdown
point. Finally, Section 4 concludes the paper.

1Institute of Computer Science CAS, Pod Vodárenskou věž́ı 2, 182 07 Praha 8, Czech Republic, kalina@cs.cas.cz
2Institute of Computer Science CAS, Pod Vodárenskou věž́ı 2, 182 07 Praha 8, Czech Republic, pestova@cs.cas.cz

Mathematical Methods in Economics 2016

365



2 Regularized Mahalanobis distance

Mahalanobis distance is one of popular distance measures used for the analysis of multivariate data. As
already mentioned in Section 1, it represents a popular tool in a variety of methods suitable for econo-
metric applications; this is documented e.g. in [1, 13]. Various regularized versions of the Mahalanobis
distance have been used for high-dimensional data. Most commonly, the regularized versions are obtained
(only) by replacing the empirical covariance matrix S by such (regularized) counterpart, which is guaran-
teed to be a regular matrix [5]. Regularized estimators of the covariance matrix are either sparse or have
the form of a linear combination of the empirical covariance matrix S and a regular (e.g. diagonal) target
matrix [10]. In this section, we start by recalling principles of the regularized Mahalanobis distance and
propose its generalization based on a double regularization, which modifies (transforms) the covariance
matrix as well as the means of multivariate data.

We consider p-dimensional data to be observed in the total number of K (K ≥ 2) groups. The
Mahalanobis distance will be formulated in the following setting as a distance between two groups of
data. Depending on the particular context, the Mahalanobis distance can be formulated also as a dis-
tance between two clusters, between two individual observations from one random sample, or between
an observation and a group of data in an analogous way. Thus, we extend our results of [9].

We will use the notation X̄k and X̄l for the mean of the k-th and l-th group, respectively, where
k, l = 1, . . . ,K and k 6= l. The observations in the k-th group will be denoted as (Xk1, . . . ,Xknk

)T . The
overall mean is denoted by X̄.

Let us consider the regularization of the empirical covariance matrix S in the form

Ŝ = λS + (1− λ)T, λ > 0, (1)

where a given target matrix T is used, which must be a regular symmetric positive definite matrix of size
p× p. Its most common choices include the identity matrix Ip, a diagonal matrix with identical element
s =

∑p
i=1 Sii/p, or a general diagonal matrix.

Definition 1. We assume the p-dimensional random variables observed in K groups, while a common
covariance matrix Σ is assumed in each of the groups. Its pooled estimator across groups will be denoted
by S and we consider S∗ defined by (1) as its regularized version. The regularized Mahalanobis distance
between the k-th and l-th group is defined as

d(X̄k, X̄l) =
(

(X̄k − X̄l)
T (S∗)−1 (X̄k − X̄l)

)1/2
. (2)

The idea of regularizing the mean of each of the K groups has been considered mainly in the classi-
fication task. Available approaches (e.g. [3, 9]) considered only in the form of L1-regularization, where
a robustness to small deviations of data has been reported. We will now generalize the concept of the
regularized Mahalanobis distance using a double regularization:

• The matrix S is regularized as in (1);

• The means in (2) are replaced by regularized counterparts using various forms of regularization.

We formulate the definition of the regularized Mahalanobis distance in a general way, while explicit
solutions will be expressed later for particular versions of regularization. We will also discuss tools for an
efficient computation.

Definition 2. We assume the p-dimensional random variables observed in K groups, while a common
covariance matrix Σ is assumed in each of the groups. Its pooled estimator across groups will be denoted
by S and we consider S∗ defined by (1) as its regularized version. Let X̄′k and X̄′l denote a regularized
estimator of the expectation of the k-th group. where δ ∈ [0, 1] is a given value and k, l = 1, . . . ,K
(k 6= l). The doubly regularized Mahalanobis distance between the k-th and the l-th group is defined as

d(X̄′k, X̄
′
l) =

(
(X̄′k − X̄′l)

T (S∗)−1 (X̄′k − X̄′l)
)1/2

. (3)

Explicit expressions for regularized means can be formulated for particular choices of the regulariza-
tion. The following lemma represents an analog of results of [5], [3] and [15] from a regression context.
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Lemma 1. 1. If X̄′k is defined as

arg min
m∈Rp

{
nk∑

i=1

||Xki −m||22 + δ1||m||1
}
, (4)

then
X̄′k = sgn(X̄k)

(
|X̄k| − δ1

)
+

= sgn(X̄k) max
{
|X̄k| − δ1, 0

}
, (5)

where (z)+ denotes the positive part of z.

2. If X̄′k is defined as

arg min
m∈Rp

{
nk∑

i=1

||Xki −m||22 + δ2||m||22

}
, (6)

then

X̄′k =

∑nk

i=1 Xki

nk + δ2
. (7)

3. If X̄′k is defined as

arg min
m∈Rp

{
nk∑

i=1

||Xki −m||22 + δ1||m||1 + δ||m||22

}
, (8)

then

X̄′k =
|X̄k| − δ1/2

1 + δ2
sgn(X̄k). (9)

We describe how to compute the regularized Mahalanobis distance in an efficient way avoiding com-
puting the inverse of S∗, which is expensive of order p3 and numerically rather unstable. Suitable matrix
manipulations allow to replace it by solving a set of linear equations using the following. We consider
either the eigendecomposition of S∗ in the form

S∗ = Q∗Θ∗Q
T
∗ , (10)

where Θ∗ is diagonal and Q∗ is an orthogonal matrix, or the Cholesky decomposition of S∗ in the form

S∗ = L∗L
T
∗ , (11)

where L∗ is upper triangular matrix.

Lemma 2.
d(X̄′k, X̄

′
l) = ||Θ1/2

∗ QT
∗ (X̄′k − X̄′l)||1/22 . (12)

Proof. Starting with the right side of (12),

||Θ1/2
∗ QT

∗ (X̄′k − X̄′l)||2 =
(
Θ1/2
∗ QT

∗ (X̄′k − X̄′l)
)T

Θ1/2
∗ QT

∗ (X̄′k − X̄′l) =

= (X̄′k − X̄′l)
TQ∗Θ

−1
∗ QT

∗ (X̄′k − X̄′l), (13)

we come to the statement (12), because (S∗)−1 = Q∗Θ
−1
∗ QT

∗ .

Lemma 3.
d(X̄′k, X̄

′
l) = ||L−1∗ (X̄′k − X̄′l)||1/22 . (14)

Proof. Starting with the right side of (14),

||L−1∗ (X̄′k − X̄′l)||2 =
(
L−1∗ (X̄′k − X̄′l)

)T
L−1∗ (X̄′k − X̄′l) = (X̄′k − X̄′l)

TL−T∗ L−1∗ (X̄′k − X̄′l), (15)

we come to the statement (14), because (S∗)−1 = L−T∗ L−1∗ .

Replacing the eigendecomposition of S∗ with its Cholesky decomposition makes the computation
cheaper, because the costs of Cholesky decomposition are about 1/3 · p3 floating point operations. On
the other hand, Cholesky decomposition will suffer from instability when S∗ is not positive definite.
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3 Robust cosine similarity

The cosine similarity is another measure of distance commonly used for multivariate data. Although it is
seemingly less popular compared to the Mahalanobis distance, the cosine similarity is especially common
as a similarity measure between clusters of documents in text mining [12]. Numerous applications include
recommending news articles, clustering of text documents (not only) in economic applications [13] and
the measure also often serves as a benchmarking method in information retrieval. However, it suffers
from sensitivity to outlying measurements (in both horizontal and vertical directions). Attention has
been paid to robust versions of the cosine similarity in text mining applications. In this section, we
propose a robust cosine similarity based on the LWS regression and study its properties including the
breakdown point, which is a statistical measure of sensitivity against outliers in the data [6].

Commonly, the cosine similarity measure is used as a similarity measure between two variables.
Therefore, let us consider a different setup compared to previous sections. We assume two random
variables

X = (X1, . . . , Xn)T and Y = (Y1, . . . , Yn)T (16)

observed on n independent observations. The cosine similarity between X and Y is defined as

cos θ =
XTY

||X||2 · ||Y||2
=

∑n
i=1XiYi(∑n

i=1X
2
i

∑n
j=1 Y

2
j

)1/2 . (17)

In the context of cluster analysis, the two random variables (16) may denote the centroids (i.e. averages
values) across two clusters or some other prototypes (i.e. medians) of the clusters.

Before we obtain a robust counterpart of cos θ, let us recall the least weighted squares (LWS) estima-
tor [14] of parameters in the linear regression model, which is one of highly robust regression estimators.
It is based on assigning weights to individual observations, which are assigned after a permutation given
implicitly during the computation of the estimator with the aim to down-weight less reliable outlying
observations. Data-dependent adaptive weights of [2] can be recommended, because they ensure asymp-
totically a 100 % efficiency of the least squares estimator under Gaussian errors, while they guarantee
a high breakdown point for data contaminated with outliers. Extensions of the idea of implicit weights
assigned to individual observations turn out to yield promising results also in other models, e.g. in clas-
sification or correlation analysis [7, 8].

We will use the fact that the slope estimator in the linear regression model

Yi = βXi + ei, i = 1, . . . , n, (18)

has the form

b =

∑n
i=1XiYi∑n
i=1X

2
i

, (19)

i.e. cos θ resembles the Pearson correlation coefficient r, except for the normalization. Before we arrive
at robustifying cos θ, let us express

cos θ = b ·
√∑n

i=1X
2
i√∑n

i=1 Y
2
i

. (20)

and denote

X̄LWS =
n∑

i=1

w̃iXi and ȲLWS =
n∑

i=1

w̃iYi, (21)

where w̃1, . . . , w̃n are weights obtained by the LWS estimator in (18).

We define the robust cosine similarity r̃LWS(X,Y ) as

r̃LWS(X,Y ) = β̂LWS

√∑n
i=1 w̃iX2

i∑n
i=1 w̃iY 2

i

. (22)

Further, we investigate robustness and asymptotic normality of the robust cosine similarity. We
will investigate the asymptotic behavior of the robust cosine similarity computed with adaptive weights.
Because its computation is based on an initial robust estimator of β, the robustness properties of r̃LWS

depend on the finite-sample breakdown point ε0n of this initial estimator.
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Theorem 1. Let us consider a sequence of independent identically distributed two-dimensional random
vectors (X1, Y1)T , . . . , (Xn, Yn)T , which are almost surely in a general position for n > 2. Let ε0n denote
the finite-sample breakdown point of an initial estimator of β in the model

Yi = β0 + β1Xi + ei, i = 1, . . . , n, (23)

We use the LWS method with data-dependent adaptive weights [2] to estimate parameters in the linear
regression model of Y = (Y1, . . . , Yn)T against X = (X1, . . . , Xn)T . Then the finite-sample breakdown
point of r̃LWS(X,Y ) is larger than or equal to

min{ε0n, {b(n− 1)/2c}/n}. (24)

Proof. The breakdown point corresponds to the percentage of data needed to “break down” [6]. The
result follows from [2] who derived the breakdown point of the LWS estimator of regression parameters
and can be evaluated as

min{ε0n, {b(n+ 1)/2c − (p+ 1)}/n}. (25)

with p = 2. The robust cosine similarity inherits the breakdown properties of the robust estimator of the
regression parameters.

Other properties are derived for the estimator with given magnitudes of weights, considering general

(but technical) assumptions A of [14]. Convergence in distribution will be denoted by
D→.

Theorem 2. Let (X1, . . . , Xn)T and (Y1, . . . , Yn)T be two sequences of non-random observations. We
consider (18) as a special case of (23). Let Assumptions A be fulfilled. It holds for n→∞ that

T =
r̃LWS(X,Y )√

1− r̃LWS(X,Y )

√
n− 1

D→ Z, (26)

where Z is a random variable with normal N(0, 1) distribution.

Now we study the asymptotic distribution of the robust cosine similarity r̃LWS . We consider the data
(X1, Y1)T , . . . , (Xn, Yn)T as a random sample from a bivariate normal distribution.

Theorem 3. Under Assumptions A, it holds that r̃LWS has asymptotically normal distribution for n→
∞. For large sample size n and assuming cos θ ∈ (−1, 1), the distribution of r̃LWS is approximated by

N

(
cos θ,

1

n

)
. (27)

Proof. The asymptotic normality follows from the asymptotic normality of the least weighted squares
estimator [14] and the relationship (20). The asymptotic expectation and variance of r̃LWS are equal to
the expectation and variance of cos θ.

4 Conclusions

This paper proposes new versions of distance measures applicable to multivariate continuous data con-
taminated by outliers. At the same time, the measures are reliable also for high-dimensional data with
the number of variables largely exceeding the number of observations.

For high-dimensional data, the main obstacle of the traditional Mahalanobis distance is singularity of
the empirical covariance matrix. Various regularized versions have been proposed, mainly with the aim
to solve a classification task by means of a regularized linear discriminant analysis [10]. We propose a
new concept of a doubly regularized Mahalanobis distance in Section 2, which combines a regularization
of the covariance matrix with regularizing also the means. The classical means are replaced by their
counterparts. We present explicit expressions for some important choices of regularization and discuss
the possibility of an efficient computation of the new measure using two different tools of numerical linear
algebra. The regularization is commonly understood as a tool for ensuring a (local) robustness against
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small departures in the observed data [4] and thus we can interpret regularized means as denoised versions
of the classical means [11]. Nevertheless, the regularization itself cannot ensure robustness against severe
outliers for continuous data in terms of the breakdown point.

A robust cosine similarity measure is proposed in Section 3. Its properties are derived including its
asymptotic behavior for the number of observations going to infinity. The method is robust in a global
sense, i.e. in terms of the breakdown point. This appealing robustness is ensured throughout the implicit
weighting of individual observations, while reducing the influence of individual observations with the
smallest contribution to the similarity between two variables. Compared to the classical cosine similarity,
the novel highly robust cosine similarity measure may be more suitable for practical applications in cluster
analysis (or text mining) replacing each of the variables (16) by the prototypes in the form of the means
of two different clusters of p-dimensional data.

Acknowledgements

The work was financially supported by the grant 13-01930S of the Czech Science Foundation and by the
Neuron Fund for Support of Science.

References

[1] Belloni, A. and Chernozhukov, V.: Least squares after model selection in high-dimensional sparse
models. Bernoulli 19, 2 (2013), 521–547.
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A Note on Optimal Value of Loans

Vlasta Kaňková1

Abstract. People try to gain (in the last decades) own residence (a flat or a
little house). Since young people do not posses necessary financial resources, the
bank sector offers them a mortgage. Of course, the aim of any bank is to profit
from such a transaction. Therefore, according to their possibilities, the banks
employ excellent experts to analyze the financial situation of potential clients.
Consequently, the banks know what could be a maximal size of the loan (in
dependence on the debtor’s position, salary and age) and what is a reasonable
size of the installments. The aim of this contribution is to analyze the situation
from the second side. In particular, the aim is to investigate the possibilities
of the debtors not only in dependence on their present–day situation, but also
on their future private and subjective decisions and on possible “unpleasant”
events. Moreover, consequently according to these indexes, the aim of this
contribution is to suggest a method for a recognition of a “safe” loan and
simultaneously to offer tactics to state a suitable environment for future time.
The stochastic programming theory will be employed to it.

Keywords: Loan, debtor, installments, multistage stochastic programming.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Decisions of households, one of which taking of a mortgage is, are usually studied by microeconomics [2].
A standard approach to the analysis of such a decision would be to quantify subjective gains from the
living in own estate and compare them with a discomfort incurred by the repayment of the mortgage.
The analysis of risks associated with a such a decision, is less common, both in theory and, unfortunately,
in practice. Neglecting the risks, nevertheless, can easily lead to situations, considered as catastrophic
by the decision makers. The aim of the present paper is to outline a methodology, which could be used
to a responsible analysis of risks associated with mortgage taking from the debtor’s point of view.

In the paper, first, an example of a “classical” situation will be explained (Section 2), followed by
stochastic programming models (Section 3). A simple stochastic programming problems will be con-
structed employing the original example (Section 4). Conclusion can be found in Section 5.

2 Problem Analysis – Example

Let us start with simple standard situation. A young married couple wants to gain own flat. Evidently,
these young people have first to decide if they prefer flat or a little house. This decision depends on their
nature, financial possibilities and conditions about loans (in this time). Young people are responsible and
so they will try to analyze their possibilities. To this end let us assume that (in the start time) their a
monthly income is

Z0 = U0 + V0, where U0 is an income of husband and V0 is an income of wife.

Evidently, this income can be divided into three parts Z1
0 , Z

2
0 , Z

3
0 , where Z1

0 denotes means for a basic
consumption, Z2

0 denotes means that can be employed for a repayment of installments and Z3
0 can be

1Institute of Information Theory and Automation
Academy of Sciences of the Czech Republic
Pod Vodárenskou věž́ı 4, 182 08 Praha 8, Czech Republic, kankova@utia.cas.cz
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considered as an allocation to saving. Consequently

Z0 = Z1
0 + Z2

0 + Z3
0 , Z1

0 , Z
2
0 > 0, Z3

0 ≥ 0. (1)

Given the annuity repayments, which is the most standard way of repaying the loan and if we denote
by a symbol M the value of the loan, by m number of identical installments and by ζ the loan interest
rate, then the identical installments b(M) := b(ζ) in time points t = 1, 2, . . . , m (see, e.g., [7] or [9]) are
given by

b(M) := b(ζ) = Mζ
1−vm , ζ 6= 0, v = v(ζ) = (1 + ζ)−1,

1
m , ζ = 0.

(2)

It follows from the relations (1), (2) that (in the case when ζ 6= 0) it is desirable (in “static” approach)
the following inequality

Mζ(1 + ζ)m

(1 + ζ)m − 1
≤ Z2

0 (3)

to be fulfilled. Of course, this condition (in the extreme case) can be replaced by the inequality

Mζ(1 + ζ)m

(1 + ζ)m − 1
≤ Z2

0 + Z3
0 . (4)

If it is possible to assume that the relations (1), (2) will be fulfilled also in future, then the young people
can take the loan equal to the maximal value M for which the inequality (3) (respective (4)) is fulfilled.
However mostly it is necessary to assume that the financial situation of young married couple can change.
For example: it is reasonable to assume that in some time period, say (m1, m2), 0 < m1 < m2 ≤ m the
married couple plan to have a baby. According to this fact and to the social politics of a state the young
people can assume the less income in this time, approximately equal to

Z1 = U0 + V1 = Z1
0 + Z2

1 + Z3
1 , Z2

1 , Z
3
1 ≥ 0,

where V1 is the supposed income of wife in the time interval (m1, m2); Z2
1 denotes the means, that can

be employed for a repayment of installments (of course Z2
1 ≤ Z2

0 ) and Z3
1 saved amount in every year of

this time interval (of course mostly 0 ≤ Z3
1 ≤ Z3

0 ). Evidently without financial reserve the inequalities

Z1
0 + Z2

0 ≤ U0 + V1

need to be fulfilled. Consequently, if
U0 + V1 < Z1

0 + Z2
0 ,

then a very serious trouble could arise. However, if the young couple saved every time point t ∈
(1, . . . , m1 − 1) the amount Z3

0 and if the inequality

(m2 −m1)M [ζ(1 + ζ)m]

(1 + ζ)m − 1
≤ (m2 −m1)[Z2

0 − Z2
1 ] + (m1 − 1)Z3

0 (5)

is fulfilled, then they endure the time period (m1, m2) without financial troubles.

To construct the relation (5), it has been assumed that the amount Z3
0 is deterministic, the same in

every time point t ∈ (1, . . . , m1 − 1) and that this amount can not be changed. However this situation
can be a little different. To explain a new approach we suppose m1 = 3, m2 −m1 = 2 and one of the
situations:

A 1. The deterministic value Z3
0 (in the relation (1)) can be replaced by random values Z3

0 (t); Z3
0 (t), t ∈

(1, m1−1) with probability one positive. Consequently the deterministic income Z0 = Z1
0 +Z2

0 +Z3
0

is replaced by random Z0,0 = Z1
0 +Z2

0 +Z3
0 (1) in the start point t = 1 and by Z0,1 = Z1

0 +Z2
0 +Z3

0 (2)
in the time point t = 2. Furthermore it is reasonable to assume that young people can these random
amount invest (for example) into two assets to obtain:

a
in the first year the value ξ0,1x0,1 + ξ0,2x0,2

under the assumptions x0,1 + x0,2 ≤ Z3
0 (1), x0,1, x0,2 ≥ 0,
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•
in the second year the value ξ1,1x1,1 + ξ1,2x1,2

under the assumptions x1,1 + x1,2 ≤ Z3
0 (2), x1,1, x1,2 ≥ 0

(under the assumptions that the profit in the time t = 1 can not influence the invested amount
in the time t = 2). Evidently, it is desirable (for young people) the fulfilling of the relation

(m2 −m1)M [ζ(1 + ζ)m]

(1 + ζ)m − 1
≤ (m2 −m1)[Z2

0 − Z2
1 ] +

1∑

i=0

[ξi,1xi,1 + ξi,2xi,2], (6)

and of course the maximization of a possible profit, or

b.
in the first year the value ξ0,1x0,1 + ξ0,2x0,2

under the assumptions x0,1 + x0,2 ≤ Z3
0 (1), x0,1, x0,2 ≥ 0,

•

in the second year the value ξ1,1x1,1 + ξ1,2x1,2

under the assumptions x1,1 + x1,2 ≤ Z3
0 (2) + ξ0,1x0,1 + ξ0,2x0,2, x1,1, x1,2 ≥ 0.

(The profit obtained in the time t = 1 can be invested in the time moment t = 2).

Evidently, it is desirable (for young people) that the following relation holds:

(m2 −m1)M [ζ(1 + ζ)m]

(1 + ζ)m − 1
≤ (m2 −m1)[Z2

0 − Z2
1 ] + ξ1,1x1,1 + ξ1,2x1,2 (7)

and of course the maximization of a total profit.

Remark. Z3
0 (1), Z3

0 (2), ξ0,1, ξ0,2, ξ1,2, ξ1,2 are generally supposed to be random variables with “pos-
itive support”. Consequently, it is necessary to “specify” the sense of relations in A.1. In details, it
is necessary to “specify” when the operator of mathematical expectation, probability constraints,
risk constraints or stochastic dominance constraints are employed in the optimization problems.

A.2 Z3
0 (1), Z3

0 (2) have a deterministic character. Let us assume that these amounts can be investigated
into two assets (portfolio) with returns ξ̄0,1, ξ̄0,2, ξ̄1,1, ξ̄1,2. Mathematically saying, it is possible to
determine x0,1, x0,2, x1,1, x1,2 fulfilling the relations

x0,1 + x0,2 ≤ Z3
0 (1), x0,1, x0,2 ≥ 0,

x1,1 + x1,2 ≤ Z3
0 (2), x1,1, x1,2 ≥ 0

to obtain random values g0 = ξ̄0,1x0,1 + ξ̄0,2x0,2,

g1 = ξ̄1,1x1,1 + ξ̄1,2x1,2.

Evidently, it is possible also to define random values Y0, Y1 by the following relation

Y0 = 1
2 ξ̄0,1 + 1

2 ξ̄0,2,

Y1 = 1
2 ξ̄1,1 + 1

2 ξ̄1,2.
(8)

g1, Y1 are random values “depending” on Z3
0 (1), and g2, Y2 “depending” on Z3

0 (2). Employing the
theory of a stochastic dominance [8] it is “reasonable” to determine x0,1, x0,2, x1,1, x1,2 such that

Fg0 �1 FY0
, Fg1 �1 FY1

,

or Fg0 �2 FY0
, Fg1 �2 FY1

.
(9)
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(Symbols �1,�2 denote first and second order stochastic dominance; Fg0 , Fg1 , FY0
, FY1

distribu-
tion functions of g0, g1, Y0, Y1.) The definition of the stochastic dominance will be given in the next
section. Moreover, we can evaluate the decision of x0,1, x0,2, x1,1, x1,2 for example by linear forms

c1,1x1,1 + c12x1,2, c2,1x2,1 + c2,2x2,2, (10)

with c0,1, c0,2, c1,1, c1,2 considered generally to be random.

In the introduction we have tried to give a simple analysis of debtor’s situation (for a time interval
(0, m2)) under very simple conditions. We have neglected many troubles and situations that can happen
(e.g. illness, a loss of employment). We also omitted a possibility to gain “better” career or only increasing
salary. In the next section we shall try to recall a survey of suitable mathematical models corresponding
to introduced situations.

3 Stochastic Programming Problems

In this section we try to recall suitable types of the stochastic programming problems in static setting.
To this end let (Ω,S, P ) be a probability space; ξ (:= ξ(ω) = (ξ1(ω), . . . , ξs(ω), ω ∈ Ω) an s–dimensional
random vector defined on (Ω,S, P ); F (:= Fξ(z), z ∈ Rs) the distribution function of ξ; PF the probability
measure corresponding to F . Let, moreover, g0(:= g0(x, z)) be a real-valued function defined on Rn×Rs;
XF ⊂ X ⊂ Rn a nonempty set generally depending on F, X ⊂ Rn a nonempty “deterministic” set. If
EF denotes the operator of mathematical expectation corresponding to F and if for x ∈ X there exists
EF g0(x, ξ), then one-stage (static) “classical” stochastic optimization problem can be introduced ([6],
[8]) in the form:

Find ϕ(F, XF ) = inf{EF g0(x, ξ)|x ∈ XF }. (11)

To our purpose we recall only special cases of XF . We consider the case XF = X “deterministic”
constraints; the case when there exist functions ḡi(:= ḡi(x), x ∈ Rn), i = 1, . . . , s such that

• either

XF (:= XF (α)) =
s⋂
i=1

{x ∈ X : PF [ω : ḡi(x) ≤ ξi] ≥ αi},

αi ∈ (0, 1), i = 1, . . . , s, α = (α1, . . . , αs),
(12)

• or

XF (:= XF (u0, α)) =
s⋂
i=1

{x ∈ X : min
ui
{PF [ω : Li(x, ξ) ≤ ui] ≥ αi} ≤ ui0},

ui0 > 0, αi ∈ (0, 1), i = 1, . . . , s,

u0 = (u10, . . . , u
s
0), α = (α1, . . . , αs),

Li(x, z) = ḡi(x)− zi, i = 1, . . . , s, z = (z1, . . . , zs).

(13)

Evidently, the case (12) corresponds to a special class of individual probability constraints and Li(x, z), i =
1, . . . , s, in the case (13), can be considered as loss functions (for more details see, e.g., [5]).

Second order stochastic dominance constraints are the last considered type of constraints. To recall
them let g(:= g(x, z)) := g(x, ξ) be a function defined on Rn ×Rs, Y (:= Y (z)) := Y (ξ) a random value
with the distribution function FY . We can define first and second stochastic dominance constraints by:

• first order
XF = {x ∈ X : Fg(x, ξ)(u) ≤ FY (u) for every u ∈ R1}, (14)

• second order
XF = {x ∈ X : F 2

g(x, ξ)(u) ≤ F 2
Y (u) for every u ∈ R1}, (15)

where F 2
g(x, ξ)(u) =

u∫
−∞

Fg(x, ξ)(y)dy, F 2
Y (u) =

u∫
−∞

FY (y)dy, u ∈ R1.

(For more information about stochastic dominance see, e.g., [8]).
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4 Simple Mathematical Models

In this section we try to introduce simple optimization models in multiobjective (and multiperiod) setting
corresponding to A.1. To this end we have to recall and generalize the notions mentioned firstly in the
Introduction:

• M . . . . . . . . . value of loan,

• m. . . . . . . . . number of identical installments,

• ζ . . . . . . . . . interest rate corresponding to loan,

• Zt . . . . . . . . . income of young married couple in time point t ∈ {0, 1, . . . , m},

• Ut . . . . . . . . . income of husband in time point t ∈ {0, 1, . . . , m},

• Vt . . . . . . . . . income of wife in time point t ∈ {0, 1, . . . , m},

• Z1
t . . . . . . . . . means determined for basic consumption in time point t ∈ {0, 1, . . . , m},

• Z2
t . . . . . . . . . means determined for repayment of installment in time point t ∈ {0, 1, . . . , m},

• Z3
t . . . . . . . . . allocation (maybe random) for saving in time point t ∈ {0, 1, . . . , m},

• (m1, m2) . . . . . . time interval in which income of wife is supposed to be smaller,

• ξt, j , t = 0, 1, . . . , m, j = 1, 2 random returns in time t and asset j in the approach A.1a,

• ξ̄t, j , t = 0, 1, . . . , m, j = 1, 2 random returns in time t and asset j in the approach A.1b,

• xt, j , x̄t, j , t = 0, . . . , m, j = 1, 2, . . . . . . decision variables,

• F . . . . . . a distribution function covering all random values occur that in the corresponding model.

First we generalize the approach of the situation A. 1a: Z3
t are for t ∈ (1, m1−1)

⋃
(m2+1, m) supposed to

be with probability one positive. Moreover, we assume that the corresponding amount can be investigated
(of course in the case of positive value) in two assets with random returns ξt,1, ξt,2. If moreover we can
assume that the profit obtained in the time point t ∈ {1, . . . , m} can not be investigated in the time
t + 1, . . . , m, then evidently one of the possible corresponding stochastic optimization problem can be
constructed as following:

Find maxM (16)

under the system of constraints

Mζ(1 + ζ)m

(1 + ζ)m − 1
≤ Z2

t , t = 0, 1, . . . , m1 − 1, (17)

PF {xt,1 + xt,2 ≤ Z3
t } ≥ 1− εt, εt ∈ (0, 1), xt,1, xt,2 ≥ 0, t = 0, 1, . . .m1 − 1, (18)

PF {
(m2 −m1)M [ζ(1 + ζ)m]

(1 + ζ)m − 1
≤

m2∑

i=m1

[Z2
i − Z2

0 ] +

m1−1∑

i=0

)[ξi,1xi,1 + ξi,2xi,2]} ≥ 1− ε0, ε0 ∈ (0, 1). (19)

Evidently, in this case it is reasonable to add to an objective function (16) the second one

EF

m∑

i=0

[ξi,1xi,1 + ξi,2xi,2] (20)

with the corresponding constraints

PF {xt,1 + xt,2 ≤ max(0, Z3
t )} ≥ 1− εt, εt ∈ (0, 1), xt, 1, xt, 2 ≥ 0, t = m1, . . .m2 − 1,

PF {xt,1 + xt,2 ≤ Z3
t } ≥ 1− εt, εt ∈ (0, 1), xt, 1, xt, 2 ≥ 0, t = m2 + 1, . . . , m.

(21)
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Consequently, we have constructed two objective stochastic programming problem with objective (16)
and (20) and constraints (17), (18), (19) and (21).

Starting with the situation A.1b we can obtain the problem:

Find maxM (22)

under the system of constraints

Mζ(1 + ζ)m

(1 + ζ)m − 1
≤ Z2

t , t = 0, . . . , m1 − 1, (23)

PF {x̄0,1 + x̄0,2 ≤ Z3
0} ≥ 1− ε0, ε0 ∈ (0, 1), x̄0,1, x̄0, 2 ≥ 0,

PF {x̄t,1 + x̄t,2 ≤ Z̄3
t } ≥ 1− εt, εt ∈ (0, 1) x̄t, 1, x̄t, 2 ≥ 0, t = 1, . . . , m1 − 1,

Z̄3
t = max(0, Z3

t ) + ξ̄t−1,1x̄t−1,1 + ξ̄t−1,2x̄t−1,2, t = 1, . . . , m,

(24)

PF {
(m2 −m1)M [ζ(1 + ζ)m]

(1 + ζ)m − 1
≤

m2∑

i=m1

[Z2
i − Z2

0 ] + [ξ̄m2,1x̄m2,1 + ξ̄m2,2x̄m2,2]} ≥ 1− ε0, (25)

Evidently, in this case it is also reasonable to add to the objective function (22) the second one

EF [ξ̄m,1x̄m,1 + ξ̄m,2x̄m,2] (26)

and the corresponding constraints

PF {x̄t,1 + x̄t,2 ≤ Z3
t + ξ̄t−1,1x̄t−1,1 + ξ̄t−1,2x̄t−1,2, } ≥ 1− εt, t = m2 + 1, . . . ,m,

(27)

Remark. We have supposed (for simplicity) that a profit from the investigation in the time interval
(0,m2) is included in the condition (25) and can not be employed in the time t = m2 + 1, . . . , m

5 Conclusion

In the last decades many people try to gain their own residence. Since they do not posses sufficient
means, the bank sector offer them the loan. The aim of this contribution is to give a preliminary analysis
of their situations and possible responsible behaviour. Three approaches have been analyzed in a very
simple examples, two of them have been employed for a construction of stochastic optimization models.
The results of [1], [3], [4] can be employed to investigate properties of these models. Employing these
methodology a risk for young people can happen only with very small prescribed probability. However
to deal with this new problem is over the possibilities of this contribution.
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[5] Kaňková, V.: Risk measures in optimization problems via empirical estimates. Czech Economic Review, Acta
Universitatis Carolinea 7 (2012), 3, 162–177.
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Google Trends and Exchange Rate Movements:  

Evidence from Wavelet Analysis 
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Abstract. Empirical exchange rate models that try to explain and forecast the 

movements of exchange rates do not serve as a good way for proper testing and 

forecasting of exchange rate movements nowadays because large exchange rate 

swings could be better explained by institutional, behavioural and other determinants 

and by market expectations than by economic fundamentals (such as interest parity 

condition, inflation differential etc.). The objective of the paper is to examine the 

short- and long-term co-movements between exchange rate of the US dollar and eu-

ro Euro and internet search data provided from Google Trends. Google Trends data 

provide monthly information about search intensity via search query indices on se-

lected variables and they can serve as a proxy for the market expectations of these 

variables. We use the method of wavelet coherence analysis with phase shift to iden-

tify the causality in Granger sense. We apply Monte Carlo method to estimate the 

significance of results and edge effects. Our results indicate that data from Google 

Trends help to explain the movement of exchange rates. 

 

Keywords: Google searches, exchange rates, investor attention, FX volatility. 

JEL Classification: F31 

AMS Classification: 65T60 

1 Introduction 

Exchange rates and its movements could be explained by established economic theories and by many empirical 

exchange rate models that try to explain and forecast the movements of exchange rates. However, these tradi-

tional empirical models do not serve as a good way for proper testing and forecasting of exchange rate move-

ments nowadays because, in many cases, large exchange rate swings could be better explained by institutional, 

behavioural and other determinants and by market expectations than by economic fundamentals. Therefore, it is 

important to study other factors that might explain the exchange rate dynamics.  

Meese and Rogoff [23] compare the out-of-sample forecasting accuracy of structural and time series ex-

change rate models from 1973 to 1981 to find whether these forecast are reliable or not. They came to surprising 

conclusion that a random walk model performs no worse than any estimated time series model of selected cur-

rency pairs in the time horizon of twelve months (the “Meese-Rogoff Puzzle”). As Frankel and Rose [12] claim 

this finding negatively influenced the modelling of exchange rates. Many authors tried to confirm or refute this 

conclusion, e.g. Bacchetta and Wincoop [1], Cheung et al. [4], Christoffersen and Diebold [6], Engel et al. [8], 

Engel and Hamilton [7], Engel and West [9], Faust et al. [10], Gourinchas and Rey [14], Leitch and Tanner [19], 

Mark [20], Meese [22], Tashman [26].   

Moreover, we face another problem besides the problem of forecasting performance of models: substantial 

delays in the official release of statistical data. Therefore, policy makers are forced to make decisions when all 

up-to-date economic data are not available. According to Choi and Varian [5], there are sources of data provid-

ing real-time economic activity data available from private sector companies (Google, MasterCard, Federal Ex-

press, UPS, Intuit, etc.). As Castle et al. [3] state, economic policy makers have recently focused on the forecast-

ing the current state (i.e. predicting the present) or more precisely “nowcasting”. Koop and Onorante [17] define 

nowcasting as a method that uses currently available data to provide timely estimates of economic variables 

before their official estimates are produced. 

We join the strand of research using the concept of nowcasting as a method based on using the data provided 

by social media (i.e. the usage of Big Data). Google Trends data provide monthly information about search in-

                                                           
1
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tensity via search query indices on selected variables and as such they can help us to measure the market expec-

tations of these variables. 

The objective of the paper is to examine the short- and long-term co-movements between exchange rate of 

the US dollar and euro and internet search data provided from Google Trends. We use the method of wavelet 

coherence analysis with phase shift to identify the causality in Granger sense. Then, we apply the Monte Carlo 

method to establish significance levels and confidence intervals for the wavelet power spectrum. The sample 

covers the period from 2004 to 2016.  

The structure of the paper is as follow. Section 2 reviews the literature concerning the use of Google Trends 

data in forecasting and the problem of nowcasting. Section 3 introduces data and the methods used in the paper. 

Section 4 discusses our results. Section 5 concludes.  

2 Literature Review 

There is a growing body of research using Google Trends data for forecasting and nowcasting of selected 

economic variables. The use of Google Trends data for forecasting economic series was initially described by 

Choi and Varian [5]. Authors use Google Trends data and conclude that they are often correlated with various 

economic indicators and help to make short-term predictions. 

In our paper, we focus solely on the foreign exchange markets. One of the first papers working with the 

Google Trends data to study the forecasting performance of exchange rate models is that of Bulut [2]. The author 

uses internet search data from Google Trends to capture the information set of decision makers and to assess the 

market expectations of selected macroeconomic fundamentals in a sample of twelve OECD countries for the 

period 2004-2014. The author concludes that the utilisation of the Google Search Data (i.e. ex ante variables) 

concerning current macroeconomic variables and nowcasting of these variables should be an alternative for 

proper testing of exchange rate determination models (with ex post variables) because of the existence of the lag 

in the availability of the official data to the market participants. Therefore, he suggests using the Google Trends 

Data to nowcast the future exchange rate movement.  

Goddard et al. [13] study the relationship between investor attention and the dynamics of currency prices us-

ing a Google search volume index which measures the search intensity through Google for main currency pairs 

over the 2004-2011 period. According to the authors, Google Trends data can be used as a measure of acquisi-

tion of publicly-available information; compared to other professional trading platforms, Google gathers data 

from a lot of other sources and thus it can provide investors a highly diversified information set. The authors 

conclude that changes in investor attention are associated with changes in the holdings of the largest traders in 

foreign exchange markets when the causality runs mainly form investor attention to market volatility.  

Seabold and Coppola [25] focus on foreign exchange markets and use Google Trends data to forecast price 

series in selected countries in Central America. The authors construct a new index for consumer search behav-

iour and find that the use of the Google Trends data improves the quality of forecasting in about 20 percent.  

3 Data and Methods 

To understand relations between the economic agents’ attention and exchange rate movement we look at the 

frequency of appearances of selected words via Google. Therefore, we use searches of keywords received from 

the tool “Google Trends”. Google Trends provide a time series index (from 0 to 100) of the volume of internet 

search queries on search keywords or phrases.
3
 We assume that the indicator of searches represents sentiment of 

economic agents related to the demand for currency trading. In that sense we used keywords “United States 

Dollar” and “Euro” with particular emphasize on the searches in the category “Currency”. The exchange rate 

movements were received from the world's trusted currency authority XE.com. We use data in the period from 

2004M1 to 2016M3 (weekly frequency). 

To understand nowcasting performance of the tool Google Trends we employ time-frequency domain analy-

sis which enables differentiation between the short- and long-term co-movements and its changes in time. This 

approach is widely used in analysis of business cycle synchronization and dating (e.g. Pomenkova [24]; Ka-

pounek and Pomenkova [16]; Fidrmuc et al. [11]; Kucerova and Pomenkova [18], Marsalek et al. [21]).We apply 

Continuous Wavelet Transform (CWT) as a band pass filter to time series (𝑥𝑛, 𝑛 = 1, … , 𝑁) with uniform time 

steps 𝛿𝑡, where the time step is defined as the convolution of 𝑥𝑛 with the scaled and normalized wavelet. We 

follow Grinsted et al. [15] and define the wavelet power as |𝑊𝑛
𝑋(𝑠)|2 and: 

                                                           
3
 The normalised search query index at a given point in time is a ratio of the total search volume for each query 

to the total number of all search queries.  
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where 𝑠 represents scale in time. In practice, the complex argument of 𝑊𝑛
𝑋(𝑠) can be interpreted as the local 

phase. To localize a function in frequency and time we use Morlet wavelet 𝜓0 which provides an optimal trade-

off between both time and frequency localization (Teolis [27]): 
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where 𝜔0 = 6 is dimensionless frequency and 𝜂 = 𝑠 × 𝑡 dimensionless time by varying its scale 𝑠. To identify 

shocks in co-movements between the analysed time series 𝑥𝑛 and 𝑦𝑛 we apply the Cross Wavelet Transform 

(XWT): 

 *YXXY WWW  , (3) 

where * denotes complex conjugation (Grinsted et al. [15]). Additionally, we apply Wavelet Coherence (WTC) 

to identify common time-localized oscillations in nonstationary time series that can be interpreted as co-

movement or correlation. Following Torrence and Webster [29] and Grinsted et al. [15] and we define the wave-

let coherence of time series 𝑥𝑛 and 𝑦𝑛 as: 
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where smoothing operator 𝑆 is defined as 𝑆(𝑊) = 𝑆𝑠𝑐𝑎𝑙𝑒(𝑆𝑡𝑖𝑚𝑒(𝑊𝑛(𝑠))). 𝑆𝑠𝑐𝑎𝑙𝑒  represents smoothing operator 

along the wavelet scale axis and 𝑆𝑡𝑖𝑚𝑒  smoothing operator in time, suitable or the Morlet wavelet (Torrence and 

Webster [29]). 

Moreover, it is very important to identify a direction of causality which is given by the relative lag between 

the two time series. In this sense we applied phase shift to identify a time offset between the reflection and the 

maximum value on the waveform. Thus, we interpret phase shift as a lead or a lag between time series. We fol-

low Grinsted et al. [15] and estimate the mean and confidence interval of the phase difference. The mean phase 

calculation is based on the circular mean of a set of angles (𝑎𝑖 , 𝑖 = 1, … , 𝑛): 

 ),arg( YXa   with 
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For a better understanding this issue, it is comparable to causality in Granger sense. However, the interpret-

ing the phase as a lead or a lag have to be done relatively to the anti-phase, because a lead of 90° is also a lag of 

270°. 

Finally, we focused on the edge effects because wavelets are not completely localized in time in the case of 

very low frequencies. We follow concept provided by Torrence and Compo [28] who estimated statistical signif-

icance against an autocorrelation model with lag 1 and error term represented as white noise. The same approach 

was applied to identify significance levels of cross-wavelet power and wavelet coherence. 

4 Results 

Figure 1 shows time series representation in time and frequency domain. The upper left plot presents the time 

domain representations; it is apparent that the internet search queries (via Google) of the keyword “Euro” are 

more volatile than queries of the keyword “United States Dollar” during the analysed time period. We can identi-

fy also a few outliers that can cause biases in our results. The upper right plot and the both bottom plots show all 

analysed time series in frequency representation, after the Continuous Wavelet Transformation with the Morlet 

wavelet. In case of the “Euro” queries, we can identify two main periods of significant regularities in the time 

series at higher frequencies related to cycles of less than one year: in the years 2008 and 2012. We can interpret 

these two periods as periods with significant seasonality which are not particularly important for our results. 
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Similarly, the significant seasonality we can also find at the exchange rate movements. In this case, we can also 

identify significant cyclicality between the years 2008 and 2011 for periods longer than one year. 

Additionally, all results in frequency domain show edge effects that cannot be ignored. This area is repre-

sented by V-shaped curve and lighter shade areas in the pictures. Thick contours show the 5% significance level 

of wavelet power spectrum.  

 

 

Figure 1 Time Domain Representation and Continuous Wavelet Transform (CWT) 

 

Figure 2 shows the results of Cross Wavelet Transform (XWT) and Wavelet Coherence (WTC). Upper plots 

present the results of XWT where we can identify significant shocks inside the V-shaped area for the “Euro” 

currency in the period from 4 to 20. These shocks show peaks in the cross spectrum, which may have nothing to 

do with any relation of the analysed time series. Thus, it is very important for the robustness of our analyses that 

there are no significant shocks at longer than yearly periods. In case of the “Dollar” currency, there are almost no 

significant shocks. 

Bottom plots illustrate the results of the time series co-movements. Except the significance tests, we can also 

identify a phase shift between the analysed time series, represented by arrows. Right arrows indicate that both 

time series are in-phase, left arrows indicate anti-phase. Thus, we can discuss a phase shift between 0° and 90° in 

the period from 64 to 128 where arrows turn to the bottom and to the bottom right corner. This effect is signifi-

cant in the case of the Google searches of keyword “Euro” and the USD/EUR exchange rate (the bottom right 

plot). Thus, we can conclude that “Euro” Google search inquiries lead exchange rate movements particularly till 

2009, after 2010 the character of this phase slightly changes because the arrows start turning to the right. Thus, 

there is shorter time lag in the co-movement of the Google inquiries and the exchange rate movement. Surpris-

ingly, we didn’t receive similar results for keyword “Dollar” (the bottom left plot). We assume that there are 

different determinants of the both of the analysed currencies. 
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Figure 2 Cross Wavelet Transform (XWT) and Wavelet Coherence (WTC) 

 

5 Discussion and Conclusions 

In our paper, we tried to explain whether the Google Trends search inquiries able to predict (or nowcast) the 

exchange rate movements. Nowadays, there is a growing body of research studies using the Google Trends data 

for forecasting or, more precisely, nowcasting selected economic variables. The objective of the paper was to 

examine the short- and long-term co-movements between exchange rate of the US dollar and euro and internet 

search data provided from Google Trends. We used the method of wavelet coherence analysis with phase shift to 

identify the causality in Granger sense.  

We confirmed the significant impact of the Google Trend search inquiries on the movement of the exchange 

rate of the euro currency. In this sense, we can conclude that the movement of the exchange rate of euro currency 

is responsive to the Google searches of the keyword “Euro”. Therefore, the Google Trends data could be used to 

nowcast the movement of this exchange rate, i.e. the increased economic agents’ attention is able to change this 

exchange rate. In case of the US dollar exchange rate, these results were not confirmed. In other words, the US 

dollar does not react to the sentiment of the economic agents. In this context, the US dollar proved to be a stable 

currency not influenced by the frequency of searches via Google.  
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Economic efficiency of AOQL variables sampling

plans

Nikola Kaspř́ıková1

Abstract. Sampling inspection is a quality control tool used in industry to
keep the quality of the products at satisfactory level while at the same time
having the cost in control. When using acceptance sampling inspection, a de-
cision on whether the lot of items is to be accepted or rejected is based on
results of inspecting a sample of items from the lot. Rectifying acceptance
sampling plans minimizing mean inspection cost per lot of the process average
quality were designed by Dodge and Romig for the inspection by attributes.
Plans for the inspection by variables were then proposed and such plans may
be more economical than the corresponding attributes sampling plans. The
recently proposed plans using EWMA statistic may lead to further improve-
ments in the inspection cost. The design of the EWMA-based rectifying AOQL
sampling plans minimizing the mean inspection cost per lot of process average
quality is recalled. The measure for assessing the comparative economic effi-
ciency of the plans, which may be used for getting a guidance for selecting the
most appropriate type of the sampling plan to be used, is proposed and the
economic characteristics evaluation of the plans is shown.

Keywords: acceptance sampling, inspection cost, optimization, AOQL,
EWMA.

JEL classification: C44
AMS classification: 62D99

1 Introduction

Sampling inspection is one of the quality control tools used in industry to help keep the quality of the
products at satisfactory level while at the same time having the cost in control. When using acceptance
sampling inspection, a decision on whether the lot of items is to be accepted or rejected is based on results
of inspecting a sample of items from the lot. There are several ways how acceptance sampling schemes
may be classified. One such classification is according to whether an item is inspected by attributes, i.e.
just classified as either good or defective (nonconforming) or by variables. Sampling plans for inspection
by variables in many cases allow obtaining the same level of the protection as the corresponding sampling
plans for the inspection by attributes while using a lower sample size. The basic notions of the variables
sampling plans are addressed in [3].

The AOQL sampling plans minimizing the mean inspection cost per lot of process average quality
when the remainder of rejected lots is inspected were originally designed by Dodge and Romig (see e.g. [2])
for the inspection by attributes. Plans for the inspection by variables and for the inspection by variables
and attributes (all items from the sample are inspected by variables, the remainder of rejected lots is
inspected by attributes) were then proposed and it was shown that these plans are in many situations
more economical than the corresponding Dodge-Romig attribute sampling plans. The AOQL plans for
inspection by variables and attributes have been introduced in [9], using approximate calculation of the
plans. Exact plans, using non-central t distribution in calculation of the operating characteristic, have
been reported in [10] and implemented in R package LTPDvar [6] The operating characteristics used for
these plans are discussed by Jennett and Welch in [3] and by Johnson and Welch in [4]. It has been shown
that these plans are in many situations superior to the original attribute sampling plans and similar results
have been obtained for the LTPD plans, the analysis is provided in [7] and in [8]. Recent development

1University of Economics in Prague, Department of Mathematics,
Nám. W. Churchilla 4, Praha, Czech Republic, nb33@tulipany.cz
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of acceptance sampling plans includes the work by Aslam et al. in [1] where the exponentially weighted
moving average (EWMA) statistic is used for a design of the (p1, p2) sampling plans, i.e. sampling
plans which satisfy the requirement to control the producer’s risk and the consumer’s risk. Using the
EWMA statistic enables some savings in the cost of inspection as it allows using information on the
quality in the previous lots. With the aim of obtaining further savings in the cost of inspection, the
new AOQL plans for the inspection by variables and attributes, designed to use the EWMA statistic,
have been proposed in [5]. Using an economic model similar to the model used in [7], a measure for
assessing the comparative economic efficiency of the plans, which may be used for getting a guidance
for selecting the most appropriate type of the sampling plan to be used, is proposed in this paper and
an evaluation of the economic characteristics of the plans is shown. The structure of the paper is as
follows: the AOQL plans for the inspection by attributes are recalled first, then the design of the recently
introduced EWMA statistic based rectifying known sigma AOQL variable sampling plans minimizing the
mean inspection cost per lot of the process average quality is recalled and finally the economic efficiency
measure is introduced and the analysis of the economic performance of the plans is provided.

2 Attributes inspection plans

For the case that each inspected item is classified as either good or defective (the acceptance sampling by
attributes), Dodge and Romig (see [2]) consider sampling plans (n, c) which minimize the mean number
of items inspected per lot of process average quality, assuming that the remainder of the rejected lots is
inspected

Is = N − (N − n)·L(p̄;n, c) (1)

under the condition
max
0<p<1

AOQ(p) = pL. (2)

The notation in equations (1) and (2) is as follows:
N is the number of items in the lot (the given parameter),
p̄ is the process average fraction defective (the given parameter),
pL is the average outgoing quality limit (the given parameter, denoted AOQL),
n is the number of items in the sample (n < N),
c is the acceptance number (the lot is rejected when the number of defective items in the sample is greater
than c),
L(p) is the operating characteristic (the probability of accepting a submitted lot with the fraction defective
p).

The function AOQ is the average outgoing quality, AOQ(p) is the mean fraction defective after
inspection when the fraction defective before inspection was p. The average outgoing quality (where all
defective items found are replaced by good ones) is approximately

AOQ(p) =
(

1− n

N

)
· p ·L(p;n, c). (3)

Therefore the condition (2) can be rewritten as

max
0<p<1

(
1− n

N

)
· p ·L(p;n, c) = pL. (4)

The condition (2) protects the consumer against having an average outgoing quality higher than pL (the
chosen value), regardless of what the fraction defective p is before inspection.

3 AOQL variables inspection plans

The AQOL plans for the inspection by variables and attributes have been designed in [5] under the
following assumptions: the measurements of a single quality characteristic X are independent, identically
distributed normal random variables with unknown parameter µ and known parameter σ2. For the
quality characteristic X there is given either an upper specification limit U (the item is defective if its
measurement exceeds U), or a lower specification limit L (the item is defective if its measurement is
smaller than L).
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The inspection procedure is as follows:

Draw a random sample of n items from the lot and compute the sample mean x̄ and the statistic T at
time t as Tt = λx̄ + (1 − λ)Tt−1, where λ is a smoothing constant between 0 and 1. The values of the
smoothing constant over 0.5 give more weight to the sample in the current lot. Accept the lot if

U − Tt
σ

≥ k or
Tt − L
σ

≥ k. (5)

Suppose that c∗s is the cost of inspection of one item by attributes and c∗m is the cost of inspection
of one item by variables and that the sample is inspected by variables. Then the inspection cost per lot
with proportion defective p, assuming that the remainder of rejected lots is inspected by attributes (the
inspection by variables and attributes), is n · c∗m with probability L(p, n, k) and n · c∗m + (N − n) · c∗s with
probability 1− L(p, n, k). The mean inspection cost per lot of process average quality p̄ is therefore

Cms = n · c∗m + (N − n) · c∗s · (1− L(p̄;n; k)) (6)

Dividing (6) by c∗s gives the objective function

Ims = n · cm + (N − n) · (1− L(p̄;n; k)), (7)

where cm = c∗m/c
∗
s is the ratio of the cost of inspection of one item by variables to the cost of inspection

of this item by attributes (this parameter has to be estimated in each real situation, it is usually cm > 1).
Note that both the function Ims = Cms/c

∗
s and the function Cms have a minimum for the same acceptance

plan (n, k). Therefore, we shall look for the acceptance plan (n, k) minimizing (7), instead of (6), under
the condition (4).

Setting the value of cm to 1 can be used in situations, when both the sample and the remainder of
rejected lots are inspected by variables. Acceptance sampling by variables can thus be considered just
as a special case of acceptance sampling by variables and attributes. Then instead of Ims we may use
notation Im and setting cm = 1 in (7) we obtain

Im = N − (N − n) · L(p̄;n; k), (8)

i. e. the mean number of items inspected per lot of process average quality, assuming that both the sample
and the remainder of rejected lots is inspected by variables.

The task to be solved is to determine plan (n, k) minimizing (7) under the condition (4) for given
values of input parameters N , cm, pL and p̄. The operating characteristic is (see e.g. [1])

L(p, n, k) = Φ((u1−p − k)A), (9)

where

A =

√
n(2− λ)

λ
. (10)

The function Φ in (9) is a standard normal distribution function and u1−p is a quantile of order 1 − p
(the unique root of the equation Φ(u) = 1− p).

4 Calculation and economic efficiency measure of the plans

Lets calculate the AOQL acceptance sampling plan for sampling inspection by variables when the re-
mainder of rejected lots is inspected by attributes below. The task will be solved using the operating
characteristic given by (9) and using the EWMA statistic with smoothing constant λ = 0.9. The resulting
sampling plan will be compared with the corresponding Dodge-Romig plan available in [2] and evaluated
with regard to the economic characteristics. We consider a lot of N = 3500 items considered in the
acceptance procedure. The average outgoing quality limit is given to be pL = 0.015. It is known that the
average process quality is p̄ = 0.01. A cost of inspecting an item by variables is two times higher than
the cost of inspecting the item by attributes, so the parameter cm equals 2. We are to find the optimal
AOQL acceptance sampling plan for sampling inspection by variables when the remainder of rejected lots
is inspected by attributes.
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The sampling plan can be calculated using a modified version of the code available in LTPDvar
package [6] for R software [11]. The resulting plan is n = 32, k = 1.942692.

For the values of the input parameters given in our problem, there is plan (165, 4) for the acceptance
sampling by attributes in [2]. Let us compare the plans (n = 32, k = 1.942692) and (n = 165, c = 4)
with regard to the economic efficiency. For this purpose, let us introduce parameter e, which we define
as

e =
Ims

Is
· 100. (11)

It may be worthwhile to provide a short comment on the meaning and interpretation of the parameter
e. The parameter e as introduced in (11) is in effect based on the ratio of the mean inspection cost per
lot of the process average quality of two sampling plans – the AOQL plan for the inspection by variables
an attributes and the corresponding Dodge-Romig plan for the inspection by attributes (in fact, each
cost may be multiplied by a positive constant of the same value, which has no significant impact on the
resulting value of the quotient), and as such is a non-dimensional feature. A suggested interpretation
of the resulting value of this parameter is as follows: if e is used for the comparison of the economic
efficiency of the two plans, then the value 100 means, that the costs of these plans are the same; in case
that we get e over 100, then it suggests that the plan for inspection by attributes is more efficient for
the values of the input parameters considered; and finally if we get e below 100, then the sampling plan
for the inspection by variables and attributes is preferable over the corresponding sampling plan for the
inspection by attributes.

The expression (100 − e) then represents the percentage of savings in the mean inspection cost per
lot of the proces average quality when the sampling plan for the inspection by variables and attributes
is used instead of the corresponding plan for the inspection by attributes. Let us denote the plan for
the inspection by variables and attributes as (n1, k) and the corresponding plan for the inspection by
attributes as (n2, c). Then the parameter e is defined as

e =
n1 · cm + (N − n1) · (1− L(p̄, n1, k))

N − (N − n2) · L(p̄, n2, c)
· 100. (12)

Since we get
e = 38.5,

it can be expected that approximately 61% savings in the inspection cost can be made using the
AOQL plan for the inspection by variables and attributes (32, 1.942692), in place of the corresponding
Dodge-Romig plan (165, 4).

Now consider the situation, when cm equals 5. Then the solution based on the operating characteristic
given by (9) gives plan (23, 1.924244) and the value of the parameter e is 71.7. In cases when cm is even
higher, the resulting value of the parameter e is greater. For example the optimal plan obtained for cm
equal to 8 results in plan (19, 1.9140) and leads to e = 97.2. When cm is as high as 9, the parameter e
is over 100.

The value of the parameter e depends on the values of the input parameters considered in each
particular situation in practice. One of the characteristics with major impact on the resulting value of
the e parameter is the cm value. It may be expected that the value of e is generally rising in cm, i. e.
the comparative economic efficiency of the attribute inspection plans in comparison with the variables
inspection plans is expected to be lower. For some cases in business practice, it may be useful to consider
a break-even value of the cm parameter. We define cBE

m to be such value of the parameter cm for which
the parameter e just equals 100. For the situation considered in the example above, the value of the
parameter e in response to the cm values is shown in Figure 1. The cBE

m value in our case equals 8.37, as
shown in Figure 1. If cBE

m is below 9, then for cm = 9 we get e over 100 and then the attributes inspection
plan is preferable. And similarly for the situations when cm is below 8.37 (the value of cBE

m ), the plans
for inspection by variables and attributes are more economically efficient (we get e below 100). Since the
ratio of the unit cost of inspection by variables to the unit cost of inspection by attributes may not be
known precisely in some cases in practice (the cm value may be an outcome of more or less precise cost
calculations), the break-even value of this parameter may be used to guide the decision about which plan
to use. And then the guidelines for using such value in making the decision about which plan to use are
simply as follows: in case that the cBE

m value we get for the particular situation in practice is high, then
the variables inspection sampling plans may seem preferable. Because we may expect that the real value
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Figure 1 Economic evaluation of plans using e defined in (11) in response to cm

of the cm parameter is below cBE
m . On the other hand, in case that we get a rather low value of the cBE

m ,
which may be likely below the real value of cm, then perhaps the sampling plan for the inspection by
attributes is not worse than the plan for the inspection by variables and attributes.

5 Conclusion

It has been shown that the AOQL plans for the inspection by variables and attributes minimizing the
mean inspection cost per lot of process average quality, which were designed to use the EWMA statistic
in the decision procedure, may bring significant savings in the inspection cost. A measure for assessing
the comparative economic efficiency of the plans, which may be used for getting a guidance for selecting
optimal sampling plan to be used, has been discussed. The calculations of the plans may be performed
easily using an R software extension package.
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Mathematical model for sustainable value added calculation 
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 1
 

Abstract. Sustainability Value Added (SVA) is an effective method for sustainabil-

ity assessment. It plays a strategic role in decision making. It encourages the compa-
nies to deal with resources more effectively and efficiently. Sustainable Value Add-

ed represents the extra value created as a result of using economic, environmental 

and social resources, compared to a benchmark. It demonstrates the link between the 

organization’s strategy and commitment to a sustainable global economy. 

This paper aims to propose an improved method of sustainability assessment. It 

employs important and widely used financial value (e.g EVA) and new data oriented 

analysis (e.g Data Envelopment Analysis) for evaluating the sustainability of 

number of producers. This model reflects the specific requirements of the country 

and industry in which the company operates. This can be implemented by 

calculating the weights and benchmark values for each sector. The suggested model 

will be a backbone of WEBRIS – a web information system which is a combination 

of different information and communication technologies  for quick and efficient da-
ta aggregation and assessment. Finally, the results visualization will be presented in 

the case study for breweries sector. 

Keywords: DEA, efficiency, EVA, sustainability assessment, SVA, WEBRIS. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

Sustainability performance can be said to be an ability of an organization to remain productive over time and 
hold on to its potential for maintaining long-term profitability. It shouldn’t be acted only on the basis of econom-

ic results, whereas it should take into consideration non-financial factors [4, 18, 24, 25]. Because of that, all the 

current trends and frameworks depend on more comprehensive sustainability pillars; environmental, social, eco-

nomic and governance performance. Therefore by following these frameworks and integrating associated activi-

ties, companies will be able to achieve long-term benefits [5, 9]. This will be done by engaging different compa-

nies in disclosure of their overall economic, environmental, social, and governance (ESG) impacts and helping 
them in understanding, measuring and communicating their sustainability performance. 

One of the most famous and common methods for measuring corporate sustainability which incorporates 

three dimensions (economic, environmental and social) is called the triple bottom line approach [12, 24]. It cal-

culates the value by using not only financial but also non-financial resources. This value is called sustainable 

value added (SVA). This approach simplifies the measurements and enables sustainable performance to be 

measured in monetary terms depending on the data availability on the enterprise level as well as on the bench-

mark [19]. It shows how much value or damage is created as a result of using economic, environmental and 

social resources, compared to a benchmark [13]. In order to use this method, the benchmark company should be 

chosen. In this research, Data Envelopment Analysis (DEA) is used for this purpose. 

Data Envelopment Analysis (DEA) which is a relatively new “data oriented” approach for evaluating the ef-

ficiency of a number of producers. It combines the measurements of multiple inputs into any satisfactory overall 
measure of efficiency.  In DEA the producers are usually referred to as the Decision Making Units (DMUs) 

which convert multiple inputs into multiple outputs. This approach refers to assessment of sustainability perfor-

mance methodology [10] for Czech breweries which is based on the optimization algorithm. Relative efficiency 

is defined as a ratio of the total weighted output to the total weighted input. It can be achieved, if DMU perfor-

mance can be enhanced by improving some inputs or outputs, without worsening others [8]. DEA can be used as 

a very powerful service management and benchmarking technique to evaluate nonprofit and public sector organ-

izations [3, 10]. The advantage of this approach is that it provides the information about the sustainable man-

agement and efficiency of manufacture systems under different conditions. It also allows us to use a complex set 

of indicators for all the different sustainability dimensions [16]. 
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The objective of the paper is to propose a modified and more accurate model for measuring a corporate sus-

tainability performance. The model integrates environmental, social, economic and corporate governance indica-

tors. It aggregates many indicators from different frameworks and allows the enterprises to compare their per-

formance effectively. As an example, the results visualization is presented for six Czech breweries companies. 

2 Materials and methods 

2.1 Economic added value (EVA) 

Economic Added Value is one of the most important and useful financial Indicators. It is considered as a back-
bone of enterprises’ performance monitoring. EVA is used to determine the company’s value. It designs com-

pensation purposes, for interconnecting the strategic and the operations management of companies. It can be 

used not only for large corporation but also for small business and entrepreneurial endeavors [1]. Its construction 

at the end of the last century was an important moment in corporate theory and practice. Corporate results under 

the situation of the current economic theory and practices most often are measured using the Economic Value 

Added (EVA) indicator [21, 23]. EVA indicator from the perspective of financial management combines all the 

basic components required to describe the economic situation of the company. It is calculated according to the 

annual economic companies’ reports by using Eq. (1). 

 ( ).eEVA ROE r E   (1) 

where E describes the market value of the firm’s equity, ROE=Net Income/E and re is Return of Entity which 

is computed using the Eq. (2). 

 

. (1 ). .
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   (2) 

where A, C, t, I, D and WACC are assets, Invested Capital, corporate tax rate,interest expenses, market value 

of the company’s debt, and Weighted Average Cost of Capital, respectively. Note that, a positive number tells us 

that Company XYZ more than covered its cost of capital. A negative number indicates that the project did not 

make enough profit to cover the cost of doing a business. The calculation of EVA is not easy, but it can be 

achieved using different prepared spreadsheets, programs generated in different programming languages (e.g. 

MATLAB, Maple etc.) or using information and communication system like web information system WEBRIS 

[15] which uses HTML5 and PHP5 technologies with XBRL support. 

2.2 Data envelopment analysis (DEA) 

As the field of Data Envelopment Analysis has grown, varieties of models and analyses are implemented. Since 
DEA was introduced, researchers in a number of fields have quickly recognized that it is an excellent and easily 

used methodology for modeling operational processes and performance evaluation. Various forms of DEA 

models have been used for entities, such as hospitals, universities, and companies.  

One of the famous models is called CCR model [6] used for relative effeciency calculation. It produces 

multiple optimal solutions. This non-uniqueness of solution hampers the use of cross-efficiency evaluation. 

Therefore, [11, 22] suggested introducing a secondary goal to optimize the input and output weights while 

keeping unchanged the CCR- efficiency of the target DMU. The formulated model is known as the aggressive 

formulation for cross- efficiency evaluation. Other different models as: minimizing the total deviation from ideal 

point, minimizing the maximum deviation, and minimizing the mean absolute deviation [20] were also 

implemented. These models are all established on the basis of an unrealistic ideal point, which defines the best 
relative efficiency of one as the target efficiency of each DMU. This target efficiency, however, is only 

realizable to DEA efficient DMUs, but not realizable to non-DEA efficient units. In order to solve this problem, 

set of models suggested to define the CCR-efficiencies of the n DMUs as their target efficiencies,which are all 

realizable to DEA efficient units and non-DEAefficient units. These models are mentioned as minimizing or 

maximizing the total deviation from the ideal point, minimizing or maximizing the squared sum of deviations 

from the ideal point, and minimizing the mean absolute deviation from the ideal point [26]. The newest models 

to measure the sustainability management and performance based on advanced DEA model are approaches 

combine dual-role factors and a cross-efficiency technique [7]. It assesses the conflicts and trade-off among 
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environmental, economic and social interests by using three continuous multi-criteria approaches and a set of 

different weights. 

2.3 Sustainable value added (SVA) 

Sustainability Value Added (SVA) is an effective method for sustainability assessment. It plays a strategic role 
in decision making. It encourages the companies to deal with resources more effectively and efficiently. Sustain-

able Value Added represents the extra value created as a result of using economic, environmental and social 

resources, compared to a benchmark. It is expressed in absolute monetary terms. According to the method pub-

lished by [9] the SVA value calculation can be expressed as follows: The gross value added of the company 

should be calculated (in unit €). After that, the amount of each environment or social resources should be deter-

mined (e.g t, m3, ..etc). Then efficiency computed by dividing the gross value added on the amount of resources 

(unit €/t, €/m3). The same steps should be done for the benchmark. Finally, the last two values are subtracted 

from each other and the result multiplied by the amount of considered indicator. This process is depicted in 

Fig.1. 

 

Figure 1 Evaluation steps of the Environmental or Social Value Added. Source: [9] 

The calculation of Sustainable Value Added for the company in two different times t1 and t0 is presented in 
Eq. (3). where n is the number of relevant environmental indicators. EIAi,t0, EIAi,t1 describe the eco-effectiveness 

of environmental impacts in t0 and t1. EEi,b is eco-efficiency of the benchmark for i environmental resource. This 

value calculated using Eq. (4) where b refers to benchmark. EG=(VAt1–VAt0 ) representing economic growth.  

VA is the gross value added. 
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3 Proposed method of sustainability assessment 

As mentioned above, the main objective of this method is improving the benchmark between the enterprises and 
providing an active participation in decision-making. The main calculation described in Fig. 1 remains the same. 

Whereas the improvements include several modifications, in order to achieve the following factors: 

 comprehensive sustainability assessment: we focused our efforts on developing a comprehensive sustainabil-

ity assessment. Therefore, environmental, social, economic and corporate governance indicators should be 

integrated. In this case, the proposed model won't only deal with financial indicators but should also include 

non-financial ones; 

 suitability: The assessment should be done for different companies in the Czech Republic. However, the 

model can't be universal, because the indicators should reflect the specifics of the industry in which the com-

pany operates. Therefore, different available sustainability frameworks are used and specific set of indicators 

are chosen for each sector (e.g. agriculture, manufacture ...); 

 simplicity and applicability: The modified model should be easy, simple, suitable and accurate. It reflects not 

only three dimensions (economic, environment, and social), but also the corporate governance pillar is add-
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ed. As mentioned above, EVA is the most important and measured indicator which combines all the basic 

components required to describe the economic situation of the company. For this reason, the gross value 

added (VA) is replaced by Economic Value Added to describe the financial situation of the companies more 

efficiently; 

After applying all mentioned modifications on the Eq. (3), it is presented in Eq. (5). 

 
,, ,

1 1 1, , ,

1 1 1
3 ( ) ( ) ( )

N M K
j ci c l c

c b b b

i j li b j b l b

SIEI GI
SVA EVA EVA EVA EVA

N EI M SI K GI  

       (5) 

where EI, SI, GI, wEi, wEj, wGl are values and the weights of environment, social and governance indicators, 

respectively. Symbol b refers to benchmark, while symbol c refers to the studied company. According to Eq. (5), 

increasing the value of environment indicator “for example the amount of hazardous waste is increased”, will 

effect negatively on SVA. Increasing the economic value added of the company, in turn increases SVA value. In 

order to improve our proposed model we supposed that different indicators don’t effect equally on enterprises 

score. That means, each indicator should have a different weight on sustainability calculation. This weight dif-

fers according to the country, size and sector of the company. The implementation of this improvement can be 
done using Eq. (6), where wav is the average weight for i’s indicator after applying DEA model. 
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In our model, the benchmark value and the weight of each indicator are calculated using DEA model. By ap-

plying this model, the most efficient company can be determined which is taken as a benchmark company. More 

information about these calculations can be found in [17]. 

In order to apply this method, an example of six Czech brewery enterprises A, B, C, …, F is used. The im-

portant data is extracted from Amadeus database [1]. After that, without loss of generality, few KPIs are chosen. 

We considered KPIs as the amount of hazardous waste (ENV1) in tones, the amount of other waste (ENV2) in 

tones, number of employees (SO1) and percentage of women in supervising the company (GOV1) as organiza-

tions’ inputs. The organizations’ output is Economic Value Added (EC1) in CZK. In additional, a dual-role fac-

tor is considered as the average employees’ salary and bonuses (SO2).   

 

Company Efficiency 

Score 

wENV1 wENV1 wSOC1 wSOC2 wGOV1 

A 1 0.00296 0 0.00935 0.00905 0 

B 1 0 0.00275 0.0096 0.01017 0.00087 

C 0.42 0 0.01762 0.04278 0.05078 0.01447 

D 1 0 0.00271 0.00944 0.01 0.00086 

E 1 0 0.00725 0.0176 0.02089 0.00595 

F 1 0 0 0.0294 0 0 

Table 1 Efficiency score and input weights 

As mentioned before, the weight of each indicator and the benchmark values will be calculated using DEA 

model. This model computes efficiency score of selected organizations (DMUs) using the linear programing in 

Maple [14]. Table 1 summarizes the output of DEA model which consists of several parameters. These parame-

ters are the efficiency scores of breweries and the weight of each indicator used in their sustainability assess-
ment.  

The above mentioned DEA model is solved six times, ones for each target brewery. As a result, there are six 

sets of input and output weights. The six efficiency values are then averaged as the overall performance of the 

brewery sector. The highest efficiency score, company B, will be used as benchmark values in Eq. (5) or Eq. (6) 

for sustainability calculation. By applying Eq. (5) or Eq. (6) the sustainability value added of each enterprise is 

calculated.   

Table 2 presents the final assessment of studied companies. These values make us understand which compa-

ny has better contributed to sustainability development. The results present the sustainability value assessments 

with and without applying the averaged weights, Eq. (6) and Eq. (5), respectively. 
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Company SVA  Modified 

SVA 

A 239489.3 568282.7 

B 0 69441.2 

C -113994 1952.749 

D -35667.5 20485.45 

E -57742 -1564.21 

F 649930.8 677183.5 

Table 2 Sustainability value added 

According to presented results company F is the most sustainable company, while C or E is the less sustaina-

ble one using SVA or SVA modified model, respectively. Figure 2 depicts two types of curves. The red presents 

the sustainability value added without applying the averaged weight Eq. (5), whereas the blue one presents the 

proved version of sustainability value added which takes into consideration the weight of each indicator. 

 

Figure 2 The level of SVA and modified SVA of the six Czech brewery enterprises. 

4 Conclusion 

Sustainability assessment is a comprehensive process to achieve the best performance and determine the weak 
points of the studied organization.  An expensive data collecting and managing, difficulty of determining the 

appropriate sustainability indicators and capturing reliable data-information are the main barriers that face differ-

ent organizations. In order to overcome them, WEBRIS system is suggested. WEBRIS is a combination of dif-

ferent information and communication technologies  which can be used for quick and efficient data aggregation 

and assessment. The backbone of this system is a model used for sustainability assessment. 

This paper aims to propose an improved method of sustainability assessment. It employs important and wide-

ly used financial value (e.g SVA, EVA) and new data oriented analysis (e.g Data Envelopment Analysis) for 

evaluating the efficiency of number of producers.  This work is supported by make it reflects the specifics re-

quirements of the country and industry (Czech breweries). The weights and benchmark values are calculated and 

used in sustainable value added equation. The results visualization are presented in the case study for breweries 

sector. According to our proposed method each company from different sectors can assess their sustainability in 

easy fast way. Then compare their results with other companies in the same sector.  
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A single-stage approach for selecting inputs/outputs in DEA 
Esmaeil Keshavarz1, Mehdi Toloo2 

Abstract. Data Envelopment Analysis (DEA) is an optimization-based methodology 

to evaluate the performance of Decision Making Units (DMUs), each one consumes 

multiple inputs to produce multiple outputs. From the statistical and empirical points 

of view, if the number of inputs/outputs is high in comparison with the number of 

DMUs, then a large percentage of DMUs will be identified as efficient and efficiency 

discrimination among DMUs is questionable. It also implies that the selection of rel-

evant inputs/outputs is very crucial for successful theoretical and applied purposes. In 

order to deal with selective input/output measures in DEA, some two-stage ap-

proaches are proposed where selective measures are chosen in the first stage and then 

the DMUs are evaluated in the second stage based on the selected measures. The cur-

rent study suggests a common weights DEA model which selects inputs/outputs as 

well finds the efficiency of DMUs in a single-stage approach. An illustrative example 

of the banking industry in Iran is provided to validate the proposed approach. Obtained 

Results emphasize that the suggested approach correctly deals with selective 

measures.  

Keywords: Data envelopment analysis, the rule of thumb, selective measures, inte-

grated single-stage model, banking industry. 

JEL Classification: C44 

AMS Classification: 90C05, 90C11, 90C90 

 

1 Introduction 

Consider the problem of evaluating performance of n homogeneous Decision Making Units (DMUs), which con-

sume 𝑚 inputs to produce 𝑠 outputs. Data Envelopment Analysis (DEA) is a well-organized optimization-based 

methodology to do this evaluation. In the basic DEA models, the relative efficiency of a DMU is computed by 

maximizing the ratio of weighted sum of its outputs to weighted sum of its inputs, based on the condition that this 

ratio is less than or equal to one for all DMUs. In fact, to compute the efficiency of each DMU a fractional pro-

gramming model should be solved. Charnes, et al. [4] in their pioneering work reformulated this fractional pro-

gramming as a linear programming problem and so along with the speedy advances of linear programming and 

operations research, DEA models has been also rapidly developed. In the course of this development, some critical 

challenges have occurred [6]. One of these challenges occurs when the number of inputs and outputs is high in 

comparison with the number of DMUs; in this situation, most of the DMUs are evaluated efficient and hence the 

obtained results are not reliable. On the other hand, awkward deleting of some inputs or outputs from considera-

tions can seriously affect the efficiency scores of DMUs.  

Empirically, there is a rough rule of thumb [5], which expresses the relation between the number of DMUs and 

the number of performance measures: 

  𝑛 ≥ max{3(𝑚 + 𝑠),𝑚 × 𝑠} (1) 

In some applications, the number of performance measures, which reflects the manager’s interest, and the 

number of DMUs do not satisfy the rule of thumb. In such setting, the problem of selecting some inputs/outputs, 

in a manner which complies (1) is an important issue. A variety of researchers attempted to tackle this issue. 

Nataraja and Johnson [9] analyzed four most widely-used approaches (Efficiency Contribution measure (ECM), 

Principal Component Analysis (PCA-DEA), a regression-based test, and bootstrapping) for inputs/outputs selec-

tion in DEA.  

Morita and Avkiran [8] considered an input and output selection method based on discriminant analysis using 

external evaluation. The authors used a 3-level orthogonal layout experiment to find an appropriate combination 

of inputs and outputs, where experiments are independent of each other. Jenkins and Anderson [7] described a 

                                                           
1 Islamic Azad University, Sirjan Branch, Department of Mathematics, Hejrat Blvd., IAU campus, Sirjan, Iran, e-
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systematic statistical method for deciding which of the original correlated inputs/outputs can be omitted with least 

loss of information, and which should be retained. Amirteimoori and Emrouznejad [2] developed an approach to 

input/output reduction problem that typically occurs in organizations with a centralized decision-making environ-

ment. They discussed how a DEA-based model can be used to determine an optimal input/output reduction plan. 

Toloo, et al. [13] formulated and solved two mixed integer programming models, based on individual and 

aggregate efficiency scores, for developing the idea of selective measures. In fact, the authors modified the stand-

ard constant returns to scale model of DEA to obtain a model that could select the performance measures so that 

the number of DMUs, inputs and outputs meet the mentioned rule of thumb. Toloo and Tichý [14] extended Toloo, 

et al’s [13] approach to propose multiplier and envelopment forms of DEA models for selecting inputs/outputs 

under variable returns to scale assumption. It is proved that multiplier form leads to the maximum efficiency scores 

while the maximum discrimination between efficient units is achieved by applying the envelopment form. 

All the mentioned approaches use two-stage analysis for selecting input/output measures in DEA, where se-

lective inputs/outputs are chosen in the first stage and then DMUs are evaluated in the second stage based on the 

selected measures. The current study suggests a common weight DEA model in order to select inputs/outputs and 

evaluate all DMUs, simultaneously, in a single-stage. 

The rest of the paper is organized as follows: In Section 2, a variable returns to scale DEA model based on the 

common weights approach is presented. A single stage selecting approach is introduced in Section 3. Section 4 

illustrates the applicability of the proposed approach by using a real data set of the banking industry in Iran. The 

paper concludes in Section 5. 

2 Common set of weights model  

Consider a set of 𝑛 DMUs, each consuming various amounts of 𝑚 inputs to produce 𝑠 outputs. Let 𝐱𝑗 =

(𝑥1𝑗 , … , 𝑥𝑚𝑗) ∈ ℝ𝑚and 𝐲𝑗 = (𝑦1𝑗 , … , 𝑦𝑠𝑗) ∈ ℝ𝑠 represent the input and output semi-positive vectors for 

𝐷𝑀𝑈𝑗(𝑗 = 1,… , 𝑛), respectively. Charnes, et al.[4] proposed a linear programming model, which is referred to as 

CCR (Charnes, Cooper and Rhodes), for evaluating the relative efficiencies among DMUs with multiple inputs 

and multiple outputs under constant returns to scale (CRS) technology. Banker, et al. [3] suggested the following 

model, which is known as BCC (Banker, Charnes and Cooper), to handle the variable returns to scale (VRS) 

situation: 

  

max 𝜃𝑜 = ∑ 𝑢𝑟𝑦𝑟𝑜
𝑠
𝑟=1 + 𝑢𝑜

s. t. ∑ 𝑣𝑖𝑥𝑖𝑜
𝑚
𝑖=1 = 1

∑ 𝑢𝑟𝑦𝑟𝑗 + 𝑢0
𝑠
𝑟=1 − ∑ 𝑣𝑖𝑥𝑖𝑗

𝑚
𝑖=1 ≤ 0𝑗 = 1,… , 𝑛

𝑣𝑖 ≥ 𝜀𝑖 = 1,2, … ,𝑚
𝑢𝑟 ≥ 𝜀𝑟 = 1,2, … , 𝑠

 (2) 

 

where 𝑢𝑟 and 𝑣𝑖 are the set of output and input weights, respectively, 𝑢𝑜is a variable with free in sign; and 𝜀 > 0 

is the non-Archimedean infinitesimal, which is employed to hinder the weights to become zero [1]. Let the optimal 

solution of model (2) be (𝜃𝑜
∗, 𝒖∗, 𝒗∗, 𝑢𝑜

∗).The value of 𝜃𝑜
∗ is named BCC-efficiency score of 𝐷𝑀𝑈𝑜. If 𝜃𝑜

∗ = 1, then 

𝐷𝑀𝑈𝑜 is BCC-efficient and otherwise is BCC-inefficient.  

Model (2) finds input/output weights that are DMU-specific, and it is acceptable for individual circumstances 

of operation of DMUs, in practice, it can fail to discriminate on the performance of DMUs. In fact, most units 

attain the maximum or near maximum efficiency score. On the other hand, there are situations in which the differ-

ent DMUs experience similar circumstances and therefore, using input/output weights that differ substantially 

across DMUs may not be warranted. When that is the case, both the inputs and the outputs should be aggregated 

by using weights that are common to all the DMUs [10]. There are different models have been proposed to evaluate 

and rank DMUs based on the common weights (CW) approach, one of the most appropriate of them is the follow-

ing model which is named the minimax deviation CW model.  

   

min 𝑑𝑚𝑎𝑥

s. t. ∑ 𝑣𝑖𝑥𝑖𝑗
𝑚
𝑖=1 ≤ 1𝑗 = 1, … , 𝑛

∑ 𝑢𝑟𝑦𝑟𝑗 + 𝑢0
𝑠
𝑟=1 − ∑ 𝑣𝑖𝑥𝑖𝑗

𝑚
𝑖=1 + 𝑑𝑗 = 0𝑗 = 1,… , 𝑛

𝑑𝑚𝑎𝑥 − 𝑑𝑗 ≥ 0𝑗 = 1, … , 𝑛

𝑣𝑖 ≥ 𝜀𝑖 = 1,2, … ,𝑚
𝑢𝑟 ≥ 𝜀𝑟 = 1,2, … , 𝑠

 (3) 
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In this model, 𝐷𝑀𝑈𝑗  is CW-efficient if and only if 𝑑𝑗
∗ = 0 or, equivalently, 𝜌𝑗

∗ =
∑ 𝑢𝑟

∗𝑦𝑟𝑗+𝑢0
∗𝑠

𝑟=1

∑ 𝑣𝑖
∗𝑥𝑖𝑗

𝑚
𝑖=1

= 1, and other-

wise it is CW-inefficient. Based on this notation, the value of  𝜌𝑗
∗ is called CW-efficiency score of 𝐷𝑀𝑈𝑗. To see 

the role of the non-Archimedean epsilon in CW-DEA models see Toloo [12]. 

It is worth noticing that model (3) is an aggregated model and generally, CW-efficiency score of a DMU is less 

than or equal to its BCC-efficiency score and therefore the discriminating power of model (3) is higher than model 

(2). Nevertheless, it is possible that there exists some cases which the number of inputs/outputs and DMUs con-

travene the rule of thumb and discriminating power of CW model (3) is also reduced. In the next section, we 

propose a selecting DEA model that can handle the situations, in which the manager has to select some of the 

performance measures among suggested inputs and outputs. 

 

3 Selecting inputs/outputs in DEA  

Consider 𝑛 DMUs, with 𝑚 inputs and 𝑠 outputs, where 𝑛 < max{3(𝑚 + 𝑠),𝑚 × 𝑠}. In this situation, one approach 

for having a sharper discrimination among DMUs is decreasing the number of inputs/outputs (𝑚 + 𝑠), such that 

the rule of thumb (1) is met. Let𝑠1 and 𝑠2 denote subsets of outputs corresponding to fixed-output and selective-

output measures, respectively. Similarly, assume that 𝑚1 and 𝑚2 are the parallel subsets of inputs. Toloo and 

Tichý [14] presented the following mixed integer programming model to reduce the number of inputs/outputs, as 

an individual BCC-based model. 

  

max∑ 𝑢𝑟𝑦𝑟𝑜
𝑠
𝑟=1 + 𝑢0

s. t.
∑ 𝑣𝑖𝑥𝑖𝑜
𝑚
𝑖=1 = 1

∑ 𝑢𝑟𝑦𝑟𝑗
𝑠
𝑟=1 + 𝑢0 − ∑ 𝑣𝑖𝑥𝑖𝑗

𝑚
𝑖=1 ≤ 0𝑗 = 1, … , 𝑛

∑ 𝑏𝑟
𝑦

𝑟∈𝑠2 + ∑ 𝑏𝑖
𝑥

𝑖∈𝑚2
≤ min {[

𝑛

3
] , 2√𝑛} − (|𝑚1| + |𝑠1|)

𝜀𝑏𝑖
𝑥 ≤ 𝑣𝑖 ≤ 𝑀𝑏𝑖

𝑥𝑖 ∈ 𝑚2

𝜀𝑏𝑟
𝑦
≤ 𝑢𝑟 ≤ 𝑀𝑏𝑟

𝑦
𝑟 ∈ 𝑠2

𝑏𝑖
𝑥, 𝑏𝑟

𝑦
∈ {0,1}𝑖 ∈ 𝑚2, 𝑟 ∈ 𝑠2

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀𝑖 ∈ 𝑚1, 𝑟 ∈ 𝑠1

 (4) 

where 𝜀 > 0is a small number and 𝑀is a large positive number. Binary variables 𝑏𝑖
𝑥 and 𝑏𝑟

𝑦
 are associated with 

selective input 𝑖 ∈ 𝑚2 and selective output 𝑟 ∈ 𝑠2, respectively. It should be noted that 𝑏𝑖
𝑥 is equal to 1 if its 

associated input is selected, and the same result can be achieved for 𝑏𝑟
𝑦
. Toloo and Tichý [14] proved that the 

selecting model (4) holds the rule of thumb.  

In the Toloo and Tichý’s method, since the model (4) uses an individual approach, selected variables for an 

individual DMU is different from the selected variables of other DMUs, and so there is no stability for this method. 

To tackle this issue they proposed an aggregate two-stage approach, which selective measures are chosen in the 

first stage and then the DMUs are evaluated in the second stage based on the selected measures. Here, we propose 

the following CW-DEA model which selects inputs/outputs and finds efficiency of DMUs, simultaneously. 

  

min 𝑑max

s. t.
∑ 𝑣𝑖(∑ 𝑥𝑖𝑗

𝑛
𝑗=1 )𝑚

𝑖=1 = 1

∑ 𝑢𝑟𝑦𝑟𝑗
𝑠
𝑟=1 + 𝑢0 − ∑ 𝑣𝑖𝑥𝑖𝑗

𝑚
𝑖=1 + 𝑑𝑗 = 0 𝑗 = 1, … , 𝑛

∑ 𝑏𝑟
𝑦

𝑟∈𝑠2 + ∑ 𝑏𝑖
𝑥

𝑖∈𝑚2
≤ min {[

𝑛

3
] , 2√𝑛} − (|𝑚1| + |𝑠1|)

∑ 𝑏𝑖
𝑥

𝑖∈𝑚2
≥ 1

∑ 𝑏𝑟
𝑦

𝑟∈𝑠2 ≥ 1

𝑑max − 𝑑𝑗 ≥ 0 𝑗 = 1, , , 𝑛

𝜀𝑏𝑖
𝑥 ≤ 𝑣𝑖 ≤ 𝑀𝑏𝑖

𝑥 𝑖 ∈ 𝑚2

𝜀𝑏𝑟
𝑦
≤ 𝑢𝑟 ≤ 𝑀𝑏𝑟

𝑦
 𝑟 ∈ 𝑠2

𝑑𝑗 ≥ 0 𝑗 = 1,… , 𝑛

𝑏𝑖
𝑥, 𝑏𝑟

𝑦
∈ {0,1} 𝑖 ∈ 𝑚2, 𝑟 ∈ 𝑠2

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 𝑖 ∈ 𝑚1, 𝑟 ∈ 𝑠1

 (5) 
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It should be mentioned here that the 𝑛 normalization constraints ∑ 𝑣𝑖𝑥𝑖𝑗
𝑚
𝑖=1 ≤ 1(𝑗 = 1,2, . . 𝑛) are replaced 

with the aggregate normalization constraint ∑ 𝑣𝑖(∑ 𝑥𝑖𝑗
𝑛
𝑗=1 )𝑚

𝑖=1 = 1 in order to reduce the number of constraints as 

much as possible. Constraints ∑ 𝑏𝑖
𝑥

𝑖∈𝑚2
≥ 1and ∑ 𝑏𝑟

𝑦
𝑟∈𝑠2

≥ 1 force that at least on of selective inputs and one of 

selective outputs are selected.  

 

Theorem 1. The presented model (5) will meet the rule of thumb. 

Proof. Let (𝐮∗, 𝑢0
∗ , 𝐯∗, 𝐛𝑦∗, 𝐛𝑥∗) be the optimal solution of selecting model (5). As inspection makes clear, if  𝑏𝑝

𝑥∗ =

1, then the selective input measure 𝑝is selected. In a similar manner, the selective output q is selected when 𝑏𝑞
𝑦∗

=

1. Hence, the total number of involved inputs and output, including fixed and selective measures is equal to 

(|𝑚1| + ∑ 𝑏𝑖
𝑥∗

𝑖∈𝑚2
) + (|𝑠1| + ∑ 𝑏𝑟

𝑦∗

𝑟∈𝑠2
). Now, taking the constraint ∑ 𝑏𝑟

𝑦
𝑟∈𝑠2

+ ∑ 𝑏𝑖
𝑥

𝑖∈𝑚2
≤ min{[𝑛/

3], 2√𝑛} − (|𝑚1| + |𝑠1|) into consideration, two cases may arise: 

(i) [𝑛/3] = min{[𝑛/3], 2√𝑛} which implies 𝑛 ≥ 3 ((|𝑚1| + ∑ 𝑏𝑖
𝑥∗

𝑖∈𝑚2
) + (|𝑠1| + ∑ 𝑏𝑟

𝑦∗

𝑟∈𝑠2
)) 

(ii)  2√𝑛 = 𝑚𝑖𝑛{[𝑛/3], 2√𝑛} which considering the constraint ∑ 𝑏𝑟
𝑦

𝑟∈𝑠2
+ ∑ 𝑏𝑖

𝑥
𝑖∈𝑚2

≤ 2√𝑛−(|𝑚1| + |𝑠1|) 

leads to 𝑛 ≥ (|𝑚1| + ∑ 𝑏𝑖
𝑥∗

𝑖∈𝑚2
) × (|𝑠1| + ∑ 𝑏𝑟

𝑦∗

𝑟∈𝑠2
).  

As a result, from the optimal solution of the selecting model (5) we obtain 𝑛 ≥ max {3 ((|𝑚1| + ∑ 𝑏𝑖
𝑥∗

𝑖∈𝑚2
) +

(|𝑠1| + ∑ 𝑏𝑟
𝑦∗

𝑟∈𝑠2
)) , ((|𝑚1| + ∑ 𝑏𝑖

𝑥∗
𝑖∈𝑚2

) (|𝑠1| + ∑ 𝑏𝑟
𝑦∗

𝑟∈𝑠2
))} which completes the proof.                       ■ 

 

In the next section, we utilize a real data set of the banking industry in order to show the applicability of the 

proposed CW selecting approach. 

 

4 Application 
This section illustrates the proposed approach through a real data set obtained from annual reports of 12 branches 

of a private bank in Iran, the inputs and outputs measures are suggested as follows: 

Inputs: Employees, Number of accounts, Assets, Space, Costs, Expenses, 

Outputs: Number of transactions, Deposits, Loans, Check card, Credit card, OTP. 

 

Table (1) exhibits the data set and, BCC-efficiency and CW-efficiency scores. The last two columns in the 

table show that all DMUs are BCC-efficient and about 60% of banks (i.e. 7 out of 12) are CW-efficient. Indeed 

BCC model fails to discriminate DMUs and discrimination power of CW model is not strong enough because of 

an inadequate number of performance measures (𝑛 = 12 < 36 = max{3(𝑚 + 𝑠),𝑚 × 𝑠}).  To get an acceptable 

result, we have to decrease the number of inputs/outputs such that the rule of thumb is held. To this end, we apply 

presented selecting model (5) to the data set in Table (1). Referencing Toloo and Tichý [14], in more than 80% of 

the bank studies ‘Employees’ is considered as an input and subsequently it is reasonable to consider it as a fixed 

input. Hence, we consider the number of employees as the fixed input and the other inputs and outputs as selective 

measures. Optimal solution shows that ‘Costs’ is the selected input and ‘Loans’ and ‘Check card’ are the selected 

outputs. Table (2) summarizes all fixed and selected data and also acceptable CW-efficiency scores which is ob-

tained by solving model (5). As can be extracted from the table, there are 2 CW-efficient banks out of 12 banks 

which shows the proposed model is succeed in decreasing the percentage of efficient DMUs from 60% to 16% 

with two CW-efficient DMUs. Also, the number of involved input/output measures and the number of DMUs meet 

the rule of thumb.   
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D
M

U
   Inputs      Outputs    efficiency 

Employ-

ees 

No. of 

accounts 
Assets Space Costs Ex-

penses 

 No. of 

transactions 

Deposits Loans Check 

card 

Credit 

card 

OTP  BCC CW 

1 33 1250 1753 97 10020 3137  5214 72149 57537 5105 4839 25  1.00 0.87 

2 21 3217 1155 61 8427 2180  5145 42654 52485 2797 2697 5  1.00 0.99 

3 15 1475 829 44 5283 2887  3913 45732 14237 3795 3500 32  1.00 1.00 

4 18 1689 1023 52 5856 2606  4559 53323 37418 1858 1746 8  1.00 1.00 

5 27 2669 1536 79 7326 1989  5031 49153 47139 4811 4578 31  1.00 1.00 

6 24 7175 1367 70 8326 3727  5053 92365 55543 6840 6588 45  1.00 1.00 

7 21 2120 1193 61 6525 3473  4762 64235 22347 5382 5188 22  1.00 0.98 

8 21 1464 1111 61 11135 1524  4307 42012 73925 3187 2984 22  1.00 1.00 

9 21 8924 1182 68 6920 3573  5331 69360 27246 3743 3524 24  1.00 0.85 

10 21 2388 1069 61 5864 2523  4004 51438 26531 4360 4140 17  1.00 1.00 

11 18 4714 992 52 5039 2398  2342 39948 20223 2688 2574 36  1.00 0.79 

12 21 1866 1180 62 8378 3165  4238 154284 43928 4182 4008 18  1.00 1.00 

Table 1 Bank data (Source: Authors’ calculation, 2015) 

 

 

 

DMU 
Inputs  Output  Single Stage 

CW-efficiency Employees Costs  Loans Check card  

1 33 10020  57537 5105  0.82 

2 21 8427  52485 2797  0.88 

3 15 5283  14237 3795  0.74 

4 18 5856  37418 1858  1.00 

5 27 7326  47139 4811  0.98 

6 24 8326  55543 6840  1.00 

7 21 6525  22347 5382  0.75 

8 21 11135  73925 3187  0.86 

9 21 6920  27246 3743  0.74 

10 21 5864  26531 4360  0.88 

11 18 5039  20223 2688  0.86 

12 21 8378  43928 4182  0.82 

Table 2 Selected inputs/outputs and CW-efficiencies (Source: Authors’ calculation). 

 

5 Conclusion 

The lack of discrimination among efficient DMUs is an important challenge in DEA. There are some different 

reasons causing weak discrimination among DMUs, one of them is the high ratio of inputs/outputs number to the 

number of DMUs, in such case a large percentage of DMUs will be identified as efficient. One way to tackle this 

issue is selecting some of inputs/outputs, based on the rule of thumb, in a manner that the discrimination of DMUs 

is improved. In this paper, we dealt with selecting inputs/outputs and modified the common weight BCC model to 

obtain a selecting model with the aim of selecting a set of acceptable performance measures. Moreover, the pro-

posed approach can take the fixed performance measures into consideration. A real application of banking industry 

in Iran is used to show the applicability of the introduced model. It was shown that the approach leads to the 

maximum discrimination between efficient DMUs. As a future research, an epsilon-free approach [11] can be 

extended in order to exclude the non-Archimedean epsilon from the suggested model. 
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Employee Selection – Case Study  
Applying Analytic Hierarchy Process 

Zuzana Kiszová1 

Abstract. The employee selection is one of the key activities of human resources 
management in organizations. The result of this process influences performance and 
success of work teams, education and training costs. An interview, personality and 
performance tests and assessment centres are methods often used in selection pro-
cess in organizations. Some supplementary methods can be applied. 
The case study demonstrates one part of director assistant selection. The selection 
process in this case is divided in three parts. As the first step, unsuitable candidates 
not satisfying necessary conditions are eliminated. As the second step, candidates 
are completing performance test. As the third step, three best candidates are inter-
viewed by personnel manager and director. The case study focuses on the second 
part – the task completing as a performance test.  
The usual way of determining results applied in the selected company is total sum of 
points. Modification of this procedure by analytic hierarchy process (AHP) is sug-
gested in this paper. Particular tasks are pairwise compared and their priorities are 
derived. Results gained by both methods are compared. 

Keywords: employee selection, analytic hierarchy process, priorities. 

JEL Classification: C44, O15 
AMS Classification: 90B50, 90C29, 91B06 

1 Introduction 
Effectively invested disposable resources are one of company competitiveness conditions. Enterprises use mate-
rial, financial and human resources to reach their goals. All these resources are of strategic significance, they are 
connected to each other and one cannot be used without the others.  

Human resources management includes many personnel activities. Employee selection is one of them. It in-
fluences performance and success of work teams or education and training costs. This activity is concerned in 
selection of a candidate satisfying some general and particular characteristics and conditions. Various methods 
are used for this purpose. Analytic hierarchy process can be applied in the selection process, too; for example as 
in [6] for criteria selection, in [2] for human performance improvement, in [7] for competency models or in the 
fuzzy modification as in [1], [5] or [10]. 

This paper consists of 3 chapters. The first one presents some employee selection methods briefly. The sec-
ond chapter is focused on analytic hierarchy process and the third one occupies with the case study of employee 
selection using the analytic hierarchy process. Then the conclusion follows. 

2 Employee selection  
Recruitment and selection go hand in hand with each other. Recruitment includes defining requirements and 
attracting candidates. Selecting candidates means sifting applications, interviewing, testing, assessing candidates, 
assessment centres, offering employment, obtaining references [3]. To the most popular selecting methods be-
long interview, assessment centres and tests. 

Some types of interviews may be distinguished:  
• individual interview – there is one person on each side, i.e. one candidate and one interviewer; it gives oppor-

tunity to become more relaxed and feel comfortable;  
• interviewing panel and selection board – one candidate and two or more interviewers attend the interview, 

which enables to all participants to bring up their questions, but the candidate may become nervous and un-
comfortable.  

                                                           
1 Silesian University in Opava, School of  Business Administration in Karviná, Department of Informatics and 
Mathematics, Karviná, Univerzitní náměstí 1934/3, kiszova@opf.slu.cz. 
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Assessment centre is comprehensive method of selection and/or evaluation. It enables to observe candidates’ 
behavior in different situations: team work, conflict management, communication with other people. It is focused 
especially on social skills. 

Many types of tests may be used in the selection, for example personality tests, intelligence tests or skills and 
knowledge tests [8]. Some of them are of psychological character, some of them are more qualification-focused. 
These tests may be evaluated by internal employee or outsourced to a specialized company. 

3 Analytic hierarchy process 
Analytic hierarchy process is multicriteria decision-making method. The problem is structured in a hierarchy of 
three (or more) levels. The goal of the problem represents the highest level, the second one belongs to criteria, i. 
e. substantial factors influencing the decision (or evaluation), and alternatives to be assessed are on the last level 
of hierarchy. The criteria may be quantitative and qualitative, too. Quantitative criteria are of minimizing or 
maximizing character. 

The pairwise comparisons method is used to derive unknown/undetermined weights (priorities) of objects on 
each hierarchy level. All objects are compared to each other by couples. If there are numerical characteristics of 
object, these are pair-compared. If the characteristics of objects are qualitative, the nine-point scale is applied to 
express the difference of preferences in couple of objects. Number one means equality, number nine represents 
extreme difference between objects, see [11]. See table 1. 

 

Intensity of importance Definition 
1 Equal importance 

2 Weak 
3 Moderate Importance 

4 Moderate plus 

5 Strong Importance 

6 Strong plus 

7 Very strong Importance 

8 Very, very strong 
9 Extreme importance 

Table 1 The nine-point scale 

Values of the pairwise comparisons represent estimation of weight ratio of two compared elements of the 
same hierarchic level: 

 ,
j

i
ij w

w
a =  (1) 

where ija is value of pairwise comparison between the i -th and j -th object, iw  is weight of the i -th object, 

jw  is weight of thej -th object. The i -th object is equal to itself, corresponding value is 1. 

There is multiplicative reciprocity between pair-compared objects: 

 

.1

or  
1

=⋅

=

jiij

ij
ji

aa

a
a

 (2) 

Values of pairwise comparisons are inserted in the pairwise comparison matrix .A  Maximal eigenvalue 

maxλ  and corresponding eigenvector w  are to be calculated according to the characteristic equation: 

 .maxwAw λ=  (3) 
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Some special attributes of this matrix ensure relatively simple calculation of its maximal eigenvalue maxλ  

and corresponding eigenvector .w  When normalized, i.e. 1
1

=∑
=

n

i
iw , element iw  of vector w  represents the 

relative importance of  thei -th object. 

The pairwise comparison matrix is square. All n  objects of given hierarchical level are compared to each 

other and the nn×  matrix is created. It is enough to execute 2/)( 2 nn −  pairwise comparisons with respect to 

the reciprocity. 

The matrix is nonnegative, too. If pairwise comparisons are expressed by the nine-point scale, the possible 
values are { }9 ;8 ...; ;2 ;1 ;2/1 ...; ;8/1 ;9/1 . If pairwise comparisons are expressed by real number ratio, the value 

may be negative. Sufficiently large positive number has to be added to all pair-compared entry values to get 
nonnegative matrix. 

The pairwise comparison matrix is irreducible. That means it is not possible to rearrange the columns and 
rows to get zero submatrix. This attribute is ensured when expressing pairwise comparisons by the nine-point 
scale. If the pairwise comparison value got by the real number ratio is zero, it is necessary to add sufficiently 
large positive number to all entry values. 

The Perron-Frobenius theorem ensures existence of the maximal eigenvalue and corresponding eigenvector 
including positive components for such matrix (see [9], page 673). The Wieland theorem is applied to derive the 
eigenvector, see e.g. [4]: 

 
eAe

eA
w

k

k

k T
lim

∞→
=  (4) 

where kA  is the k -th power of matrix ,A  e  is vector of ones, i.e. ).1 ;...;1 ;1 ;1(T =e  

Some inconsistency may appear in pairwise comparisons. It means the following consistency condition is not 
satisfied: 

 ikjkij aaa =⋅  for all .,...,2,1,, nkji =  (5) 

Inconsistency is measured by inconsistency index .cI  It is calculated for nn×  matrix as follows: 

 
1

max

−
−

=
n

n
I c

λ
. (6) 

The inconsistency index must not exceed the threshold of 10 %. In such a case the matrix is considered to be 
sufficiently consistent. Otherwise the pairwise comparisons have to be reassessed. 

Weighted sum is calculated when weights of all criteria and weights of all alternatives according to all crite-
ria are derived. The result is overall weights of alternatives with regard to the goal. This result gives final ranking 
of alternatives. 

4 Case study 
The case study concerns with selection of an employee in a medium enterprise. This high-tech enterprise is fo-
cused on automated measuring and testing systems, electricity quality monitoring systems, industrial testers and 
camera systems. The enterprise looks for a director assistant. 

Some essential requirements of education and skills and some information about the job are announced: sec-
ondary education, typing skills, English communication skills, Microsoft Office knowledge and driving skills. 
Applications and curricula vitae are sent to the personnel department. Some unsuitable candidates not satisfying 
necessary conditions are eliminated. Completing performance test is the first selection round. Candidates have to 
complete six written tasks by means of computer and the Internet: transport order, accommodation reservation, 
costing, translation from Czech to English, public contract administration and personality presentation. These 
tasks are usual part of the director assistant work. Three best candidates are chosen and they are invited to sec-
ond selection round – the interview with personnel manager and director. Here the notions of salary, work tasks 
and working hours are discussed. 
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The case study focuses on the first round – the performance test comprising six tasks: 
• transport order (TO) – some information about the transporter, loading and unloading place and the ship-

ment parameters are given and candidates write a transport order in Czech and find insurance options infor-
mation; formal arrangement, content and insurance options are evaluated, 2 + 2 + 1 points may be given;  

• accommodation reservation (AR) – some information about the hotel, date and room equipment are given 
and candidates shall write an accommodation reservation in English; formal arrangement and content are 
evaluated, 2 + 2 points may be given; 

• costing (C) – some information about cars parameters, average fuel consumption, driven distance in some 
months are given; candidates shall create tables of fuel consumption, driven distance and average fuel costs 
in Microsoft Office Excel (they shall find out a price figure source, too); procedure and results, formulas 
used in MSO Excel and price figure source finding out are evaluated, 2 + 2 + 1 points may be given; 

• translation from Czech to English (T) – a professional text in English is given and candidates shall read it out 
in English and translate it in Czech using the Internet; pronunciation, translation and text understanding are 
evaluated, 1 + 1 + 2 point may be given; 

• public contract administration (PCA) – some materials about a public contract are given, candidates shall 
describe necessary documentation and their procuring; list of documents and way of their procuring are eval-
uated, 2 + 2 points may be given; 

• personality presentation (PP) – candidates shall create short presentation about themselves using Microsoft 
Office PowerPoint; creativity and applied effects as well as content are evaluated, 2 + 2 points may be given. 

Five suitable candidates are in the first selection round. Let’s call them candidate A, candidate B, candidate 
C, candidate D and candidate E. Their performances in each task are executed by the personnel manager, results 
are in table 2. 

 

Candidate TO AR C T PCA PP total 
Candidate A 1 + 2 + 1 2 + 1 2 + 1 + 1 0,5 + 0,5 + 2 0,5 + 0,5 1,5 + 1 17,5 

Candidate B 1,5 + 1 + 0 1 + 0,5 2 + 0,5 + 1 1 + 0,5 + 1 0,5 + 0 2 + 2 14,5 

Candidate C 2 + 1,5 + 1 2 + 1,5 2 + 1,5 + 1 0,5 + 0,5 + 1 1 + 0,5 1,5 + 1,5 19 

Candidate D 1 + 1 + 0 0,5 + 0,5 0,5 + 0,5 +0 0,5 + 0,5 +0 0,5 + 0,5 1 + 1 8 

Candidate E 1,5 + 1 + 0 0,5 + 0,5 2 + 1 + 1 0 + 0 + 0 1 + 0,5 1 + 1 11 

Table 2 Candidates evaluation 

Original evaluation procedure consists in total sum of points (last column in table 2). The personnel manager 
wishes to differentiate significance of tasks because some activities prevail in the director assistant job. These 
tasks should have stronger influence on the decision making. Personnel manager is not able to determine task 
weights directly, she compares all tasks in pairs according to their significance in the director assistant job and 
creates pairwise comparison matrix of tasks (figure 1). 

 

 TO AR C T PCA PP 

TO 1 3 3 5 1/4 7 

AR 1/3 1 3 4 1/2 6 

C 1/3 1/3 1 2 1/5 4 

T 1/5 1/4 1/2 1 1/6 2 

PCA 4 2 5 6 1 7 

PP 1/7 1/6 1/4 1/2 1/7 1 

Figure 1 Pairwise comparison matrix of tasks 
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Final rankings of candidates derived by original and weighted procedure are given in table 3.  

 

 Candidate A Candidate B Candidate C Candidate D Candidate E 
Original 2 3 1 5 4 
Weighted 2 4 1 5 3 

Table 3 Candidates ranking in original and weighted procedure 

Let’s remain that the best three candidates go to the second selection round. As we can see, candidate C is 
the best one in both cases and candidate A is the second best according to both types of selection procedure. 
Candidate D is always on the last position. Candidate B would go to the second selection round according to 
original procedure, but he is positioned as the fourth one in the weighted approach. Candidate’s E situation is 
opposite, he is ranked fourth by the original procedure and third according to weighted approach.  

As we can see, there is one difference in ranking of candidates. But this variance changes the triple composi-
tion of candidates going to the second selection round and it may cause different result of the whole employee 
selection process. Ranking alternations are brought about by deriving priorities of decisive factors. If candidate 
gets high score in highly valued factor, his total score is rising faster than if he gets high score in less valued 
factor. If one candidate gets high score in highly valued factor and the other one is evaluated only little points in 
the same factor, the gap between them becomes wider. This is the reason of changes is candidates ranking de-
rived by original and modified (weighted) procedure. 

5 Conclusion 
Analytic hierarchy process and the eigenvector method can be used successfully in human resources manage-
ment including employee selection. Sometimes people are not sure how to set considered factors priorities and 
that may be reason of getting unsatisfactory results in evaluating processes. The possibility of deriving still un-
known/undetermined weights of object is considerable advantage of analytic hierarchy process. These weights 
reflect evaluators’ preferences, the assessment and selection becomes more realistic and results are more accept-
able for the evaluator.  

In this paper, eigenvector method was applied in the case study of employee selection process. The personnel 
manager provided additional indispensable information, i.e. she performed pairwise comparisons of tasks. Un-
known weights of decisive factors were derived by the eigenvector method and the original procedure of deter-
mining candidate ranking was modified from total sum of points to total weighted sum of points. This adaptation 
brought minor change of candidates ranking and different triple of candidates going to the second selection 
round was gained. Priorities inclusion may cause major, minor or no changes in candidates ranking – it depends 
on individual setting of the selection process. 
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Abstract. Nowadays planning is aided with Advanced Planning and Scheduling 

Systems that are calculating with constrained capacities. However there is used 

common scheduling approach of assigning jobs to resources that complete the work 

in specific time. Processing tasks, which are composed from segments of several 

preceding jobs, are not scheduled in this way, but long term planning approach is 

used.  

This paper is following recent trends in manufacturing systems and operations re-

search focusing on scheduling special technologies as rapid prototyping, heat treat-

ment or surface finishing technologies. These technologies require two stage sched-

uling approach of work space partitioning and classical batch scheduling.  

This article is proposing early research done by reviewing three dimensional Bin 

Packing Problem and by developing and testing constructive algorithm inspired by 

MinfMaxr approach with goal to discuss further approach of special technologies 

batch scheduling. Batch scheduling scheme and its possible implementation in to 

Advanced Planning and Scheduling system is than discussed. 

Key words: Space Partitioning, Bin Packing Problem, Scheduling, Constructive Al-

gorithm 

JEL Classification: L23 

AMS Classification:90C27 

1 Introduction 

Fulfilment of the fourth industrial revolution i.e. Industry 4.0 is widely debated with ease and scepticism but it is 

sure that will contains basic principles of automation with aid of methods of operation research as artificial intel-

ligence [21] , multi-criteria decision making [9], ending with transportation optimization[23]. 

Production planning and scheduling using information systems usually consist of hierarchic module data sharing. 

The first hierarchic level focuses on material availability (Material Requirements Planning) by planning long 

term utilization of material given by forecast of customer demand. There is also limited job planning, which is 

based on production lead times. However, this approach provide limited accuracy of setting due date of each jobs 

because it is not considering machine utilization.  

The second level is than focused on calculating resources, usually machines, utilization (Manufacturing Re-

source Planning). Second level provide corrections of first level provided due dates by moving term planned 

tasks along planning horizon by forward and backward scheduling while checking 100% machine utilization. 

Levelling machine utilization below desired level can be done automatically by moving jobs further in time or, 

and more likely, by information system user interventions. This kind of schedule is reflecting utilization and 

production lead times on one side and not taking in account job conflicts on machines (more jobs are planned on 

one resource at same time) on other side. 

The third level known as advanced planning and scheduling is than removing job conflict by so called schedul-

ing in to constrained capacities. Constrained capacities usually means machines and in the case of considering 

workers or setup jigs we are talking about multi constrained manufacturing planning (models).  

The fourth level is used to day to day operative planning which purpose is to limit random events in the system 

(defects, machine breakdowns, missing workers etc.). 

This paper is focussing on the third level of production planning and mainly on cases where there is possible to 

schedule several jobs in one tasks and resource is constrained by working space of machines. This problem is 

addressed as scheduling of P-batch where batch processing time is equal to the maximum processing time among 
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all tasks. This problem has wide variety of application in manufacturing systems as mechanical engineering (heat 

treating furnaces [20], during blasting [14] or burnishing [19]), electrical engineering (chip testing operations 

[13], long term heating or baking-out [12], wafer fabrication [1], manufacturing of ceramic semiconductors [17]) 

and services (operation Medical processing of sterilization as shown in [18] and [22]) as: 

P-batch scheduling is in this paper is taking in account placing incompatible job families with product different 

dimensions in to the working space. This problem is addressed as Bin Packing Problem. Following chapters are 

dealing with three dimensional Bin Packing Problem (3DBPP). There are reviewed basic classification and solu-

tion methods of mentioned problem together with preliminary testing of designed Maximal Box algorithm on 

benchmark problems. Batch scheduling problem together with special technology constraints to 3DBPP and 

usability of designed algorithm is than discussed. 

2 Three dimensional Bin Packing Problem  
Our problem which contains batch scheduling of various types of product focus on placing object in special 

technologies like heating treatment or 3D printing (ie. Rapid Prototyping- RP) devices with goal to minimize 

overall process time so number of batches i.e. bins. This problem can be modeled or described as bin packing 

problem. We are focusing on bin packing problem, where complex shape of inserted object in to the bin is sim-

plified to three-dimensional object - box. 

The Three-Dimensional Bin Packing Problem (3D-BPP) consists of orthogonally packing all the items into the 

minimum number of bins. 3DBPP is strongly NP-hard as it is a generalization of the well-known one dimension-

al Bin Packing Problem (1D-BPP), in which a set of n positive values wj has to be partitioned into the minimum 

number of subsets so that the total value in each subset does not exceed a given bin capacity W.  

3D BPP has lot of applications which can be divided in to two basic classes:  

 Three-dimensional optimal packing - space optimization and volume utilization with rectangular shaped 

boxes as container loading optimization, pallet building and truck loading, air cargo load planning, 

warehouse management systems etc. 

 Three-dimensional Limited Resource Scheduling - multi-dimensional containment heuristic approaches 

as multi-dimensional limited resource scheduling and constraint based resource planning, job-shop 

scheduling, finite capacity scheduling optimization, logistics planning, time tabling optimization algo-

rithms etc. 

There are various methods how to solve BPP begging with classical methods like branch and bound [16], mix 

linear integer programming [8], local search [24] evolution base [6] or hybrid approach [26]. Solving method is 

usually dependent on additional constraints i.e. problems. Most models deal with packing connected problems as 

warehouse management [25], distribution logistics [3] but also with manufacturing [7]. 

We are solving 3D BPP to implement in three-dimensional Limited Resource Scheduling, so combining BPP 

with job shop scheduling, which is solved by hybrid genetic algorithm [10]. 

In our case, there are given a set of n rectangular-shaped items, each characterized by width wj , height hj and 

depth dj (j∈ J = {1;…; n}), and an unlimited number of identical three-dimensional containers (bins) having 

width W, height H and depth D. We assume that the items may be rotated within all axes (x,y,z). Following chap-

ters describes and tests constructive based algorithm (Maximum box algorithm), to solve before described prob-

lem.  

2.1 Maximum box algorithm  

Maximum box algorithm is inspired by Maximal rectangle algorithms presented in [16] and [11]. The set of 

placed boxes is arranged according to the volume from the biggest to the smallest. The first bin of given propor-

tions and a box of free space covering the entire space of the bin are created at the preparation phase of the algo-

rithm. 

The placed boxes are consecutively chosen from the arranged set. Task has no solution if the first block has 

bigger volume than the space of the bin. The first block is placed in the corner of the free space. The free space is 

divided into three new free spaces which covers the space of the cut out boxes. Following boxes are placed in to 

newly created spaces. Boxes are rotated in all axes if they do not fit at first try. New bin is created if there is no 

other option of placement. Following blocks (third and following ones) are placed in to newly design free spaces 

as it is shown at Figure 1. Free spaces which are only subspaces of the bigger ones are eliminated. 
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Figure 1 Free space fragmentation 

Algorithm is than placing and rotating boxes, by procedure described below, until there are no boxes available:  

Data structure 

Bins contain set of Bin 

Bin contain set of  FreeSpace 

FreeSpace = {w; d; h; centerX; centerY; centerZ} 

Boxes contain set of Box 

Box = {w; d; h; centerX; centerY; centerZ} 

Initialize: 

01 create new Bin B in the Bins 

02 add new FreeSpace F = (W; D; H) to B 

Pack: 

03 sort Box in the Boxes by size of volume from the biggest 

04 foreach Box X in the Boxes 

05  Bool placed = False 

06   

07  foreach Bin B in the bins 

08    foreach FreeSpace F in the Bin B 

09     for rot = 1:6 

10      B = rotate X by rot 

11       

12      if F.w>=X.w and F.d>=X.d and F.h>=X.h 

13       placed = True 

14       compute F - X and subdivide the result into at most six new FreeSpaces G1;..;G6 

15       add G1;...;G6 to B 

16       break 

17    if placed = True 

18     break 

19  if placed = False 

20    create new Bin B in the Bins = (W; D; H) 

21    add new FreeSpace F = (W; D; H) to B 

22    compute F - X and subdivide the result into at most six new FreeSpaces G1;...;G6 

23    add G1;...;G6 to B  

24  optimize FreeSpaces in the Bin B (Erase FreeSpace, which is only subspace) 

25  sort FreeSpaces in the Bin B by size of the volume from the smallest 

2.2 Test problems and Results 

We considered three types of instances published in [16]. All test instances are available at [4]. The first class of 

instances are generalizations of the instances considered by Martello and Vigo in [15].  

The first class instance has bin size is W = H = D = 100 and five types of items are considered (u.r. stands for 

„Uniformly random―) with: 

 Type 1: wj u.r. in [1;1/2W], hj u.r. in [2/3H; H], dj u.r. in [2/3D; D]. 

 Type 2: wj u.r. in [2/3W; W], hj u.r. in [1;1/2H], dj u.r. in [2/3D; D]. 

 Type 3: wj u.r. in [2/3W; W], hj u.r. in [2/3H; H], dj u.r. in [1;1/2D]. 
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 Type 4: wj u.r. in [1/2W; W], hj u.r. in [1/2H; H], dj u.r. in [1/2D; D]. 

 Type 5: wj u.r. in [1;1/2W], hj u.r. in [1;1/2H], dj u.r. in [1;1/2D]. 

The second class is a generalization of the instances presented by Berkey and Wang [2]: 

 Type 6: bin size W = H = D = 10; items with wj ; hj ; dj are u.r. in [1; 10]. 

 Type 7: bin size W = H = D = 40; items with wj ; hj ; dj are u.r. in [1; 35]. 

 Type 8: bin size W = H = D = 100; items with wj ; hj ; dj are u.r. in [1; 100]. 

The third class consists of ―all-fill‖ problems [20]:  

 Type 9: instances have a known solution with three bins, since the items are generated by cutting the 

bins into smaller parts. For a problem with n items, bins 1 and 2 are cut into n/3 items each, while bin 3 

is cut into n-2(n/3) items. The cutting is made using procedure presented in [16]. 

Table 1 presents computation time results (t [s]), where (0.00) time represent result where computation time was 

below one hundred of a second and (–) represents situation, where ONEBIN algorithm was not able to find solu-

tion within 1000 s which satisfied lower bound definition in [16]. 

 

t  [s] σ t  [s] σ t  [s] σ t  [s] σ t  [s] σ t  [s] σ t  [s] σ t  [s] σ t  [s] σ

MaxBox 0.02 0.28 0.02 0.50 0.02 0.50 0.02 0.78 0.02 0.47 0.01 0.25 0.01 0.33 0.02 0.35 0.01 0.17

ONEBIN 0.00 0.32 0.00 0.59 0.00 0.64 0.00 0.83 0.01 0.67 0.00 0.45 0.01 0.67 0.01 0.40 0.00 0.00

MaxBox 0.05 0.34 0.04 0.32 0.04 0.44 0.06 0.70 0.03 0.44 0.02 0.23 0.03 0.38 0.04 0.30 0.01 0.37

ONEBIN 0.00 0.47 0.00 0.45 0.00 0.50 0.00 0.74 0.01 0.61 0.01 0.47 0.01 0.43 0.01 0.37 0.00 0.00

MaxBox 0.09 0.36 0.09 0.30 0.08 0.33 0.11 0.80 0.07 0.33 0.03 0.26 0.06 0.40 0.08 0.33 0.02 0.30

ONEBIN 0.01 0.43 0.01 0.53 0.00 0.43 0.00 0.86 0.02 0.44 0.01 0.38 0.02 0.52 0.01 0.48 0.01 0.00

MaxBox 0.14 0.28 0.14 0.37 0.13 0.43 0.19 0.82 0.11 0.34 0.05 0.20 0.10 0.19 0.13 0.29 0.04 0.33

ONEBIN 0.05 0.37 0.01 0.43 0.08 0.51 0.00 0.86 0.39 0.44 0.03 0.31 – 0.42 0.04 0.45 0.01 0.00

MaxBox 0.21 0.33 0.21 0.39 0.21 0.36 0.28 0.78 0.17 0.39 0.07 0.17 0.14 0.34 0.19 0.26 0.06 0.33

ONEBIN 3.40 0.43 0.40 0.43 0.48 0.41 0.01 0.81 0.05 0.42 0.79 0.26 – 0.45 0.07 0.40 1.96 0.00

MaxBox 0.32 0.33 0.31 0.32 0.31 0.36 0.43 0.83 0.26 0.36 0.10 0.16 0.20 0.32 0.28 0.36 0.09 0.40

ONEBIN 12.02 0.35 10.02 0.38 2.51 0.37 0.01 0.87 – 0.52 0.38 0.22 – 0.43 – 0.44 15.97 0.00

MaxBox 0.45 0.34 0.45 0.35 0.43 0.41 0.62 0.88 0.35 0.36 0.12 0.17 0.28 0.29 0.37 0.30 0.13 0.37

ONEBIN 35.15 0.33 – 0.39 – 0.42 0.01 0.90 – 0.49 1.73 0.24 – 0.62 28.93 0.35 – 0.07

MaxBox 0.60 0.33 0.59 0.35 0.55 0.39 0.83 0.91 0.47 0.34 0.16 0.18 0.35 0.34 0.50 0.27 0.16 0.37

ONEBIN 190.98 0.39 – 0.42 – 0.40 0.01 0.92 – 0.42 2.42 0.22 – 0.61 – 0.33 – 0.47

MaxBox 0.76 0.36 0.76 0.36 0.74 0.42 1.04 0.85 0.62 0.34 0.18 0.14 0.47 0.27 0.64 0.24 0.24 0.33

ONEBIN – 0.41 – 0.39 – 0.39 1.67 0.86 – 0.49 1.25 0.17 – 0.47 – 0.41 – 0.63

MaxBox 1.17 0.31 1.17 0.34 1.15 0.32 1.75 0.94 0.95 0.32 0.27 0.11 0.72 0.25 1.06 0.26 0.32 0.33

ONEBIN – 0.37 – 0.40 – 0.38 – 0.94 – 0.50 34.35 0.17 – 0.52 – 0.35 – 0.67

MaxBox 1.74 0.31 1.72 0.28 1.75 0.33 2.48 0.91 1.39 0.29 0.36 0.12 1.07 0.27 1.55 0.28 0.54 0.33

ONEBIN – 0.39 – 0.35 – 0.40 – 0.93 – 0.46 – 0.14 – 0.55 – 0.40 – 0.80

MaxBox 2.45 0.27 2.45 0.30 2.30 0.29 3.63 0.92 1.91 0.27 0.50 0.11 1.35 0.32 2.19 0.24 0.69 0.43

ONEBIN – 0.35 – 0.40 – 0.42 – 0.94 – 0.53 – 0.19 – 0.60 – 0.41 – 1.00

MaxBox 3.35 0.30 3.41 0.34 3.27 0.30 5.11 0.93 2.74 0.30 0.58 0.13 1.97 0.23 2.85 0.21 0.96 0.33

ONEBIN – 0.39 – 0.41 – 0.38 – 0.93 – 0.50 – 0.18 – 0.54 – 0.35 – 1.07

20

n Method

Type

1 2 3 4 5 6 7 8 9

10

15

60

70

80

90

25

30

35

40

45

50

 
Table 1 Maxbox and ONEBIN algorithm comparison 

For each type (1-9) there where generated 10 tests with n parts n ∈⟨10; 15; 20;…; 45⟩∧ ⟨50; 60; 70;…; 90⟩. 
All tests are comparing results of designed algorithm with ONEBIN approach presented by Martello and Vigo 

[15]. MaxBox and ONEBIN algorithm where compared with lower bound represented by total bin volume which 

is necessary to pack (1) 

     
jjjj DHWV        (1) 

and deviation σ (2), as there is no possibility to get lower number of bins than that is given by volume can be 

achieved, is than calculated as (Vj – part volume, Vbin –bin volume Ri – number of bins given by method): 
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Comparing MaxBox and ONEBIN scheme we can see, that in the models with small number of parts (below 25) 

branching scheme gets results faster than MaxBox, however its time prolongs considerably as solution space 

widens (in some cases more than 1000s). The values of deviance to lower bound shows, that in most cases Max-

Box algorithm performs same or better than ONEBIN, however it was not able to reach optimums (e.g. lower 

bounds). This is expected result as MaxBox is constructive algorithm which only optimization technique uses 

sorting by volume and trying to fit objects to free space by rotation only if position was not suitable in the first 

pack try. 

3 Technology based constraints of batch scheduling 
The purpose of this research is to schedule manufacturing resources (e.g. constraints) with incompatible job 

families, non-identical job sizes and dynamic job arrivals with objective function of maximizing the utilization 

of the batch processors or to minimize the total weighted tardiness. General approach is dividing scheduling 

steps in to loading available batches (including part properties – to indicate job families of manufacturing pro-

cess), sorting parts by families (i.e. by technology, material, mass, surface), design manufacturing batches from 

families (solved by bin packing problem) and create space decomposition schedule for operative planning. Than 

is necessary to assign respective bins to a suitable machine and to determine the completion time.  

There is necessary to take in mind constraints based on the technology. Focussing on the special technology of 

RP we had considered basic constraints as in [5]. Laser melting or polyjet (in our laboratories) are not suitable 

for 3D BPP as there is not possible to pile up objects in the working space. However technologies like FDM can 

use MaxBox with restrictions to rotate object. Constraints to rotate parts vertically are based on required surface, 

and flexibility strength properties. Processing time used for scheduling is than based on sum of processing parts 

with respect of building support layers. 

4 Conclusion an further research 

Designed MaxBox algorithm shoved promising result and could be used operation connected to technologies as 

Rapid prototyping or heat treatment as tool to design manufacturing batches. However, it is necessary to make 

in-deep analysis of particular technology process at defined machine to schedule whole system in the holistic 

point of view. Further research will focus on development of meta-heuristic based on evolution algorithm with 

hybridization by searching procedure with use of knowledge presented in this article and on definition of the 

multi-objective function, which could cover most of the enterprise requirements as machine utilization, meeting 

due dates etc. 
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Modelling of Regional Price Levels 

in the Districts of the Czech Republic 
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Abstract. The aim of this article is to suggest and apply methods for estimation of the 

regional price levels in Czech districts. Its purpose is to provide an instrument for 

more precise and more realistic comparison of regional standard of living of house-

holds across the regions of the Czech Republic. The article contributes to solution of 

the often discussed problem of nominal income indicators as benchmark of social-

economic disparities. Nominal indicators provide distorted information about social 

and economic position of inhabitants of a region because they do not reflect the re-

gional differences in the costs of living. Authors use basic set of regional price levels 

in 36 districts (LAU 1) processed by original authors´ certified methodology. This set 

of the basic results – regional price levels - has been further extended to whole Czech 

Republic by using econometric modelling methods. The results reflect regional price 

level differences in twelve CZ-COICOP Headings - market prices of goods, services, 

as well as housing and rentals. The findings underpin the need for a more accurate 

specification of economic and social disparities on a lower regional level.  

Keywords: regional price levels, real incomes, LAU 1, standard of living.  

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 
The regional policies of the European Union (EU) are targeted among others at sustainable development of regions 

and improving the citizen’s quality of life. The regional convergence has been one of the major issues of economic 

analyses, while almost a third of the EU budget is set aside for the cohesion policy [25]. The primary indicator for 

assessment of regional economic performance is the regional gross domestic product compared on the European 

level in so-called purchasing parity standard (PPS). The PPS is calculated by the Eurostat within the Eurostat-

OECD International Comparison Program on the national level and as such it does not take into account the dif-

ferences in price levels across the regions. [3] Although the regional price levels may constitute an important factor 

when assessing the economic development of a region, this issue has until recently not received much attention 

either in the world, in the EU, or in the Czech Republic. [4] 

The first attempts to measure the regional price levels in the Czech Republic have been carried out by Musil et 

al. [17] and Čadil et al. [4] The aim of this paper is to update and rectify their results using slightly more advanced 

methods of calculation and data processing.  

The purpose of this paper is to suggest and apply methods for estimation of the regional price levels in Czech 

districts (LAU 1) as an instrument for estimating the real standard of living in the Czech regions. Authors use basic 

set of regional price levels in 36 districts processed by original authors´ certified methodology. This set of basic 

results – regional price levels - has been further extended to whole Czech Republic by using econometric modelling 

methods. The results reflect regional differences in market prices of goods, services, as well as housing and rentals. 

The findings underpin the need for a more accurate specification of economic and social disparities on a lower 

regional level. 

2 Importance and topicality 

The need to measure regional price levels originated in the new concept of regional policies which should be 

generally directed more at the people living in the region than at the area of the region. [7] The problem is, the 

nominal income indicators provide distorted information about social and economic position of inhabitants of a 

region because they do not reflect the regional differences in the costs of living. After all, even Kahoun [9] and 
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Viturka [26] admit the price levels can vary locally and regionally, especially due to different prices of services 

and real estate. 

In the last ten years, the issue of regional price levels has been addressed by several authors, whose works are 

often based on regionalization of national price indexes. In the European countries, the attempts to regionalize the 

price indexes are usually hindered by insufficient or random investigation of prices in the respective regions. At 

present, the regional price levels are systematically measured and published in the USA, in the UK, and in Aus-

tralia. 

In Germany, the published estimates of regional price levels are based on price survey carried out in 50 German 

cities in 1994. The first German author, who exploited the price investigation from the viewpoint of regional price 

levels, was Ströhl. [24] His followers, Schultze [23], Kosfeld et al. [14]), Kosfeld and Eckey [13], and Roos [21,22] 

look for possible ways of price level estimation in the regions where they have explanatory data at their disposal. 

They frequently apply econometric modelling and complement the calculation of regional price levels with a real 

estate price index [13] [14] [20]. Other, often one-off efforts of regional price levels calculations have been carried 

out in Italy in Pittau et al. [18], China in Brandt and Holz [2] or Gong and Meng [8], Austria in Matzka and 

Nachbagauer [16] or also in Slovakia in Radvanský and Fuchs [19]. In the Czech Republic, the regional price 

levels were estimated by Musil et al. [17] on a common consumer basket and by Čadil et al. [4] on a set of regional 

consumer baskets. They applied the Eurostat-OECD International Comparison Program methods with a certain 

simplification. They used a national concept (rather than domestic) and calculated the regional price levels for the 

Czech regions (NUTS 3) based on the historical data from 2007. [17] [4] 

3 Methods and data sources 
The process of RPI construction for 36 Czech districts (using original data from the extensive price surveys in 36 

districts carried out by Czech statistical office) was certified by the Ministry of Regional Development of the 

Czech Republic in December 2015. [10] It is based on the Eurostat-OECD International Comparison Program 

methods. Results for 36 districts have been published in database of the research project “Regional price index as 

indicator of real social and economic disparities”. [27] 

The aim of further research is to design and apply econometric model that enable to extend the results to whole 

Czech Republic. We followed a procedure similar to Roos [21], but estimated the partial regional price levels for 

each of the twelve CZ-COICOP Headings, where CZ-COICOP 01 represents Food and non-alcoholic beverages, 

02 - Alcoholic beverages, tobacco and narcotics, 03 - Clothing and footwear, 04 - Housing, water, electricity, gas 

and other fuels, 05 - Furnishings, household equipment and routine household maintenance, 06 - Health, 07 - 

Transport, 08 - Communication, 09 - Recreation and culture, 10 - Education, 11 - Restaurants and hotels, 12 - 

Miscellaneous goods and services. 

We tested nearly fifty indicators available for the period 2011–2013 for all 78 districts (LAU 1) of the Czech 

Republic. However, neither average wage, nor net disposable household incomes were available at the time of 

estimation on the LAU 1 level. Data on average income after taxation were provided by the General Financial 

Directorate of the Czech Republic. All the data used for our estimates were recalculated so that they express the 

average share of a certain district when bilaterally compared to all other districts in the Czech Republic.  

The outcomes of our estimations are summed up in the following set of equations (1) – (12). All the parameters 

were proved significant at the 95% confidence level. All the models passed the Durbin-Watson test on residuals 

autocorrelation. 

ACOI BUincomedensRPI 018.0048.0020.0991.001   (1) 

GinddisCOI BUBUincomepopRPI 055.0091.1037.0184.002   (2) 

CinddisCOI BUBUincomepopRPI 127.0105.4094.0344.0727.203   (3) 

LCOI BUhouseRPI 023.0292.0721.004   (4) 

GdisCOI BUpopRPI 107.0148.0961.005   (5) 

physincomepoppopRPI KCOI 062.0055.0013.0977.0952.1 20641506    (6) 

HstCOI BUroadRPI 135.0040.0906.0 107   (7) 

KCOI popdensRPI 508 022.0011.0035.1   (8) 

corpCOI BUaccomdensRPI 066.0013.0038.0984.009   (9) 

incomepopRPI disCOI 193.0268.0527.010   (10) 

RCOI BUaccomRPI 157.0031.0864.011   (11) 

GndCOI BUroadRPI 083.0025.0936.0 212   (12) 
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where RPICOI are the partial regional price level indexes for CZ-COICOP Headings, predictors are explained 

in the table below: 

pop15-60 share of population in the age from 15 to 60 years 

pop<5K share of population living in cities of less than 5,000 inhabitants 

pop>20K share of population living in cities of more than 20,000 inhabitants 

popdis share of population living in the district city 

dens specific population density 

income share of average income of economically active person in the district to an average income 

in the Czech Republic 

accom share of accommodation capacity (number of beds) to population 

phys count of physicians per 100,000 inhabitants 

house average market price of a dwelling 

road1st number of kilometres of 1st class roads per 10,000 inhabitants 

road2nd number of kilometres of 2nd class roads per 10,000 inhabitants 

BUcorp number of corporations based in the district per 1,000 inhabitants 

BUind number of individual business units based in the district per 1,000 inhabitants 

BUA number of business units operating in agriculture, forestry, and fishery per 1,000 inhabitants 

BUC number of business units operating in the field of manufacturing per 1,000 inhabitants 

BUG number of business units operating in wholesale and retail trade per 1,000 inhabitants 

BUH number of business operating in transportation and storage per 1,000 inhabitants 

BUL number of business units operating in the field of real estate activities per 1,000 inhabitants 

BUR number of business units operating in the field of arts, entertainment, and recreation per 1.000 

inhabitants 

Achieved values of adjusted coefficients of determination (R2
adj.) and of standard errors of estimates (SEE) are 

summed up in the Table 1. Their values indicate varying, but still acceptable qualities of the twelve regression 

models. The aggregation of the twelve fractional regional price-level indexes for each CZ-COICOP Heading 

(RPICOI) to the overall value of regional price-level index followed a procedure analogical to aggregation of the 

RPI itself. [10] 

 RPI COI01 COI02 COI03 COI04 COI05 COI06 COI07 COI08 COI09 COI10 COI11 COI12 

R2
adj. 0.883 0.468 0.298 0.341 0.743 0.232 0.247 0.598 0.292 0.496 0.766 0.334 0.458 

SEE 0.012 0.014 0.016 0.038 0.032 0.021 0.034 0.029 0.009 0.023 0.058 0.047 0.037 

Table 1 Adjusted Coefficients of Determination (R2
adj.) and Standard Errors of Estimates (SEE) 

Source: authors’ calculations based on (CZSO [5]) 

4 Results 

The results of our calculations are summed up in the Table 2 below. It is apparent that the differences in the 

regional price levels are to the highest extent influenced by the CZ-COICOP Heading 04 (Housing, Water, Gas, 

Electricity, and Other Fuels), Heading 10 (Education), and Heading 11 (Restaurants and Hotels) – i.e. immobile 

commodities. 

Code District RPI COI01 COI02 COI03 COI04 COI05 COI06 COI07 COI08 COI09 COI10 COI11 COI12 

CZ0100 Praha 1.172 1.012 1.007 1.059 1.424 1.007 1.047 1.158 1.009 1.105 1.480 1.117 1.133 

CZ0201 Benešov * 1.025 1.003 1.012 1.057 1.063 1.014 0.997 1.039 0.996 1.008 1.035 1.007 0.976 

CZ0202 Beroun * 1.051 1.016 1.008 1.026 1.116 1.000 0.993 1.103 0.993 1.022 1.074 1.029 1.036 

CZ0203 Kladno 1.046 1.004 0.995 0.984 1.108 0.988 1.055 1.030 0.986 1.010 1.220 1.044 1.084 

CZ0204 Kolín 1.040 1.037 1.019 1.062 1.062 0.976 1.029 1.008 1.005 1.066 1.096 1.019 1.044 

CZ0205 Kutná Hora * 1.013 1.009 1.004 1.010 1.057 0.999 1.023 0.997 1.001 1.008 0.968 0.980 0.948 

CZ0206 Mělník * 1.044 1.007 1.001 1.016 1.114 1.001 0.981 1.067 1.004 1.014 1.056 1.002 1.066 

CZ0207 Mladá Boleslav * 1.026 1.022 1.009 1.007 1.091 0.985 0.997 0.971 1.003 1.023 1.081 1.015 0.983 

CZ0208 Nymburk 1.023 1.022 1.015 1.028 1.096 1.011 0.942 0.984 1.012 0.991 1.054 0.931 0.960 

CZ0209 Praha-východ * 1.110 1.059 1.049 1.147 1.244 1.000 1.059 1.131 0.989 1.031 1.140 1.052 1.105 

CZ020A Praha-západ * 1.129 1.056 1.042 1.137 1.308 1.008 1.072 1.137 0.979 1.048 1.204 1.072 1.116 

CZ020B Příbram 1.028 1.010 0.989 1.056 1.037 1.005 1.074 1.029 0.998 1.040 1.027 1.026 1.043 

CZ020C Rakovník * 1.005 0.999 0.991 0.975 1.024 0.992 0.978 1.000 0.999 1.025 0.979 0.994 0.984 

CZ0311 České Budějovice 1.027 1.033 0.987 1.045 1.035 1.026 0.979 1.020 1.001 1.059 1.051 1.067 0.987 

CZ0312 Český Krumlov * 0.972 0.982 0.980 1.014 0.954 1.037 0.957 0.966 0.988 0.960 0.995 0.940 0.954 

CZ0313 Jindřichův Hradec * 0.968 0.992 0.989 1.004 0.966 1.012 1.005 0.905 0.999 0.984 0.974 0.940 0.919 

CZ0314 Písek * 0.990 1.002 0.997 1.016 0.984 1.017 1.042 0.932 1.009 0.999 1.020 1.015 0.969 

CZ0315 Prachatice * 0.969 0.969 0.986 1.014 0.946 1.027 0.967 0.956 0.993 0.975 0.940 0.973 0.949 

CZ0316 Strakonice 0.978 1.032 0.979 0.941 0.955 1.022 0.970 0.917 1.011 0.990 0.928 0.982 0.978 

CZ0317 Tábor 1.001 1.002 0.994 1.071 0.977 0.990 0.976 1.001 0.995 0.992 0.964 1.076 1.030 

CZ0321 Domažlice * 0.980 0.995 0.993 0.959 0.946 0.991 0.985 0.986 0.990 1.019 0.978 1.023 0.961 

CZ0322 Klatovy 0.960 0.977 0.989 0.962 0.914 1.018 1.006 0.945 1.005 0.999 0.993 1.029 0.946 
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CZ0323 Plzeň-město 1.038 1.013 1.005 0.994 1.071 0.986 0.975 1.039 1.001 0.999 1.268 1.073 1.080 

CZ0324 Plzeň-jih * 0.993 1.003 0.999 0.989 0.991 0.998 0.984 0.980 0.988 1.013 0.981 0.987 0.971 

CZ0325 Plzeň-sever * 1.000 1.001 1.006 1.014 1.017 0.998 1.001 0.990 0.978 0.998 1.011 0.966 0.978 

CZ0326 Rokycany * 1.016 1.007 1.007 1.001 1.016 0.996 0.993 1.085 0.990 1.011 1.020 1.003 1.004 

CZ0327 Tachov * 0.977 0.982 0.983 0.946 0.932 0.992 0.942 1.044 1.005 1.036 0.967 0.971 0.960 

CZ0411 Cheb 0.971 0.999 1.012 0.930 0.907 0.990 0.980 0.997 1.006 1.024 0.980 1.020 0.999 

CZ0412 Karlovy Vary 0.995 0.993 1.014 1.133 0.947 1.029 0.971 1.052 1.002 1.021 1.124 0.921 1.022 

CZ0413 Sokolov * 0.961 0.979 0.992 0.975 0.896 0.986 0.967 0.999 0.996 0.973 0.963 0.991 0.982 

CZ0421 Děčín 0.993 1.007 0.961 0.991 0.915 1.019 1.013 1.048 1.016 1.014 0.918 1.017 1.108 

CZ0422 Chomutov * 0.949 0.992 0.989 0.971 0.848 0.984 0.999 0.981 1.015 0.988 0.967 1.001 0.987 

CZ0423 Litoměřice * 0.994 0.998 0.996 1.008 0.975 1.003 0.997 1.012 1.000 1.008 0.991 0.998 0.983 

CZ0424 Louny * 0.972 1.001 0.995 0.983 0.929 0.990 0.978 0.960 1.009 1.014 0.899 0.997 0.956 

CZ0425 Most * 0.946 0.981 0.996 0.975 0.836 0.970 1.031 0.986 1.004 0.972 1.049 1.009 1.015 

CZ0426 Teplice 1.000 1.010 1.000 0.970 0.969 0.975 1.015 1.074 1.001 0.989 0.942 1.011 1.027 

CZ0427 Ústí nad Labem 0.973 0.976 0.994 0.941 0.938 0.909 0.984 1.038 1.017 0.988 1.032 0.943 1.026 

CZ0511 Česká Lípa * 0.981 0.994 1.001 0.987 0.953 0.998 0.991 0.979 1.008 0.977 0.960 0.971 0.999 

CZ0512 Jablonec n. Nisou * 0.991 0.991 1.006 0.973 0.984 1.011 1.038 0.988 1.000 0.962 1.053 1.001 0.995 

CZ0513 Liberec 1.043 0.994 1.007 1.069 1.076 1.030 1.049 1.042 1.010 1.033 1.089 1.052 1.063 

CZ0514 Semily * 1.001 0.997 1.008 1.029 1.036 1.017 0.987 0.982 0.997 0.949 1.037 0.960 0.980 

CZ0521 Hradec Králové 1.056 1.016 1.022 1.003 1.164 0.977 1.051 1.040 1.028 0.993 1.033 1.064 0.982 

CZ0522 Jičín * 1.004 1.005 1.005 0.985 1.024 0.998 0.983 0.992 1.002 1.007 1.009 0.992 0.968 

CZ0523 Náchod 0.983 1.001 1.005 0.990 0.985 0.977 1.064 0.977 0.995 0.984 0.948 0.950 0.944 

CZ0524 Rychnov n. Kněž. * 0.996 1.002 1.005 1.009 1.000 0.997 0.998 0.983 0.998 0.994 0.989 0.985 0.979 

CZ0525 Trutnov * 0.983 0.994 1.000 1.029 0.993 1.006 1.009 0.957 1.002 0.938 1.026 0.904 0.991 

CZ0531 Chrudim 0.977 1.017 1.001 0.953 0.957 0.973 0.985 0.966 0.994 1.028 0.988 1.027 0.915 

CZ0532 Pardubice 1.046 1.016 1.026 1.072 1.055 1.012 1.047 1.049 1.008 1.045 1.154 1.100 1.069 

CZ0533 Svitavy * 0.974 0.997 0.994 0.973 0.965 0.994 0.965 0.931 0.997 0.993 0.907 0.973 0.948 

CZ0534 Ústí nad Orlicí * 0.983 1.000 1.006 0.990 0.973 0.986 0.986 0.948 1.001 0.988 0.950 1.000 0.974 

CZ0631 Havlíčkův Brod * 0.973 0.999 0.987 0.965 0.952 1.011 0.997 0.941 1.002 1.002 0.968 0.989 0.933 

CZ0632 Jihlava 0.986 0.997 1.007 1.010 0.948 0.999 1.076 1.039 1.009 0.989 0.901 0.953 1.002 

CZ0633 Pelhřimov * 0.978 0.997 0.993 0.989 0.959 1.011 0.996 0.969 0.997 1.003 0.997 0.968 0.933 

CZ0634 Třebíč * 0.973 0.996 0.982 0.945 0.944 1.011 0.995 0.971 0.997 1.002 0.902 0.987 0.949 

CZ0635 Žďár nad Sázavou 0.967 1.000 0.991 1.000 0.943 0.993 0.939 0.969 0.994 0.981 0.978 0.900 0.963 

CZ0641 Blansko * 0.996 0.997 0.989 0.952 1.024 1.001 0.994 0.977 0.988 0.987 0.908 0.992 0.977 

CZ0642 Brno-město 1.091 1.021 1.013 0.991 1.221 1.015 1.016 0.991 0.999 1.041 1.171 1.164 1.121 

CZ0643 Brno-venkov * 1.026 1.010 1.001 0.986 1.074 1.006 1.018 1.037 0.979 1.005 0.970 0.998 1.026 

CZ0644 Břeclav * 0.993 0.992 0.988 0.964 0.990 1.002 0.975 1.020 0.992 0.994 0.888 0.948 1.027 

CZ0645 Hodonín 0.993 1.001 1.004 0.985 0.986 1.018 0.990 0.972 1.000 0.986 0.958 0.997 1.010 

CZ0646 Vyškov * 1.007 0.999 0.993 0.982 1.023 1.011 0.991 1.002 0.998 1.006 0.925 1.006 1.012 

CZ0647 Znojmo 0.982 1.009 1.000 1.008 0.940 1.030 1.005 0.947 0.991 0.986 0.833 1.000 1.020 

CZ0711 Jeseník * 0.972 0.976 0.991 1.037 0.918 1.034 0.964 0.982 0.989 0.964 0.957 0.948 1.063 

CZ0712 Olomouc 1.009 0.986 0.994 1.005 1.017 1.000 0.960 1.042 1.000 1.002 0.959 1.084 0.997 

CZ0713 Prostějov * 0.992 1.001 0.999 0.968 0.973 0.993 1.018 1.003 0.993 0.999 0.926 1.041 0.978 

CZ0714 Přerov 0.990 0.992 1.012 0.971 0.996 0.993 0.973 0.961 1.004 0.964 0.992 1.063 0.985 

CZ0715 Šumperk 0.970 0.971 1.007 1.020 0.962 1.028 1.010 0.946 1.002 0.967 0.805 1.022 0.925 

CZ0721 Kroměříž * 0.994 1.002 0.991 0.969 0.979 1.006 0.986 1.006 1.005 1.001 0.937 1.014 1.000 

CZ0722 Uherské Hradiště 1.015 1.002 1.016 0.969 1.037 1.015 1.009 0.980 0.978 1.016 0.928 1.020 1.052 

CZ0723 Vsetín 1.002 0.991 0.999 1.006 1.038 1.010 1.024 0.989 0.998 0.950 0.937 0.907 1.026 

CZ0724 Zlín 1.038 1.007 1.002 0.989 1.112 0.983 0.972 1.030 0.998 0.995 1.115 0.989 1.044 

CZ0801 Bruntál 0.938 0.938 0.991 0.988 0.901 0.992 0.990 0.915 1.015 0.944 0.879 0.945 0.950 

CZ0802 Frýdek-Místek * 0.995 0.997 1.000 0.989 1.002 0.988 1.001 0.985 0.997 0.977 0.979 0.975 1.016 

CZ0803 Karviná 0.976 0.990 0.994 1.013 0.959 0.987 1.026 0.962 1.001 0.949 0.926 0.954 0.995 

CZ0804 Nový Jičín 0.979 0.957 0.984 0.982 0.948 1.001 1.031 0.966 1.024 1.021 1.056 0.997 1.038 

CZ0805 Opava 1.009 0.984 1.003 0.907 1.061 0.970 0.926 1.045 1.002 0.970 0.962 1.053 0.987 

CZ0806 Ostrava-město 1.007 0.992 1.005 1.008 1.015 0.978 1.039 1.043 1.020 1.021 1.079 0.956 0.986 

Table 2 Regional Price-Level Index (RPI) at LAU 1 Level and Its Breakdown to CZ-COICOP Headings 

Note: results for districts with asterisks * are based on estimates 

Source: authors’ calculations based on (CZSO [5]) 

Regional price-level results also reflect themselves well in the structurally affected and economically weak 

regions (lower price levels in Teplice, Karviná, Nový Jičín, and in Hodonín, Znojmo, Přerov, Šumperk, Bruntál). 

Ostrava and Opava remain very close to the mean value. The cartogram in Figure 1 indicates the regional price 

levels for LAU 1 regions. 

5 Conclusion 
The purpose of Regional Price-level Index is to enable an assessment of spatial differences in the costs of living 

of an average household. In terms of spatial comparison, the index needs to include all relevant expenditures which 

can indicate interregional differences and which are purchased by households. These are mainly goods and services 

which cannot be provided supra-regionally (common food, local services) and market prices of rentals and real 
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estate. The immobile commodities (housing, education, accommodation, catering) represent the main source of 

regional price-level differences. 

 

Figure 1 Regional Price-Level Index (RPI) at LAU 1 level 

Source: authors' own calculations and processing based on (ArcData [1], CZSO [5]) 

The purpose of the RPI, however, is also a source of its shortcoming. It should be used and applied carefully, 

because it is clear, the average household is not a household of unemployed, or of pensioners. The social status is 

usually connected with a consumer behavior, differing significantly from the consumer behavior of an average 

household. Therefore, it should be strictly used together with or applied to average income indicators (average 

wage in a certain region, average net disposable household income, etc.) 

The real income indicator would make the state and development of social and economic disparities on the 

regional and sub-regional levels more precise. [26] [15] [9]  

According to the preliminary results of Kocourek and Šimanová [12] and Kocourek et al. [11], the real regional 

disparities in the income of households in the Czech Republic are smaller than so far published nominal ones, 

which is consistent with findings of Čadil et al. [4] Therefore, it seems very useful (if not necessary) to measure 

or at least estimate the price levels on the most detailed scale available. Significant differences in cost of living 

can be identified even within the former districts in the Czech Republic (LAU 1), a price level homogeneity on 

the level of NUTS 3 or NUTS 2 is therefore another very strong and hardly justifiable precondition. 

Although on the lower levels of territorial division (LAU 1 and smaller) the income indicators are also very 

difficult to measure or reliably estimate, even the regional price-level index alone seems to provide a very im-

portant information. 
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Discrete Dynamic Endogenous Growth Model:

Derivation, Calibration and Simulation
Jan Kodera1, Quang Van Tran1 , Miloslav Vošvrda2

Abstract. Endogenous economic growth model were developed to improve
traditional growth models with exogenous technological changes. There are
several approaches how to incorporate technological progress into a growth
model. Romer was the first author who has introduced it by expanding the
variety of intermediate goods. Overall, the growth models are often continuous.
In our paper we formulate a discrete version of Romer’s model with endogenous
technological change based on expanding variety of intermediates, both in the
final good sector and in the research-development sector, where the target is to
maximize present value of the returns from discovering of intermediate goods
which should prevail introducing costs. These discrete version then will be
calibrated by a numerical example. Our aim is to find the solution and analyse
the development of economic variables with respect to external changes.

Keywords: growth model, endogenous technological progress, Romer’s model,
discrete optimization problem, impulse response analysis

JEL classification: C51, E32
AMS classification: 62P20, 91B62

1 Introduction

In our paper we study the features of a specific model of economic growth based on the structural
approach. In growth models, technological progress is a very important determinant for modelling of
economic growth. In Sollow-Swan’s model technological progress is treated exogenously and indepen-
dently of factors of production [1]. However, the role of technological progress as a process resulting from
internal causes is more natural and more relevant as we can often observe. Taking this fact into account,
endogenous growth model links technological progress with growth models with optimal consumer be-
haviour first proposed by Ramsey [6]. There are several ways how to introduce endogenous technological
progress. One of them is to introduce it as an expanding variety of intermediate products suggested by
Romer [7] and developed in [3], [4] and [5]. In this approach the incorporation of technological progress
into the model differs from the Schumpeterian quality ladders approach [2]. Both approaches can be used
to analyze the behavior of firms, their production, markup dynamics and the implications for endogenous
fluctuations and growth. We stick to the traditional Romer’s approach, but we derive a discrete time
version of an endogenous growth model with expanding variety of intermediates as an alternative to the
continuous time approach. The reason for this approach is that continuous time models are resistent to
calibrations, simulations and verifications. On the other hand, a discrete time version of an endogenous
growth model allows us to apply all DSGE modeling technique to investigate its behavior which is a DSGE
endogenous growth model symbiosis. Then the calibration and impulse response analysis will be carried
out on the derived model to examine and quantify the effect of exogenous factors on the development of
endogenous variables in the model.

2 The discrete model with expanding variety of intermediates

In order to derive the discrete version of the endogenous growth model we choose the traditional procedure
similar to the one for the continuous version. There are three sectors in the model. The first one is the

1University of Economics in Prague, Department of Statistics and Probability, nám. W. Churchilla 4, Praha 3 - 130 67,
{kodera,tran}@vse.cz

2Institute of Information Theory and Automation, Department of Econometrics, Pod Vodárenskou věž́ı 4, Praha 8, 182 08,
vosvrda@utia.cas.cz
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final production sector represented by one aggregated firm. The second sector is a sector of Research
and Development firms which consists of a continuum of entities. The sector of households is filled with
unique household. All three sectors interact to construe a market equilibrium.

2.1 Modelling of the Final Product Producers

Let us assume that final goods are produced by one aggregate firm. Its production depends on constant
amount of labour L and on intermediate products produced by Nt different Research and Development
firms

Yt = AtL
1−α

Nt∑

j=1

Xα
t (j). (1)

where Yt is the output of final goods. The variable Xt(j) denotes the amount of j-th intermediate product
employed for final goods production. Technological progress takes the form of expansion of Nt which is
a number of specialised intermediate products. To better understand the effect of the extension of N for
the increase of final production let us assume that for the production of final goods Yt the same amount
of Xt(j) = Xt is used. Using this assumption in expression (1) we get

Yt = AtL
1−αNtX

α
t = AtL

1−α(NtXt)
αN1−α

t (2)

The production function (2) exhibits constant returns to scale with respect to NtXt and L. Notice
that if Xt increases the marginal product of intermediate goods decreases. If Nt increases the marginal
product of intermediate goods is constant. It can be observed that the marginal product of intermediate
goods depends on which component of NtXt changes. The most intensive factor of growth therefore is
the number of intermediate goods.

Expression (1) requires Nt to be an integer, but Nt is a quantity which denotes technological com-
plexity what positive number describes more properly. From that reason we re-formulate expression (1)
to

Yt = AtL
1−α

∫ Nt

0

Xα
t (j)dj (3)

and we will use it in the following text. Firms producing final goods maximize their profit. The profit
for final goods produced by final product firm at time t is given by

Yt − wtL−
∫ Nt

0

Pt(j)Xt(j)dj = AtL
1−α

∫ Nt

0

Xα
t (j)dj −WtL−

∫ Nt

0

Pt(j)Xt(j)dj (4)

The firm producing final goods Yt maximizes its profit with respect to intermediates and labour.
Derived necessary conditions are used for the derivation of demand function for intermediates. Necessary
conditions for the maximization with respect to intermediates are the Euler equations for degenerate
problem of variation calculus

AtαL
1−αXα−1

t (j)− P (j) = 0 (5)

The demand for Xt(j) depending on Pt(j) is given by

Xt(j) = L

(
Atα

Pt(j)

)1/(1−α)
(6)

The necessary condition for profit maximization with respect to labour is

(1− α)AtL
−α
∫ Nt

0

Xα
t (j)dj −Wt = (1− α)

Yt
L
−Wt = 0 (7)

Hence

(1− α)
Yt
L

= Wt (8)
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2.2 Research firms

Research firms transform one unit of final product to one unit of intermediate product of type j. The
profit of a research firm at time τ is given by

πτ (j) = (Pτ (j)− 1)Xτ (j) (9)

Let’s choose t ≥ 0 fixed. Then the present value of profits of Research and Development firms at time t
is given by

Vt(j) =

∞∑

υ=0

πt+υ(j)Qt,υ (10)

where
Qt,0 = 1

Qt,1 = 1
(1+rt)

Qt,υ = 1
(1+rt)×···×(1+rt+υ−1)

, υ = 2, 3, . . .

(11)

The research and development firm maximizes its present value subject to demand functions (6). To solve
present value maximization problem we substitute equation (9) into equation (10) and using expression
(6) we get for the profit of j-th firm

πτ (j) = (Pτ (j)− 1)L

(
Atα

Pτ (j)

)1/(1−α)
(12)

Substituting the equation displayed above into (10) we get

Vt(j) =
∞∑

υ=0

(Pt+υ(j)− 1)L

(
Atα

Pt+υ(j)

)1/(1−α)
Qt,υ (13)

We obtain the necessary condition for the maximum of present value by taking the derivative of elements
of infinite sum with respect to Pt+υ(j) which we will put equal to zero:

dπt(j)

dPt(j)
= L

[(
Atα

Pt(j)

)1/1−α
+

1

1− α [1− Pt(j)]
(
Atα

Pt(j)

)1/1−α
1

Pt(j)

]
= 0 (14)

Having solved it, we get Pt(j) = 1/α. Each Research and Development firm quotes the same optimum
monopolistic price which is constant over time. The production of the j-th firm providing that the price
Pt(j) = 1/α is given by

Xt(j) = L(Atα
2)1/1−α (15)

which means that intermediate firms produce the same quantity of product. Then aggregate production
of intermediates is

Xt =

∫ Nt

0

Xt(j)dj =

∫ Nt

0

L(Atα
2)1/1−αdj = LNt(Atα

2)1/1−α (16)

Substituting (16) into (3) Xt(j) we have:

Yt = AtL
1−αNtL

α(Atα
2)α/(1−α) = A

1
1−α
t α2α/(1−α)LNt (17)

Finally we will express present value of Research and Development firm replacing 1/α for Pt(j) into (13).

Vt =
1− α
α

L(Atα
2)1/1−α

∞∑

υ=0

Qt,υ (18)

It is clear that that present value doesn’t depend on j, so we omit it.

Let us assume that there is free entry into sector of Research and Development firms. Under this
condition Vt = η, where η denotes constant costs of starting business in the Research and Development
sector. If Vt < η no one starts activity in Research and Development. If Vt > η anybody can enter the

3
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sector and the price of intermediary and profits declines. Decreasing profits will give decline to present
values. The process stops as soon as the equilibrium between present value and starting cost is restored.

In the equilibrium the present value of the Research and Development firm is given by (18). To
express the present value of the firm at time t+ 1, we write

Vt+1 =
1− α
α

L(Atα
2)1/1−α

∞∑

υ=0

Qt+1,υ (19)

Notice that Vt = Vt+1 = η in equilibrium, so we have

Vt −
1

1 + rt
Vt+1 =

rt
1 + rt

η =
1− α
α

L(Aα2)1/1−α
1

1 + rt
(20)

After a small rearrangement we get

rt =
1− α
ηα

L(Atα
2)

1
1−α (21)

Using equation (17), then equation (21) can be written as

rt = α(1− α)
1

η

Yt
Nt

(22)

2.3 Households

Households maximize utility in infinite time horizon and receive wage rate Wt for constant amount of
labour L supplied to economy. Households’ utility functional is given by

U =
∞∑

t=0

βt
C1−θ
t − 1

1− θ (23)

where Ct denotes consumption of the household, β subjective discount factor and 1 − θ is elasticity of
the utility function. Budget equations of households generally describe the dynamics of assets owned by
household. The households are the owners of Research and Development firms whose assets are evaluated
as ηNt.

η(Nt+1 −Nt) = WtL+ rtηNt − Ct (24)

Rearranging it, we have

Nt+1 =
1

η
(WtL− Ct) + (1 + rt)Nt (25)

To obtain necessary conditions for maximum of utility functional (23) we use Lagrange functional

L =
∞∑

t=0

βt

{
C1−θ
t − 1

1− θ + µt[η(Nt+1 −Nt)−WtL+ ηrtNt − Ct]
}

Taking a derivative of Lagrange functional with respect to Ct and Nt+1 and put them equal zero. After
excluding µt we get so called Euler equation (we leave out the expectation operator)

Ct+1 = [(1 + rt)β](1/θ)Ct (26)

which is the first necessary condition of the consumer maximization problem. The second necessary
condition is budget equation (25).

2.4 Market Equilibrium of the Model

Market equilibrium is given by the following equations. The first equation is the necessary condition for
final product firm. It was derived in section 2 as equation (8), for better readability we display it again.

Wt = (1− α)
Yt
L

(27)

4
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The second equation is derived in the Section 3 as equation (22) and it is derived from equilibrium
condition for Research and Development firms. Let’s display it again.

rt = (1− α)α
1

η

Yt
Nt

(28)

The expression for Yt is derived from production function in the Section 2 in the form

Yt = AtL
1−αXα

t N
1−α = A

1/(1−α)
t α2/(1−α)LNt (29)

The model hence consists of equations (25)-(29).

3 Calibration and Simulation

First we log-linearize the system of equations (25)-(29) describing the economy behaviour. As the model
like the AK model exhibits no actual steady state, but only a quasi-steady state, in which variables
C, Y,W and N growth at the same rate denoted g. Let Ĉ, Ŷ , Ŵ , N̂ be the values of Ct, Yt,Wt and Nt
respectively at the beginning of the steady state. Let define zt = lnZt − ln Ẑ as the deviation of an
endogenous variable from its corresponding steady state value. Then ct, yt, wt and nt the deviations of
Ct, Yt,Wt and Nt from Ĉ, Ŷ , Ŵ , N̂ . Let ā = lnA, r̄ be the values of at and rt at the steady state and
these values are unchanged along the balanced growth trajectory. We keep the labor force constant and
normalize it to one. The log-linearized system is as follows

(1 + g)θθ(ct+1 − ct) = r̄βrt

(1 + g)N̂nt+1 = 1
η (LŴwt − Ĉct) + r̄rt + (1 + r̄rt)N̂nt

yt = 1
1−αat + nt

rt = yt − nt
xt = yt

wt = yt

at = ρat−1 + εt.

(30)

The system has only one exogenous variable which is the productivity level at. We set α = 0.5,
β = 0.91, θ = 0.5, ρ = 0.9, ā = 0, g = 0.01. The size of the productivity shock is set at size of 0.1.
The system is solved in Dynare together with impulse response analysis. The results of impulse response
analysis are shown in Figure 1. The results of impulse response analysis show that a positive productivity
shock leads to a jump of values of production and wage whose size is twice of the size of the shock due
to terms 1

1−α . The size of consumption growth is even higher while rt and nt grow slower than yt. The
reason is that as rt rises, the value of monopoly profit decreases which demotivate the research firms
at the beginning. When interest rate goes down, the number of intermediate goods grows again. The
economy as the whole then forms a new higher steady state level then it was before the shock. This
implication of the impulse response analysis is consistent with common economic wisdom indicating the
applicability of our model.

4 Conclusion

In this paper we have derived a simple endogenous growth discrete time model with expanding variety
of intermediate goods in the discrete time fashion. The problem of growth models is that steady state
does not exist. In our model it is replaced by steady state growth. Then the gap variables in the model
are defined as the deviation of model variables from their corresponding steady state growth variables.
The model in this form can be easily solved and the follow-up simulation can be performed on it. We
have conducted this task with the help of Dynare and the results we have obtained using our model are
quite consistent with economic theory. Our model can be extended in many aspects and make it more
complicated to study the effect of various factors on numerous economic variables.

Acknowledgements

The support from the Czech Science Foundation under Grant P402/12/G097 is gratefully acknowledged.

5

Mathematical Methods in Economics 2016

423



5 10 15 20
0

0.2

r

5 10 15 20
0

0.1

a

5 10 15 20
0

0.1

n

5 10 15 20
0

0.2

y

5 10 15 20
0

0.5

c

5 10 15 20
0

0.2

w

Figure 1 The responses of endogenous variables to productivity shock
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Robust design of tariff zones in integrated transport sys-

tems 
Michal Koháni1 

Abstract. Designing of tariff system in integrated transport system (ITS) is an im-

portant issue. There are several approaches how to design a tariff system, for example 

a division the region into smaller areas - tariff zones can be used. One of the funda-

mental input data in the zone tariff planning is origin-destination (OD) matrix as the 

demand matrix which can have a major influence on the system design, but it can 

usually contain some uncertainties. To deal with this problem and to test robustness 

of the design several approaches can be used. In this paper we present two integer 

programming based approaches, one of them is based on the theory of fuzzy sets and 

second one on the model reformulation with parameters modeling the impact of fare 

changes on the demand for traveling. We formulate mathematical model of the tariff 

zones design problem and present both approaches. Designed approaches are verified 

on the real data set from the Žilina municipality, where we have an OD matrix calcu-

lated using passengers’ smart card transactions for a period of one week (approx. 110 

000 transaction records). To solve the problem we use a universal optimization tool 

Xpress. 

Keywords: Tariff planning, tariff zones design, IP solver, fuzzy approach, demand, 

fares. 

JEL Classification: C44, C61, D81, R42 

AMS Classification: 90C08, 90C10, 90C035, 90C70 

1 Introduction 
Sustainable transportation and transport integration are connected with a large numbers of challenges, especially 

in public transportation within the cities and suburban regions. One of the way how motivate citizens to use public 

transportation is effective integrated transport system (ITS), which integrates several transportation means (buses, 

trams, trains, etc.). Designing of effective public transport systems includes solving of various optimization prob-

lems such as line network planning, coordination of connections in transport nodes, optimization of connection 

supply, minimization of time losses related to the changing of travel connection etc. Designing of tariff system in 

ITS is also an important issue, tariff system should be understandable and motivating for passengers, but, on the 

other hand, effective for transport operators and municipalities. [2] [8] 

When transport authorities plan the regional public transportation, one of the problems they deal with is the 

problem of the tariff and the ticket prices. As was mentioned in [2] and [8], one of possible tariff system is the 

counting zone tariff system. In this system the region is divided into smaller sub-regions - tariff zones and the price 

for travelling depends on the origin and the destination zone and on the number of travelled zones on the trip. For 

all trips hold that the price for trips passing the same number of zones must be equal. With zone system is strongly 

connected the problem of tariff zones design and new fares. In various publications, e.g. [2] [7] [8], are proposed 

approaches for the zone design. One of frequently used approach is solving of the counting zones tariff system 

where the goal is to design the zones so that the new and the old price for most of the trips are as close as possible.  

The results of solved problem can be affected by various factors. Resulting tariff zone partitioning design 

should be able to resist possible imperfections and the resulting solution should be robust. To deal with the robust-

ness of the design several approaches can be used. In this paper we present two integer programming based ap-

proaches. One of them is based on the theory of fuzzy sets where possible uncertain values in OD matrix can be 

modeled as triangle fuzzy numbers and the objective function can be transformed to the fuzzy inequality with the 

level of satisfaction and than it can be solved using Tanaka-Asai’s approach [9] to maximize the level of satisfac-

tion and find appropriate solution. Second approach is based the model reformulation with parameters modeling 

possible change in demand for traveling caused by the fare changes in the zone tariff system. 

This paper will be organized as follows. Firstly, we present the model of the tariff zones design problem for 

counting zones tariff system and the way of linearization of the model. Secondly, we describe both approaches to 
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study the robust design of the proposed model. Thirdly, proposed approaches are verified on the real data set from 

the Žilina municipality, where we have the OD matrix calculated using passengers’ smart card transactions for a 

period of one week (approx. 110 000 transaction records). To solve the problem we use a universal optimization 

tool Xpress. 

2 Mathematical model of the tariff zones design problem 
Construction of the zone tariff problem was inspired by the model of the p-median problem. All stops in the public 

transport network constitute the set of nodes I. If there is direct connection by public transport line between two 

stops i and j from the set I, these stops are connected by the edge (i,j)  E,. Symbol E denotes the set of edges. For 

each pair of stops i and j is value cij the current price of travelling between these two stops. The number of passen-

gers between stops i and j is bij (OD matrix). We expect to create at most p tariff zones. 

To describe decisions in the model, we introduce binary variables yi, zij and wrs. Variables yi represent a decision 

about “fictional” centre of the zone. Variable yi is equal to 1 if there is a centre of the zone in node i and 0 otherwise. 

For each pair of stations i and j binary variable zij is equal to 1 if the station j is assigned to the zone with centre in 

the node i and 0 otherwise. To be able to calculate new price of the trip between nodes i and j, we need to calculate 

the number of zones crossed on this trip. Accordingly to the technique proposed in [2] and [3], this calculation can 

be easily replaced by the calculation of crossed zone borders. We assume that the stop can be assigned only to one 

zone and then the border between zones is on the edge. We will introduce the binary variable wrs for each existing 

edge (r, s)  E, which is equal to 1 if stops r and s are in different zones and is equal to 0 otherwise. We need to 

determine the path used for travelling between stops i and j for the calculation of number of crossed borders. To 

be able to do so, we can calculate parameter aij
rs, where the used paths will be observed. aij

rs is equal to 1 if the 

edge (r,s) is used for travelling from stop i to stop j and 0 otherwise. 

Another issue related to this problem is a new price setting for travelling in zone tariff system. Based on pre-

vious research we use approach with two different unit prices that was described in [3] – parameter f1 is a price for 

travelling in the first zone and parameter f2 is a unit price for travelling in each additional zone. New price nij, 
determined by the number of crossed zones will be calculated according to the definition (1) as follows:  

 
 






Esr

rs
rs
ijij waffn

,

21  
(1) 

When determining the optimization criteria we can find various approaches to objective function in the litera-

ture. Minimisation of the maximal deviation between the current price (or fair fare [7][8]) and new price deter-

mined by the number of crossed minimisation of the average deviation between current and new price for all 

passengers were described in [2] and another approach based on maximising the revenue of the transportation 

companies was proposed in [8]. According to the advices of experts in [8] and previous research in [3], we use the 

average deviation approach. Objective function of the model can be written as (2): 
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Nevertheless, designed objective function (2) is not a linear function. To be able to solve the problem using an 

IP solver, we have to reformulate the objective function. Reformulation of the objective function was described in 

[3]. We introduce new non-negative real variables uij and vij. Variables uij represent the calculated price deviations 

for travelling in case that current price cij is higher than new price nij and variables vij represent the calculated price 

deviations for travelling in opposite case. Reformulated objective function can be written in the form (3) and to 

describe relation between original and new variables binding constrains (9) have to be added into the model. The 

mathematical model of the tariff zones partitioning problem can be written in the following form: 
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(14) 

 Ijiforvij  ,,0

 

(15) 

Conditions (4) ensure that each stop will be assigned to only one zone exactly. Conditions (5) ensure that the 

stop j will be assigned only to existing centre of the zone. Conditions (7) are coupling constraints between variables 

for allocation of the stop to zone and variables for determining the zone border on the edge (j,k). Condition (8) 

ensures that we will create at most p tariff zones.  

3 Robust design of tariff zones 

The results of solved problem can be affected by various factors. Resulting tariff zone partitioning design 

should be able to resist possible imperfections and the resulting solution should be robust. First presented approach 

to deal with the robustness is based on the theory of fuzzy sets and second approach is based the model reformu-

lation with parameters modeling possible change in demand for traveling. 

3.1 Fuzzy sets approach 

In this first approach is based on the technique described in [9] and [10] and detailed description of this approach 

was mentioned in [5]. Uncertain demand can be modeled as a triangle fuzzy number bij = <bij
1, bij

2, bij
3> with its 

associated normalized membership function μ(bij)<0,1>. Minimization process of optimized objective function 

can be replaced by the intention that the objective function value of the resulting solution should belong to the 

fuzzy set of sufficiently small objective function values at as high level of satisfaction h as possible. Result of the 

objective function transformation to the form of fuzzy inequality is described by (17). Mathematical model of 

finding the highest level of satisfaction h can be described as follows: 

 hMaximize  (16) 
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This model can be solved using Tanaka-Asai’s approach [9] which maximizes the level of satisfaction and 

finds appropriate solution of the counting zone tariff system. We gradually increase the value of h and for given 

value of h we solve linear problem (16), (4) – (15), (17) with original decision variables and original objective 

function (3). The process terminates, when no feasible solution exists. Optimal solution obtained for the last (high-

est) value of h is the resulting solution of the problem.  

3.2 Model reformulation approach with impact parameters 

Prices for traveling have major influence on demand in public transport. As was mentioned earlier, the goal is to 

design the zones in that the new and the old price for most of the trips are as close as possible. The increase in 

prices can cause reducing the number of transported passengers. On the contrary, a price reduction may affect the 

attractiveness of transport and hence the slight increase in the demand and the number of transported passengers.  

In the second approach we reformulate original objective function (3) of the problem. This approach was dis-

cussed in [4].We introduce nonnegative coefficients d and e. Coefficient d represents the increase rate in number 

of passengers in the case of lower new prices, coefficient e represents the decrease rate in number of passengers 

in the case of higher new prices. Then we can reformulate mathematical model to the form: 
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4 Computational study 
To test proposed approaches to study robustness of obtained solutions and zone partitioning, we use the test net-

work of public transport in Žilina Municipality with approx. 85 thousand inhabitants that consists of 120 stops. 

Schematic map of the network is shown in the Figure 1. Circles represents bus stops and the diameter of circles 

represent approximate number of passengers using the stop for starting or ending their journeys.  

 

Figure 1: Zilina Municipality 

 

4.1 OD matrix calculation 

In cases where passengers in transportation use smart cards, we can obtain more accurate data about the pas-

sengers’ journeys even in cases where these data are incomplete. In our case we are dealing with the municipal 

public transportation, where we usually know just information about the boarding stop and the destination stop 

must be estimated. Since all passengers with smart cards are obliged to validate their card when boarding the 

vehicle, we can get following information from smart card transactions:  

 serial number of passenger's smart card, 

 name and ID number of boarding stop, date and time of boarding, 

 bus line and connection (trip) number and route variant. 
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To obtain OD matrix based on these data, we use a trip-chaining algorithm similar to the algorithms mentioned 

in [1] and [6]. The basic idea of the algorithm assumes that the boarding stop of passenger's immediately following 

journey is the destination stop of current journey. To be able to follow the idea of chaining passengers’ trips, we 

need to sort all transaction data by unique serial card number, day and time. 

Trip-chaining algorithm involves also assumptions that some transaction records can represent not a return trip, 

but can be a record of an interchange between lines. To be able to handle this, algorithm includes conditions for 

evaluating transfers (time limits between consecutive smart card records, distance between possible transfer stops 

in the case of walking between different stops). Estimation of destination stop can also handle the possibility of 

different boarding/destination stops on the return journey.  

To calculate OD matrix we use data set provided by Žilina public transport operator DPMŽ which consist from 

111293 records of 11300 smart cards in the time period between October 6 and October 12, 2014. We calculate 

OD matrix bij and track passengers’ journey to be able to calculate values in the matrix aij
rs. We evaluate various 

setting for transfers in trip-chaining algorithm to get OD matrix with the highest percentage of the successfully 

processed records from the data set. We use values 30 and 60 minutes as the value of parameter maximum transfer 

time and values 300, 600 and 900 meters as the value of maximum distance between stops. We calculated OD 

matrix with approximately 80 % of successfully calculated destination stops.  

4.2 Numerical experiments 

With calculated OD matrix we are able to test proposed approaches to study robustness of obtained solutions 

and zone partitioning. As the value of the parameter cij we use current prices of travelling which depend partly on 

the distance. For all journeys up to 5 stops without transfer passenger pays 0.55 €, for all journeys for more than 5 

stops without transfer 0.65 € and for a journey with transfer 0.80 €.  

In the computational study we use as parameter f1 value 0.55 € and as parameter f2 value 0.1 € which were 

obtained in previous research [6] as best values. Values of parameter p = {3, 4, 5, 6, 7}.  

In the first approach based on the fuzzy sets, we use various triangle fuzzy numbers <bij
1, bij

2, bij
3> to describe 

OD matrix. First setting is described by triangle fuzzy number <0.8*bij, bij, 1.2*bij>, where 0.8*bij means 80% 

from original values in OD matrix etc. Second setting is described by triangle fuzzy number <0.9*bij, bij, 1.2*bij> 

and setting 3 is described by triangle fuzzy number <0.8*bij, bij, 1.1*bij>. In the second approach based on model 

reformulation with impact parameters were d = {0, 0.01, 0.02, 0.03} what represent increase in demand up to 3 % 

and e = {0, 0.02, 0.04, 0.06} what represent decrease in demand up to 6 %.  

Results of numerical experiments are shown in the Table 1. Column denoted as p represent values of parameter 

p used in the set of calculations. In both approaches we evaluate the best obtained value of the solution calculates 

according to the (3) for all possible parameter setting (column ObjBest), number of differently assigned stops 

(assignment to different zones with different parameter setting of the solution method) is in the column denoted 

as Diff and number of trips affected by different assignment of stops is in the column denoted as Trips. All numer-

ical experiments were performed in Xpress [11] on a computer equipped with Intel Core 2 Duo E6850 with pa-

rameters 3 GHz and 3.5 GB RAM.  

  Fuzzy aproach Model reformulation approach 

p ObjBest Diff. Trips ObjBest Diff. Trips 

3 5261.05 6 856 5260.30 7 726 

4 5235.20 4 956 5223.85 4 956 

5 5270.05 6 1230 5267.15 6 1230 

6 5295.00 6 1057 5299.05 5 997 

7 5315.65 5 997 5312.75 5 997 

Table 1 Results of numerical experiments 

5 Conclusion 
In this paper we presented two integer programming based approaches to test robustness of the zone tariff design 

problem. One of approaches is based on the theory of fuzzy sets and second one on the model reformulation with 

parameters modeling the impact of fare changes on the demand for traveling. Designed approaches were verified 

on the real data set from the Žilina municipality, where we have an OD matrix calculated using passengers’ smart 

card transactions for a period of one week (approx. 110 000 transaction records). To perform all numerical exper-

iments we used IP-solver Xpress. 
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By comparing of obtained results with various settings of parameter p we can conclude that the changes in the 

demand do not have big influence on the zone partitioning and differences between both used methods are rela-

tively small. In the worst case only 7 out of 120 stops are assigned to the different zones and the number of affected 

trips (customers) in comparing with total number of trips is relatively small. Differently assigned stops are mainly 

stops with small demand. This allows us to conclude that the proposed solution methods are enough robust to be 

used in the case of changing the tariff system.  

Newly created zones are mostly in suburban parts of the network with smaller demand for travelling and higher 

distances to the centre, as it is common in most transportation system. The major drawback of this process was the 

time complexity of the problem. Computation time varies from few second up to 2 hours for one particular param-

eter setting. 

Acknowledgements 

This work was supported by the research grant VEGA 1/0463/16 “Economically efficient charging infrastructure 

deployment for electric vehicles in smart cities and communities” and VEGA 1/0518/15 “Resilient rescue systems 

with uncertain accessibility of service”. We would like to thank to "Centre of excellence for systems and services 

of intelligent transport” (ITMS 26220120050) for built-up infrastructure, which was used.  

References 

[1] Bagchi, M., and White, P. R.: The Potential of Public Transport Smart Card Data. Transport Policy 12, 5 

(2005), 464–474. 

[2] Hamacher, H. W., and Schöbel. A.: Design of Zone Tariff Systems in Public Transportation. Operations 

Research 52 (2004), 897–908. 

[3] Koháni, M.: Zone partitioning problem with given prices and number of zones in counting zones tariff system. 

In: SOR ´13: proceedings of the 12th International Symposium on Operational Research: Dolenjske Toplice, 

Slovenia (2013), 75–80. 

[4] Koháni, M.: Impact of changes in fares and demand to the tariff zones design. In: Mathematical methods in 

economics: proceedings of the 31st International Conference, College of Polytechnics Jihlava (2013), 417–

422. 

[5] Koháni, M.: Modeling and handling of uncertain demand in counting zones tariff system. In: Mathematical 

methods in economics: proceedings of the 33rd International Conference, University of West Bohemia, Cheb 

(2015), 371–376. 

[6] Koháni, M.: Tariff zones design in integrated transport systems: a case study for the Žilina municipality. In: 

Mechanics, energy, environment: proceedings of the 7th international conference on Urban rehabilitation 

and sustainability (URES '15), Rome, Italy, WSEAS Press (2015), 91–97. 

[7] Palúch, S.: On a fair fare rating on a bus line. In: Communications: scientific letters of the University of Žilina 

15 (2013), 25–28. 

[8] Schöbel, A.: Optimization in Public Transportation: Stop Location. Delay Management and Tariff Zone De-

sign in a Public Transportation Network. Springer, 2006. 

[9] Tanaka, H., and Asai, K.: Fuzzy linear programming problems with fuzzy numbers. Fuzzy Sets and Systems 

13 (1984), 1–10. 

[10] Teodorović, D., and Vukadinović. K.: Traffic Control and Transport Planning: A Fuzzy Sets and Neural 

Networks Approach. Kluver Academic Publishers, Boston, Dordrecht, London, 1998. 

[11] XPRESS-Mosel User guide. Fair Isaac Corporation, Birmingham, 2012. 

 

Mathematical Methods in Economics 2016

430



China and EU as trade competitors: different methodological 

approaches 
Veronika Končiková

1
, Jakub Buček

2
, Robert Barca

3
 

Abstract. Gravity models have been widely used in the international economy. Nu-

merous papers have used gravity models as their main methodology to estimate the 

impacts and determinants of international flows of goods, capital or labor. However, 

the specifications of gravity models vary a lot. Numerous researches have focused 

on how to correctly specify the gravity models in order to get the best results. In our 

paper we study the impact of Chinese exports on the exports of EU15 countries in 

the period 2010-2014. However, the literature about gravity models is wide and dif-

ferent authors recommend different estimation techniques in their papers. The aim of 

this paper is to offer different specifications of trade gravity models and compare the 

results for our research topic. We find out those different specifications indeed de-

liver different results; however, the differences are not substantial. We can conclude 

that the use of different methodological approaches does not differ the answer for 

our research question. In both cases the models show that we can observe negative, 

but marginal, impact of Chinese high-tech exports on the exports of selected Euro-

pean countries.  

Keywords: gravity model, trade, China, exports, EU, high-tech 

JEL Classification: C40, C49 

AMS Classification: 91B60 

1 Introduction  

Gravity models are widely used in the international trade literature. They are used to evaluate flows in different 

fields of international economics including trade, finances as well as migration. In the trade economics they 

address various research questions such as the impact of exchange rates, historical and linguistic heritage or 

increased competition from emerging countries on the trade flows. However, we observe not only the variety of 

topics which are answered with the help of the gravity models, but we also observe an important variety in the 

estimation techniques. This paper tries to compare a use of two different estimation techniques in order to assess 

whether the results are strongly affected by the choice of the estimation technique.  

In our model we try to answer a research question: “Are Chinese exports crowding out high-tech exports of 

the EU-15 into the OECD countries in the period 2010-2014?” However, the main goal of this paper is to com-

pare two different approaches to estimate gravity models and try to evaluate if the estimation techniques have 

substantial impact on the results. In our paper we first present the motivation and rational behind our research 

question by addressing the rapid increase of Chinese exports in the last decade and we discuss the shift in the 

Chinese export structure by analyzing China as the main high-tech product exporter. In the following chapter we 

briefly present the gravity models and their use in trade economics. This chapter is followed by the model speci-

fication where our methodology is revealed and the variables and data used are presented in detail. The next 

chapter evaluates the results of both our techniques and we compare the outcomes. At the end the conclusion is 

offered.  

2 China and trade 

China is mostly known as a country which exports mainly garments and textiles. However, with a short glance at 

the data showing the structure of Chinese exports, we might find out that these are no longer the main export 

articles. In this chapter we first talk about the impressive rise of Chinese exports in both intensive and extensive 
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margin. In the second part we discuss why the high-tech exports are particularly interesting for economic re-

searchers and how they support the motivation of our research question.  

2.1 The rise of Chinese exports 

Ever since the economic reforms introduced by Deng Xiaoping, China has undergone an important economic 

transformation which included its opening to the world trade. While in the early sixties Chinese external trade 

was virtually nonexistent or insignificant given the size of Chinese economy, in the year 2006, when the share of 

exports on Chinese GDP reached its peak level, the share of exports increased to 35,65% of GDP as shown in 

[16]. In only few decades China has become the world´s biggest exporter of goods. According to [17] the share 

of Chinese exports of the goods and services on the world exports in approaching 10%. This rapid rise in Chi-

nese exports has enhanced economic discussion on what impact the Chinese development might have on the 

developing countries. Probably the most important work is [4] which is using gravity models to estimate the 

impact of the Chinese rise on other Asian economies.  

2.2 The export of high-tech goods 

Another outstanding development in Chinese exports is the evolution of its structure. While most people still see 

China mainly as the exporter of cheap garments, the data demonstrate that China has moved towards the produc-

tion of more sophisticated products. Rodrik in [14] argues that the sophistication of Chinese production is even 

higher than its income per capita would suggest. Rodrik’s paper stirred a debate about sophistication of Chinese 

exports. Most opponents
4
 suggest that given the global value chains observed in contemporary trade, Chinese 

exports are not as sophisticated as the trade data suggest. They argue that the export of sophisticated products 

from China is accompanied by import of highly sophisticated intermediate goods from developed countries and 

therefore Chinese role is only in assembling operations which have very low value added.  

However, this knowledge is not going to affect our research. The data confirm that the amount of high-tech 

goods from China has increased massively. According to [12] electronics creates 35% of total Chinese exports. 

Moreover, the discussion on sophistication of Chinese products does not refute that we observe the rise in high-

tech exports from China. It only highlights that while China is an important exporter of high-tech products, it 

does not necessary mean that its value-added is high as well. Our paper uses the data of final goods exports to 

assess the competition of final goods on the third markets. Therefore it does not include the analysis concerning 

the global value chains. But the lessons learnt from the debate on the sophistication of Chinese exports need to 

be taken into consideration when evaluating the results of our estimations.  

The importance of structural change in Chinese exports lies in the shift from literature evaluating the impact 

of Chinese rise on developing countries to the literature which assesses the impact of China on the developed 

countries. [6] is one of the first papers to study impact of Chinese exports on developed countries. Our research 

follows this literature which focuses on the impact Chinese rise in exports has on the developed economies, more 

precisely on their exports.  

3 Gravity models in trade economics 

Gravity models have long history of usage in trade economics. They were first used in the studies of Tinbergen 

[15] and Pöyhönen [13]. But ever since this time gravity models became much more sophisticated, both – in its 

theoretical foundations as well as in its estimation techniques. At first, gravity models were accused of being 

atheoretical. However, already in [3] Bergstrand proposed a microeconomic foundation for gravity models. The 

theoretical reasoning behind the gravity models was further developed over the time. Among the most important 

milestones are papers [7], [5], [2] and [8].  All these studies try to improve the theoretical basis as well as the 

specification of the gravity models.  

4 Model specification 

Our paper derives from the previous literature on gravity models. The model is specified as follows:  

ln(EXi,j,t) =  β0 + β1𝑙𝑛(ChExj,t) + β´Xi.j.t + ϑi,j,t 

EXi,j,t are exports of all European countries “i” into all destination countries “j” in the time “t”. For the pur-

pose of our research the most important variable is ChExj,t which in our model represents Chinese export compe-

tition. ChExj,t therefore represents Chinese exports to country “j” in the time “t”. ϑ represents the error term. 
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X is a matrix of gravity type variables. Given the previous researches on gravity models we add the follow-

ing variables into our model: 

 GDP of the exporting European country “i” in the year “t”; 

 GDP of the importing OECD country “j” in the year “t”; 

 Population of the exporting European country “i” in the year “t”; 

 Population of the importing OECD country “j” in the year “t”; 

 Distance between the exporting EU country “i” and importing OECD country “j” (measured as distances 

between their capital cities); 

 Dummy for the borders between the trade partners; 

 Dummy for the language similarity between the trade partners. 

There are lots of approaches towards gravity models. The following methods are mentioned by [9] as esti-

mation techniques used in the existing gravity model literature:  

 Truncated OLS; 

 OLS (1+Tij); 

 Tobit (censored regression) 

 Panel fixed effects 

 Panel random effects 

 Heckman two-step  

 Poisson Pseudo Maximum Likelihood 

 Nonlinear Least Squares 

 Feasible Generalized Least Squares 

 Gamma Pseudo Maximum Likelihood 

Given that the study [10] proves that different estimation techniques might lead to different results, we de-

cided to compare two different estimation techniques in our model.  

First estimation will be based on panel data model. Given that the pooled OLS model would give biased es-

timations and the test has shown that the random effects are more suitable then the fixed effects, we opted to 

estimate our model with the help of panel data random effects. The second estimation is based on the Poisson 

model which is one of the alternative techniques used for gravity models estimations. In the next chapter we will 

estimate our model using the programs gretl and R.  

5 Results 

The results for using the panel random effects are available in the Table 1: 

Variable estimate std. error t-value pr(>|t|)      

(intercept) -3.6448e+01 2.4864e+00 -14.6593 < 2.2e-16 *** 

ChExj,t (China exports) -1.7149e-01 4.2757e-02   -4.0108 6.240e-05 *** 

GDP it (EU) 1.1598e+00   9.9102e-02   11.7028 < 2.2e-16 *** 

GDP jt (OECD) 1.3209e+00   1.1227e-01   11.7655 < 2.2e-16 *** 

Population it (EU)  -2.3264e-01 9.0485e-02   -2.5710 0.0102005 * 

Population jt (OECD) -2.3991e-01 9.0502e-02   -2.6508 0.0080827 ** 

Language dummy 9.5903e-01   2.4780e-01 3.8702 0.0001117 *** 

Distance -1.1545e-04   1.4124e-05   -8.1738 4.814e-16 *** 

Border dummy 1.0308e+00   2.2674e-01 4.5459 5.745e-06 *** 

Table 1 Panel random effects 

 

The results for using Poisson model are available in the Table 2: 

Variable estimate std. error t-value pr(>|t|)      

(intercept) -4.774e+01   1.466e+00 -32.567   < 2e-16 *** 

ChExj,t (China exports) -8.946e-02   5.006e-03 -17.871   < 2e-16 *** 

GDP it (EU) 1.712e-01   9.411e-03   18.190   < 2e-16 *** 

GDP jt (OECD) 2.928e+00 3.788e-02   77.306   < 2e-16 *** 
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Population it (EU)  -7.699e-01   5.398e-02 -14.263   < 2e-16 *** 

Population jt (OECD) -7.805e-01   5.402e-02 -14.448   < 2e-16 *** 

Language dummy -1.909e-01   4.004e-01   -0.477    0.6336      

Distance -1.087e-04   1.715e-05   -6.339 2.32e-10 *** 

Border dummy 8.369e-01   3.523e-01    2.375    0.0175 * 

Sigma 2.340e-01   1.240e-02 18.872   < 2e-16 *** 

Table 2 Poisson estimation 

 

When we try to compare the results we can see that indeed we observe differences between the two estima-

tion techniques used in our paper. However, the differences are not substantial. When it comes to the most basic 

gravity models variable, including GDP of exporting as well as GDP of importing country, they are exactly as 

the theory behind the gravity models predicts. In both cases the GDP of exporting as well as importing countries 

have positive impact on the mutual trade between the EU and OECD countries in the high-tech exports. The only 

difference we find is that the Poisson model gives more importance to the impact GDP of importing countries 

has on mutual trade comparing to the GDP of exporting countries.  

Another typical variable for gravity type models is distance between the exporting and importing country. 

This variable is a proxy to estimate transaction and transportation costs between countries. In the gravity models 

we assume that higher the distance between the two countries, bigger are the transactions and transportation 

costs. We can see that the distance variable gives the predicted results and the impact on the trade is negative. 

Nevertheless, we can see that the impact is marginal. This can be caused by the fact that our dataset is limited to 

a specific set of countries which are close to each other hence the transportation costs might be minimal. In addi-

tion to this, all the countries concerned are among developed countries and therefore the trade infrastructure 

might be on high-level and transaction costs therefore might be lower.  

The variable which is crucial for our research is the variable for Chinese exports to the OECD countries. We 

can see that this variable has negative impact on EU-15 exports to OECD countries according to both our estima-

tions. Therefore we can assume that the Chinese high-tech products between the years 2010-2014 has become to 

tread out the European exports from OECD countries. However, it is important to notice that the effect is very 

low.  

The most significant difference is in the results for language dummy variable. The dummy is 1 if at least 9% 

of the population shares the same language and it is 0 if they do not share a common language. The common 

language should smooth the trade and therefore in the gravity models we expect positive impact on the bilateral 

trade. We can see that in the case of panel data estimation we can truly find a positive impact of the language 

dummy. However, in the Poisson model we find a negative impact of language dummy on the trade between 

EU-15 and OECD countries. But we can see that in Poisson model the language dummy is not significant. This 

problem might have emerged from the fact that we use a limited dataset and therefore the information contained 

in our data is insufficient for proving the language similarity importance for the trade flows.  In order to prove 

that our model is consistent we did check our model for robustness by excluding the insignificant variable "lan-

guage dummy". The table 3 proves that by removing this regressor our model leads to the same conclusions.   

The rest of the variables behave as the theory behind gravity models suggest. The border dummy shows that 

when countries have mutual borders they are more likely to trade together. And the negative impact of popula-

tion is logical given that in our model we included variables of GDP and not the variable GDP per capita.  

When it comes to the accuracy measures we can provide coefficient of determination for the random effects 

model and McFadden´s pseudo-coefficient of determination for the Poisson estimation. For the random effects 

model the coefficient of determination equals to 0.646488. For the Poisson model, the McFadden's R^2 equals 

0.64432869. However, we cannot compare these two accuracy measures. We need to keep in mind that these two 

models use different principles and therefore the dependant variables in the two models differ. While in the ran-

dom effect models we use the logarithm of the dependant variable EXi,j,t, in the Poisson model, the variable we 

explain is EXi,j,t/1000000.  

 

Variable estimate std. error t-value pr(>|t|)      

(intercept) -4.768e+01   1.459e+00 -32.683   < 2e-16 *** 

ChExj,t (China exports) -8.941e-02   5.005e-03 -17.865   < 2e-16 *** 

GDP it (EU) 1.713e-01   9.408e-03   18.204   < 2e-16 *** 

GDP jt (OECD) 2.928e+00 3.788e-02   77.294   < 2e-16 *** 
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Population it (EU)  -7.716e-01   5.382e-02 -14.337   < 2e-16 *** 

Population jt (OECD) -7.822e-01   5.386e-02 -14.523   < 2e-16 *** 

Distance -1.110e-04   1.637e-05   -6.783 1.18e-11 *** 

Border dummy 7.796e-01   3.279e-01    2.377    0.0174 * 

Sigma 2.340e-01   1.240e-02 18.870   < 2e-16 *** 

      

Table 3 Poisson estimation without language variable 

6 Conclusion 

The main aim of this paper was to compare different estimation techniques of gravity models. For this purpose 

we chose panel random effects and Poisson model. We found out that the results show slight differences, howev-

er no significant divergence is observed. And the use of different estimation method does not impact the main 

conclusions of the model.  

The research question for this model was to estimate whether Chinese growth in the high-tech exports im-

pacts exports of EU15 countries on the OECD markets in the period 2010-2014. Both of out models suggest that 

there is a competition between Chinese and European high-tech exports on OECD markets. However, at least for 

the years investigated in our paper this impact seems to be marginal.  
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Portfolio selection problem with the third-order

stochastic dominance constraints
Miloš Kopa1

Abstract. The paper deals with portfolio selection problems which maximize
mean portfolio return under constraints that the random return outperform a
random benchmark. The outperformance can be understood in several differ-
ent ways. In this paper, we focus on the mean maximization under third-order
stochastic dominance constraints. The third-order stochastic dominance con-
straints are approximated by so called “super-convex” third-order stochastic
dominance constraints which compare the semivariance functions in various
grid points. First, we compute the optimal solution of the problem when an
ultra-fine grid is used, i.e. super-convex third-order stochastic dominance is
a very good approximation of the third-order stochastic dominance. Then,
we decrease the number of grid (partition) points (and consequently increase
the speed of computations) and we compare the optimal solutions and optimal
objective values for various numbers of partition points between each other.
Finally, we use the second-order stochastic dominance constraints instead of
the third-order ones and we again analyze the changes in the optimal solution
and the optimal objective value.

Keywords: Portfolio selection problem, the third-order stochastic dominance
constraints, computational complexity

JEL classification: D81, G11
AMS classification: 91B16, 91B30

1 Introduction

Stochastic dominance is, in general, a relation between two random variables. This relation allows for
comparison of random returns, losses, or other random outcomes of the investments. The most commonly
used stochastic dominance relations are so called the first-order, the second-order and the third-order
stochastic dominance. We say that a random variable X dominates a random variable Y with respect to
the N -th order stochastic dominance, N = 1, 2, ... if

Eu(X) ≥ Eu(Y ) for all u ∈ UN

where the set of admissible utility functions for the N -th order stochastic dominance is defined as follows:

UN = {u(x) ∈ DN : (−1)ku(k) ≤ 0, ∀x, k = 1, ..., N}.

In particular, the first-order stochastic dominance (FSD) is generated by the set of all non-decreasing
utility functions (all non-satiated decision makers are considered), while the second order stochastic
dominance (SSD) focuses only on the risk averters, that is, only concave and non-decreasing functions
are admissible. The basics go back to 1960th, see [20], [8], [9], [22] or [23]. In these papers, several
sufficient and necessary conditions for the N -th order stochastic dominance, N = 1, 2, 3, were derived.
For example, a random variable X dominates a random variable Y with respect to the N -th order
stochastic dominance, N = 1, 2 if and only if

F
(N)
X (z) ≤ F (N)

Y (z) ∀z ∈ R

where F
(1)
X (z) is a cumulative distribution function of X and

F
(2)
X (z) =

∫ z

−∞
F

(1)
X (t)dt.

1Charles University in Prague, Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics,
Sokolovská 83, 186 75 Prague 8, Czech Republic, kopa@karlin.mff.cuni.cz
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See [13] for more details. In last years, a substantial development of the stochastic dominance applications
in finance was observed; for example in the following directions:

• necessary and sufficient conditions for portfolio efficiency with respect to stochastic dominance
criteria, see e.g. [18], [7], [12], [17]

• portfolio enhancement using stochastic dominance rules, see e.g. [21], [10], [19]

• DEA equivalent models in the sense that a portfolio is classified efficient with respect to a stochastic
dominance relation if and only if it is efficient with respect to a particular Data Envelopment
Analysis model, see [1], [2], [3] for more details.

• more robust version of stochastic dominance relations and stochastic dominance efficiency, see e.g.
[4], [11], [5] or [6].

• more general stochastic dominance (ordering) rules, see e.g. [15], [14] and references therein, or
[16].

In this paper we focus on the portfolio selection problems which maximize expected return under the
third order stochastic dominance constraints. We follow [19] because they argue in favor of the third order
stochastic dominance (TSD) as follows: ”TSD is less restrictive than SSD, because it requires a preference
ordering only for ‘skewness lovers’, or those risk averters who exhibit decreasing risk aversion. This
assumption is accepted by financial economists based on compelling theoretical and empirical arguments.
The relaxation of the dominance restriction improves the feasible combinations of return and risk. In
particular, TSD is well suited for constructing enhanced portfolios with less downside risk and more upside
potential than the benchmark. The SSD criterion ignores these solutions if they are sub-optimal for some
skewness haters.” Since TSD condition requires in general infinitely many constraints, [19] proposed very
tight approximation (sufficient condition) called super-convex TSD (SCTSD). The goal of this paper is
to analyze the quality of the approximation for various numbers of partition points. Moreover, SSD is
another sufficient condition for TSD, therefore we observe what happens if SSD constraints are used
instead of TSD constraints. Contrary to [19], we provide the analysis using monthly data (returns) of 25
Fama French representative portfolios. The analysis uses historical data 1995 - 2014 from the Kenneth
French library.

The remainder of this paper is structured as follows. Section 2 presents a notation and basic properties
of the SSD relations as well as of the TSD relations. It is followed by a summary of portfolio selection
models with SSD constraints based on [12] and with TSD constraints following [19] in Section 3. These
models assume an empirical distribution of the returns. Section 4 shows the results of the empirical part.
The paper is summarized and concluded in Section 5.

2 Stochastic dominance relations

We consider a random vector r = (r1, r2, ..., rN )′ of returns of N assets in T equiprobable scenarios. The
returns of the assets for the various scenarios are given by

X =




x1

x2

...

xT




where xt = (xt1, x
t
2, . . . , x

t
N ) is the t-th row of matrix X. We will use λ = (λ1, λ2, ..., λN )′ for a vector

of portfolio weights and the portfolio possibilities are given by

Λ = {λ ∈ RN |1′λ = 1, λn ≥ 0, n = 1, 2, . . . , N}.

Let F
(1)
r′λ(x) denote the cumulative probability distribution function of returns of portfolio λ. The

twice cumulative probability distribution function of returns of portfolio λ is given by:

F
(2)
r′λ(t) =

∫ t

−∞
F

(1)
r′λ(x)dx (1)
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and the three times cumulative probability distribution function of returns of portfolio λ is similarly defined
as:

F
(3)
r′λ(y) =

∫ y

−∞
F

(2)
r′λ(t)dt. (2)

Definition 1. Portfolio λ ∈ Λ dominates portfolio τ ∈ Λ by the second order stochastic dominance
(r′λ �SSD r′τ ) if

F
(2)
r′λ(t) ≤ F (2)

r′τ (t) ∀t ∈ R.

Portfolio λ ∈ Λ dominates portfolio τ ∈ Λ by the third order stochastic dominance (r′λ �TSD r′τ ) if

F
(3)
r′λ(t) ≤ F (3)

r′τ (t) ∀t ∈ R

and E(r′λ) ≥ E(r′τ ).

This relation is sometimes called a weak SSD and the equivalent definition, presented in e.g. [9], [13]
or [12] is based on comparison of expected utility of portfolio returns:

r′λ �SSD r′τ ⇐⇒ Eu(r′λ) ≥ Eu(r′τ )

for all concave utility functions u. Similarly:

r′λ �TSD r′τ ⇐⇒ Eu(r′λ) ≥ Eu(r′τ )

for all concave utility functions u having a nonnegative third derivative everywhere.

3 Portfolio selection models

In this paper, we are dealing with portfolio selection models with stochastic dominance constraints in the
form:

maxE(r′λ) (3)

s.t. r′λ �SSD r′τ

λ ∈ Λ

and

maxE(r′λ) (4)

s.t. r′λ �TSD r′τ

λ ∈ Λ

where τ is a given benchmark (reference) portfolio. Since we consider a discrete distribution of returns
with equiprobable scenarios (atoms) we can (3) formulate as a linear programming problem, following
[12]:

max
ds,vt,s,λ

1

T

T∑

t=1

xtλ (5)

s.t. −T−1xtλ + 1
sds − vt,s + 1

s

∑T
k=1 vk,s ≤ − 1

Ts

∑s
k=1 xkτ

t, s = 1, 2, ..., T

vt,s ≥ 0, t, s = 1, 2, ..., T

ds ≥ 0, s = 1, 2, ..., T.

λ ∈ Λ
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Assuming a partition (z1, ...., zK) such that z1 ≤ xtτ and zK ≥ xtτ for all t = 1, 2, ..., T , [19] proposed
a SCTSD model with a tight sufficient condition for r′λ �TSD r′τ :

max
λ

1

T

T∑

t=1

xtλ (6)

s.t.
1 + ek

2T

T∑

t=1

θ2k,t ≤ F
(3)
r′τ (zk), k = 1, ...,K

θk,t ≥ zk − xtλ k = 1, ...,K, t = 1, ..., T

1

T

T∑

t=1

xtλ ≥ 1

T

T∑

t=1

xtτ

λ ∈ Λ

θk,t ≥ 0, k = 1, ...,K, t = 1, ..., T

where e1 = e2 = 0 and

ek =
F

(3)
r′τ (zk)

F
(3)
r′τ (zk−1) + F

(2)
r′τ (zk−1)(zk − zk−1)

− 1, k = 3, ...,K.

Since the solution of problem (6) depends on the partition (z1, ...., zK) we compare the optimal solutions
and optimal objective values of (6) for various partitions among each other, see the next section. The
higher number of partition points K is, the higher optimal objective value is reached, but the longer
computation time is needed.

4 Empirical study

In this section we apply problems (5) and (6) to monthly returns of 25 Fama-French portfolios (base
assets) formed on size and book-to-market, such that the portfolios are the intersections of 5 portfolios
formed on size (market equity, ME) and 5 portfolios formed on the ratio of book equity to market equity
(BE/ME). Moreover we included returns of one-year US tbill. As the reference (benchmark) portfolio τ ,
we consider the market US portfolio, proxied by the CRSP index. We took data from period 1995-2014
(240 scenarios of returns).

The goal of these problem is to find a portfolio with the maximal mean return which outperforms
the US market portfolio in sense of the second order stochastic dominance (5) or third order stochastic
dominance (6). The optimal portfolios dominates the benchmark portfolio by SSD (TSD). Problem (6)
uses a sufficient condition for TSD and we will empirically explore how tight the condition is in dependence
on the number of partition points K. To simplify the analysis, we consider only equidistant partitions, i.e.
zk − zk−1 is constant (not depending on k). Finally we replace TSD constraints by the SSD constrains,
because SSD is another sufficient condition for TSD. The following table summarizes the results in terms
of optimal solutions, optimal objective values and computer times. From all 25 assets, only 2 of them
appears in the optimal solution portfolios as well as the t-bill. The first asset (A1) is a value weighted
average of stocks having the smallest size (ME=1 of 5) and almost the highest BE/ME (BE/ME = 4 of
5). The second asset (A2) is a value weighted average of stocks having medium size (ME=3 of 5) and
the highest BE/ME (BE/ME = 5 of 5).

5 Conclusions

In this paper we analyzed the accuracy of the optimal solutions and optimal objective values of the mean
maximizing portfolio selection problem with the third-order stochastic dominance constrains. These
constraints guarantee that the solution portfolio is preferred to the US market portfolio by all investors
having increasing, concave utility functions with nonnegative third derivatives. First, we compute the
problem for the ultra-fine partition, i.e. with 1000 equidistant partition points. We found that it has
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Optimal portfolios Optimal Relative Computer

A1 A2 T-bill objective error time(s)

K=1000 0.7304 0.1442 0.1254 1.22746 0% 475

K=800 0.7303 0.1443 0.1254 1.22745 0.001% 420

K=600 0.7303 0.1443 0.1254 1.22744 0.002% 280

K=400 0.7304 0.1441 0.1255 1.22741 0.004% 182

K=200 0.7299 0.1444 0.1256 1.22722 0.020% 102

K=100 0.7294 0.1444 0.1263 1.22648 0.080% 63

K=50 0.7271 0.1440 0.1289 1.22349 0.323% 28

K=25 0.7192 0.1430 0.1378 1.21316 1.165% 14

SSD 0.6527 0.1870 0.1603 1.18892 3.140% 85

Table 1 Numerical results using GAMS software with solver IPOPT

no sense to use more-fine partition because it would have no effect on the optimal solution. Secondly,
we decrease the number of partition points to 800, 600, 400, 200, 100, 50, 25. Table 1 shows that even
if we use 90% partition reduction (i.e. 100 instead of 1000 partition points) that relative error of the
optimal objective value is less than 0.1%. And, moreover, the computer time decreases by 85%. Finally,
we compare these results with results of the problem with SSD constraints. We find that if SSD is used
as the approximation (sufficient condition) of TSD then the relative error of the optimal objective value
is approximately 3% and it takes more computer time than the above TSD case with K=100 partition
points.

For future research, this study can be improved in various ways. For example, longer historical data
can be used or different frequency data can be considered (mainly with daily returns). In addition, one
can consider the stochastic dominance relations in a more robust way as it was done in [11] or [5], [6] for
the first and the second-order stochastic dominance, using contamination techniques and the worst-case
approach. Alternatively, one can compare the results also with the case when the first-order stochastic
dominance is used. Unfortunately, all these improvements would lead to much more computationally
demanding optimization problems.
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Income Inequality in V4+ Countries at NUTS 2 Level 
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Abstract. Income inequality could be a social problem because it causes poverty, 

generally negatively affects society and it could create a space for social and eco-

nomic discrimination. Nowadays it is not a problem to find data about it in a form of 

Gini coefficient, which is one of the best known indicators of measuring income in-

equality, at national level, but relevant data at regional level does not exist. The 

NUTS classification is a hierarchical system for dividing up the economic territory 

of the European Union and among others is used for the purpose of socio-economic 

analyses of the regions. Regions eligible for support from cohesion policy have been 

defined at NUTS 2 level. The aim of this paper is to measure and compare income 

inequality in V4+ countries at NUTS 2 level in a period of 2005 – 2013. Because of 

the regional income distribution data unavailability income inequality will be ana-

lysed through the standard deviation and coefficient of variation. The analysis of 

disposable incomes at NUTS 2 level in selected countries will be made on empirical 

data from the regional Statistics on disposable income of households published by 

Eurostat. 

Keywords: Income Inequality, V4+ Countries, NUTS 2, Standard Deviation, Coef-

ficient of Variation. 

JEL Classification: C13, D32, I32, R13 

AMS Classification: 62P20 

1 Introduction 

Income inequality has become one of an important issue in countries all over the world. This term is closely 

associated with poverty, affects negatively society and it could create a space for social and economic discrimi-

nation. Some studies [5], [6]found the relationship between income inequality and economic growth. Indicators 

of income inequality are source of information for EU’s main investment policy – cohesion (regional) policy. 

The bulk of Cohesion Policy funding is concentrated on less developed European countries and regions in order 

to help them to catch up and to reduce the economic, social and territorial disparities that still exist in the EU. It 

targets all regions and cities in the European Union in order to support job creation, business competitiveness, 

economic growth, sustainable development, and to improve citizens’ quality of life. All these factors could con-

duce to improve income inequality in the EU regions.  

The NUTS classification (Nomenclature of territorial units for statistics) is a hierarchical system for dividing 

up the economic territory of the EU for the purpose of collection, development and harmonisation of European 

regional statistics, for socio-economic analyses of the regions (NUTS 1, NUTS 2, NUTS 3) and for framing of 

EU regional policies.The current NUTS 2013 classification is valid from 1 January 2015 and lists 98 regions at 

NUTS 1, 276 regions at NUTS 2 and 1342 regions at NUTS 3 level.Regions eligible for support from cohesion 

policy have been defined at NUTS 2 level. 

One of the best known and used measures of income inequality is Gini coefficient and its graphical represen-

tation – Lorenz curve [8]. Eurostat [3] publish databases of Gini coefficient for each member country but rele-

vant data of distribution of income by quintiles (which are fundamental for Gini coefficient’s calculation)  at 

regional level does not exist. The aim of this paper is to measure and compare income inequality in V4+ coun-

tries at NUTS 2 level in a period of 2005 – 2013 through the method of coefficient of variation. 

The text of the article below this Section 1, Introduction, will be organized as follow: Section 2 provides 

some theoretical introduction to measurement of income inequality, in detail the method of coefficient of varia-

tion is characterized here. Section 3 is oriented to methodology and characterization of data that was used. Sec-

tion 4 contains the empirical analysis of the income inequality in six selected European countries using the me-

thod of coefficient of variation.  There is also indicated the development of income inequality during analyzed 

                                                           
1
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period with Gini coefficient. Finally the conclusion, Section 5, highlights some major conclusions of detailed 

analysis of income inequality in V4+ countries at NUTS 2 level.  

 

2 How to measure income inequality at regional level NUTS 2 

Income inequality is a natural part of every human society. It could reflect a measure of poverty and redistribu-

tion of income. Among methods how to measure income inequality are mostly included Gini coefficient and its 

graphical representation – Lorenz curve., Robin Hood Index, indicator S80/S20 Income Quintile Share Ratio or 

method of non-weighted average deviation (for more see [1], [7], [9], [10]).  All these indicators are based on 

distribution of income by quintiles (deciles), so it is necessary to know income allocation of households. This 

data is not available at regional level, so we have to find another way how to measure income inequality. Coeffi-

cient of variation is one of the possibility that appears to be appropriate for it. 

The standard formulation of a coefficient of variation (CV), the ratio of the standard deviation to the mean, 

applies in the single variable setting. The CV is often presented as the given ratio multiplied by 100.  

  %100
x

SSD
CV  (1) 

Where: SSD is sample standard deviation, 

 (  is the arithmetic mean. 

 

The CV for a single variable aims to describe the dispersion of the variable in a way that does not depend on 

the variable's measurement unit. The higher the CV, the greater the dispersion in the variable. The CV for a vari-

able can easily be calculated using the information from a typical variable summary (and sometimes the CV will 

be returned by default in the variable summary). 

The standard deviation (SD)is a measure that is used to quantify the amount of variation or dispersion of a set 

of data values.A low standard deviation indicates that the data points tend to be close to the mean (also called the 

expected value) of the set, while a high standard deviation indicates that the data points are spread out over a 

wider range of values [2]. In our case we are interested in sample standard deviation: 

 
2

1

2

1

1
xNx

N
SSD

N

i

i 


 


 (2) 

Where: N present number of values that we have available, 

 xi presents the i-th indicator, 

 (  is the arithmetic mean. 

 

A large standard deviation indicates that the data points can spread far from the mean and a small standard 

deviation indicates that they are clustered closely around the mean. 

The arithmetic mean of a set of values is the quantity commonly called "the" mean or the average: 

 



N
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3 Methodology and data 

From a methodological perspective, the work is based on data gained by Eurostat, concretely from the database 

of Disposable income of private households by NUTS 2 region for the Czech Republic, Slovakia, Poland, Hun-

gary, Austria and Slovenia (in Slovenia data for 2013 is missing). The covered period includes years 2005-2013 

because of missing credible data which is not available for a longer period. The disposable income of private 

households is the balance of primary income (operating surplus/mixed income plus compensation of employees 

plus property income received minus property income paid) and the redistribution of income in cash. These 

transactions comprise of social contributions paid, social benefits received in cash, current paid taxes on income 

and wealth paid, as well as other current transfers. Disposable income does not include social transfers in kind 

coming from public administrations or non-profit institutions serving households [4]. 

Calculations of coefficient of variation and value of standard deviation (SSD) are based on calculations using 

formulas (1), (2) and (3). This type of measurement of income inequality were described in the text above. 

The ware used was MS Excel. All calculations and graphical analysis are authors own. 

4 Results of Empirical Analysis 

First of all Figure 1 shows the development of values of Gini coefficient in countries V4+. The value of Gini can 

range from 0 (the country has an even distribution of income in relation to households) to 1 (all income in a 

society is concentrated with one household or individual). In some databases the scale from 0 to 100 is used [3].  

 

 

Figure 1 Values of Gini coefficient in V4+ countries (6), 2005 - 2013. 

 

As we can see in Figure 1 the best results are in Slovenia, where the Gini coefficient is the lowest and its de-

velopment is stable with moderate rising in last two years. The highest income inequality was at the beginning of 

covered period in Poland and although there is a downtrend, it is still the highest value of Gini in 2013. The 

largest variety can be seen in Hungary, where the Gini coefficient increased sharply in 2006 and in 2007 de-

clined very fast. From 2010 it has been in progress. In Hungary there are many changes in fiscal policy, so this 

could be the consequences. 

Empirical analysis was made on basis of the net disposal income of households (Euro) by NUTS 2 region in 

V4+ countries. From the total number of 276 NUTS 2 regions in the EU, there are 8 NUTS 2 regions in the 

Czech Republic, 7 in Hungary, 16 in Poland, 4 in Slovakia, 9 in Austria and 2 NUTS 2 in Slovenia. 
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Table 1 displays the calculated values of sample standard deviation and coefficient of variation. The arith-

metic mean is the chosen given point and the highest values of sample standard deviation and coefficient of 

variation the highest the income inequality is.  

 

Country Czech Republic Hungary Poland 

Year/Variable CV SSD CV SSD CV SSD 

2005 15.15 810.64 27.69 1,234.04 10.77 418.15 

2006 15.76 949.81 22.82 1,007.35 10.24 435.81 

2007 15.18 984.80 20.03 972.72 10.06 475.73 

2008 14.44 1,108.09 11.32 587.16 9.56 527.69 

2009 13.99 1,037.08 8.30 389.14 10.62 513.71 

2010 15.60 1,212.73 6.88 335.23 10.34 563.41 

2011 14.73 1,181.71 15.09 748.01 10.36 577.58 

2012 14.06 1,110.98 11.31 565.69 10.89 623.56 

2013 13.85 1,059.65 7.60 390.97 11.38 657.14 

Country Slovakia Austria Slovenia 

2005 32.44 1,443.38 2.75 504.98 10.10 848.53 

2006 29.39 1,454.88 2.71 519.62 7.19 636.40 

2007 28.79 1,763.28 2.65 528.63 7.29 707.11 

2008 27.62 1,988.30 2.73 560.01 9.43 989.95 

2009 29.82 2,281.08 2.88 589.49 8.24 848.53 

2010 26.03 2,036.95 2.58 531.51 7.52 777.82 

2011 28.04 2,250.00 2.85 602.08 7.37 777.82 

2012 28.77 2,344.50 2.51 552.27 6.27 636.40 

2013 28.29 2,376.27 2.78 609.87 NA NA 

Table 1 Values of coefficient of variation and sample standard deviation at NUTS 2 level in V4+ countries 

(6), 2005-2013. 

Table 1 shows different results to estimates of Gini coefficient in selected countries. We can find the lowest 

values of coefficient of variation in Austria. There are not very large variances of net disposable incomes 

through the NUTS 2 region. In 2013 there was a highest disposable income in Wien and Vorarlberg (22,800 

euro) and the lowest was 21,100 euro in Kärnten region. Results in Slovenia are biased by the fact that this small 

country is divided just into two NUTS 2 regions, but results in Table 1 correspond to  the results of Gini Coeffi-

cient. 

 

Figure 2 Values of coefficient of variationin countries V4+ countries (6), 2005 – 2013. 
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Without any doubt the largest country is Poland which is divided into 16 NUTS 2 regions. In such a case, it 

could be expected, that the variances between the centre and outlying regions should be large. But when we take 

a look at coefficients of variation, this premise is false. The highest variability in results we can see in Hungary. 

To a certain extent (delays) it corresponds to results of Gini coefficient. We suppose that this variability relates 

to Hungarian political atmosphere, unstable government and fiscal policy. 

As we can see in Figure 2 the largest variances across the NUTS 2 regions are in Slovakia and the Czech 

Republic. The reason we can find in a fact that in Slovakia the difference between disposable incomes in capital 

city and the periphery (East Slovakia) was bigger than 2,000 euro in 2013, when net disposable income in the 

periphery is twice lower than in the capital city. In the Czech Republic there are two problematic regions (Seve-

rozápad and Moravskoslezsko) where the net disposable incomes are the lowest. These areas have problems with 

unemployment and efflux of labour and young, well-educated people.  

5 Conclusion 

Despite of the unavailable data for Gini coefficient calculation at regional level NUTS 2, we tried to esti-

mate income inequality in the selected countries of V4+. We chose the method of coefficient of variation of net 

disposable income which we found as the most suitable. Data used in this paper comes from the  Eurostat data-

base of disposable income of private households by NUTS 2 and the covered period was 2005-2013.  

Using the method of coefficient of variation the results show that the largest income inequality at NUTS 2 

level is in Slovakia and in the Czech Republic. These relatively small economies evince the highest value of 

coefficient of variation. As we expected the lowest level of coefficient of variation was proved in Austria. Where 

do we see the causes of this income inequality? Despite the fact that the selected indicator does not include social 

transfers in kind coming from public administrations, the fiscal policy is very important. For example institute of 

minimal wage, system of current taxes on income or system of retirement play the role. In the long term the 

Czech Republic and Slovakia have problems with reforms in area of pension, health service and education sys-

tem. All these factors could affect disposable incomes directly or indirectly. To improve them, it is essential to 

have a stable, powerful and effective government.   
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Optimal Portfolio Selection with Different Approximated Re-

turns  
Noureddine Kouaissah1 

Abstract. In this paper, we investigate the impact of the approximation methods on 

the large-scale portfolio selection problems. In particular, we compare conditional ex-

pectation estimation from both parametric and nonparametric regression models. In 

this context, we use a general nonparametric multivariate regression framework to 

cope with several problems arising with linear regression approximation. To this end, 

we firstly reduce the dimensionality of the large-scale portfolio by performing a prin-

cipal component analysis on the stock returns. Then, within k-fund separation model, 

we use different methodologies to approximate the portfolio returns. Finally, through 

an empirical analysis, we show the impact of regression estimation on the ex-post 

sample paths of several portfolio strategies. The proposed empirical analysis confirms 

that it is better using nonparametric regression rather than the classical parametric 

regression.  

Keywords: conditional expectation estimators, large-scale portfolio selection, dimen-

sionality reduction, rewards measure. 
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1 Introduction  
The portfolio selection problem is mainly based on the assumption that investors allocate their wealth across a 

number of selected assets in order to maximize their expected utility. The first rigorous approximating model to 

the portfolio selection problem was introduced by Markowitz [8], where the return and risk are modeled in terms 

of portfolio mean and variance. Generally, the mean-variance approach works well with Gaussian distribution, 

which is a very restrictive assumption. Indeed, the Gaussian distributional assumption of financial return series is 

mostly rejected, see for instance Rachev and Mittnik [15] and the references therein. It follows that several alter-

native approaches to portfolio selection has been proposed, see among others Rachev et al. [16], Farinelli et al. [4] 

and the references therein. According to many researchers, see among others Papp et al. [13] and Kondor et al. [7] 

the portfolio selection problem is extremely related to the estimation of inputs, statistical parameters, which de-

scribe the dependence structure of the returns. The contribution of this paper lies in this context. In particular, we 

investigate the impact of different approximation methods on large-scale portfolio selection problems.  

      The first contribution of this paper is to assess the approximation effects, using conditional expectation esti-

mators, on large-scale portfolio selection problems. Using k-fund separation model (see Ross [18]) and principal 

components analysis, we examine the impact of the regression analysis on portfolio theory. In particular, we use a 

general nonparametric multivariate regression framework to cope with several problems arising with linear regres-

sion approximation. The ordinary least squares (OLS) is commonly used as method to estimate the coefficient of 

k-fund separation model, see among others Ortobelli and Tichý [12]. Generally, OLS procedure works well with 

Gaussian distribution and when there exist substantial linearity of the data set. Unfortunately, as shown by Nolan 

et al. [10], errors with a heavier tailed distribution can extremely affect the estimated OLS regression coefficients. 

In addition, we typically observe the nonlinearity in the data set used to estimate the returns. These are the reasons 

why we decided to use the nonparametric regression analysis as a framework for approximating the returns.   

    The second contribution of this paper is an ex-post empirical analysis on the use of different conditional expec-

tation estimators in the portfolio theory. In particular, we compare conditional expectation estimation from both 

parametric and nonparametric regression models. Thus, we show their effects on the ex-post sample paths of sev-

eral portfolio strategies. For this problem we perform an empirical analysis utilizing all the active stocks of the 

S&P 500 index.  

     The rest of the paper is organized as follows. In section 2, we set up the portfolio dimensionality problem and 

we briefly review some performance ratios. In section 3, we summarize the approximation with parametric and 

nonparametric regression analysis. In section 4, we provide empirical comparison among different portfolio strat-

egies. Our conclusions are summarized in section 5. 
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2 Large-scale portfolio selection problems  
Optimal portfolio selection concerns careful decision making about the portfolio composition. Essentially, the 

problem of choosing a portfolio is a problem of choice under uncertainty. In this context, a fundamental theory of 

asset choice under uncertainty is the expected utility. There are two different approaches to the problem of portfolio 

selection under uncertainty stemming from this theory. One of them is the stochastic dominance approach, while 

the second is reward–risk analysis, according to which, the portfolio choice is made with respect to two criteria – 

the expected portfolio return and portfolio risk. In particular, a portfolio is preferred to another one if it has higher 

expected return and lower risk. The relationship between the two approaches is an ongoing research topic; see 

among others Stoyanov et al. [22], and Ortobelli et al. [11]. 

     In this section, we focus on the estimation issues within large-scale portfolio selection problems. According to 

several studies, see among others Rachev et al. [14], the portfolio dimensionality problems is enormously related 

to the estimation of inputs, statistical parameters, which describe the dependence structure of the returns. Thus, in 

order to have realistic approximation of the portfolio risk-reward measures Papp et al. [13] and Kondor et al. [7] 

have shown that the number of observations should increase with the number of assets. Therefore, it is important 

to find the right trade-off between a statistical approximation of the historical observations depending only on a 

few parameters and the number of historical series. 

     Theoretically, there exist different methods to reduce the dimensionality of large-scale portfolio. In this study, 

we combine two well-known methodologies. Firstly, we preselect the ‘best’ assets (with respect to performance, 

optimizing either the Sharpe Ratio or the Rachev Ratio). Secondly, we apply a Principal Component Analysis 

(PCA) to the correlation matrix of the preselected returns to determine those few principal components that account 

for most of the portfolio's variability. In practice, we first preselect 100 assets, from S&P 500 components, that 

have the highest Rachev ratio. Then, we reduce the dimensionality of the portfolio problem as we approximate the 

returns series through a multifactor model that depends on an appropriate number of parameters, see Ross [18]. 

Therefore, we approximate the returns by regressing them on those few principal components in order to improve 

the robustness of the approximations of the performance measures in the portfolio selection model (see, among 

others, Biglova et al. [1]). Essentially, we replace the original n (n = 100) correlated time series 𝑧𝑖 with the n 

uncorrelated time series 𝑅𝑖 assuming that each 𝑧𝑖 is a linear combination of 𝑅𝑖. Following this, we call portfolios 

factors if   the s portfolios iR  with a significant variance, while the remaining n – s portfolios with very small 

variances are summarized by an error  . Accordingly, each series iz  is a linear combination of the factors plus a 

small-uncorrelated noise.  

                          0 0

1 1 1

s n s

i i, i , j j i , j j i , i , j j i

j j s j

z b b f b R b b f 

   

        ,  1i ,...,n                     (1) 

where, iz  is the gross return for asset i, 0i ,b  is the fixed intercept for asset i, i , jb  is the coefficient for the 

factor jf , s is the number of factors, i  is the error term for asset i and n is the number of assets. 

     PCA can be applied either to the Pearson correlation matrix or to any linear correlation measure, for further 

discussion see Ortobelli and Tichý [12]. Applying PCA to the classical Pearson correlation matrix, we choose the 

first factors that represent the highest variability of the data set. Hence, we choose the first factors that explain in 

average more than 75% of the total variance. Therefore, each series z  1 100i i ,...,z   can be represented as a 

linear combination of selected first factors plus a small-uncorrelated noise 

                                                0

1

s

i i , i , j j i

j

z b b f 



                                                                (2) 

Once we approximate the portfolio return and risk measures, we apply portfolio selection optimization problems 

to the approximated portfolio returns: 

1
0

s

j j

j

ˆ ˆx' z x' b x' b f



                                                                (3) 

where, 1

'

j , j n, j
ˆ ˆ ˆb b ,....,b 

 
 is the vector of estimated coefficients  0 1i, jb̂ j , ,...,s . 

     To approximate the portfolio returns consistently, and in order to cope with several problems arising with par-

ametric regression, a promising methodology based on nonparametric regression is used and hence serves for the 

comparison to the classical OLS estimator in the empirical analysis.  
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     The portfolio selection problem is typically examined in a reward–risk framework, according to which, the 

portfolio choice is made with respect to two criteria – the expected portfolio return and portfolio risk (see, among 

others, Ortobelli et al. [11], Rachev et al. [16] and the reference therein). We review two performance measures 

used in the empirical analysis section: the Sharpe Ratio and the Rachev Ratio. 

Sharpe ratio [21]. The Sharpe ratio is used to characterize how well the return of an asset compensates the investor 

for the risk taken. In particular, it suggests that investors should maximize the Sharpe ratio (SR), given by 

0

'z

( 'z)
( 'z)

x

E x z
SR x




 ,                                                              (4) 

where, 𝐸(𝑥′𝑧) is the portfolio expected returns, 𝑧0  is the risk-free return and 𝜎𝑥′𝑧 is the portfolio standard devia-

tion.  

Rachev ratio. The Rachev ratio, see Biglova et al. [1], is the ratio between the average of earnings and the mean 

of losses. i.e.: 

                                                          
 

 
b

b

CVaR z x' z
RR x' z, ,

CVaR x' z z





 





                                                    (5) 

where Conditional Value-at-Risk (CVaR) is a coherent risk measure (see for instance Rockafellar and Uryasev 

[17]) defined as: 

                                                                     
0

1
qCVaR X VaR X dq,






      

and                    

                                 1
q XVaR X F q inf x\ P X x q ,        

is the Value-at-Risk (VaR) of the random return X. If we assume a continuous distribution for the probability law 

of X, then     CVaR X E X | X VaR X     , thus CVaR can be understood as the average loss beyond VaR. 

For further performance measures that have been proposed in the literature, see among others Farinelli et al. [4] 

and the references therein. Finally, to conclude this section, we refer the readers to some recent studies (see Rachev 

et al. [16]; Stoyanov et al. [22]) that classify the computational complexity of reward-risk portfolio selection prob-

lems. 

3 Approximation with parametric and nonparametric methods  
Regression analysis is certainly one of the most suitable and largely used statistical method. In essence, it explores 

the dependency of the so-called dependent variable on one (or more) explanatory or independent variables. 

           ( | ) ( )Y E Y X m     x x .                                                     (6) 

     Fundamentally, if we know the form of the function ( ) ( | )m E Y X x x , (e.g. polynomial, exponential, etc.), 

then we can estimate the unknown parameters of ( )m x with several methods (e.g. least squares). On the other 

hand, if we do not know the general form of ( )m x , except that it is a continuous and smooth function, then we can 

approximate it with a non-parametric technique, as proposed by E. A. Nadaraya [9] and G. S. Watson [23]. Using 

factor model the ordinary least squares (OLS) is widely used as procedure to estimate the coefficient of k-fund 

separation model, see among others Ortobelli and Tichý [12]. Generally, OLS procedure works well with Gaussian 

distribution and when there exist substantial linearity of the data set. Unfortunately, as shown by Nolan et al. [10], 

errors with a heavier tailed distribution can extremely affect the estimated OLS regression coefficients. Further-

more, we commonly observe the nonlinearity in the data set used to estimate the returns.  For this reason, we aim 

to remedy this deficiency and propose to use the nonparametric regression analysis, which allows data search for 

an appropriate function that represent well the available data, without assuming any specific form of the function. 

3.1 Multivariate kernel methodology 

The multivariate nonparametric regression model considered here is as follows 

  ,i i iy m  x    for 1 2i , ,...,n                                                        (7)                                                          

where, the iy ’s are observed random variables, 𝐱i ϵ ℝd and i are assumed to be independent and identically dis-

tributed (i.i.d) with mean zero and variance 𝜎𝑚
2 . The most popular method for estimating 𝑚(∙)  is multivariate 

version of the Nadaraya-Watson kernel estimator, for more details about nonparametric regression, see Härdle [5] 

or Härdle and Müller [6]. Unfortunately, the Nadaraya-Watson estimator suffers from certain disadvantages. In 

particular, it corresponds to the local constant fit and presents bias at the boundaries. To overcome these short-

comings, substantial attention focuses on a larger class of kernel estimators given by the locally weighted least 

Mathematical Methods in Economics 2016

449



squares, see among others Ruppert and Wand [19]. In particular, an estimate of regression function  m x  which 

is �̂� given by minimization of the following criterion  

Minimize  ∑  {𝑦𝑖 − 𝛼 − 𝑏𝑇(𝒙𝑖 − 𝒙)}2𝑛
𝑖=1 𝐾𝑯(𝒙𝑖 − 𝒙),                                     (8) 

where 𝑯 is 𝑑 × 𝑑 symmetric positive definite matrix that depends on n. For further discussion on the properties of 

multivariate locally weighted least squares regression, see Ruppert and Wand [19]. Using weighted least squares 

matrix theory, they derive the leading bias and variance terms for general multivariate kernel weights.  

     Several scholars revealed that the choice of kernel is not crucial, whereas the performance of the nonparametric 

regression is more a question of the bandwidth selection. Fan and Gijbels [3] present a survey on bandwidth choice 

for univariate local polynomial smoothing technique, which includes the Nadaraya-Watson estimator as a special 

case. However, the literature provides little guidance for those embarking on multivariate setting, which is defi-

nitely a significant problem in empirical analysis. Future research attempts to overcome this gap and focuses on 

optimal bandwidth selection method. The well-known bandwidth selection methods are the rule-of-thumb and the 

plug-in bandwidth choice. Especially, the former method is the normal reference rule proposed in Bowman and 

Azzalini [2]. For general multivariate kernel estimators, Scott [20] suggests the following rule: 

                                                    Scott’s rule in ℜ𝑑:   ℎ̂𝑖 = �̂�𝑖  𝑛
−1 (𝑑+4)⁄ ,                                                   (9) 

where, �̂�𝑖 is the estimate of the standard deviation of each 𝒙𝑖, and n is the sample size. This technique of bandwidth 

choice has the property that minimizes the so-called mean integrated squared error (MISE) of the estimate. To 

summary, in the next section, we use a normal kernel function and as a rule for bandwidth selection the one given 

by Scott [20].   

4 An empirical ex-post analysis   
In this section, we examine the ex-post impact of two different estimators considering two portfolio problems: 

portfolio dimensionality reduction problems and portfolio performance ones. We use all active stocks on S&P 500 

index from March 17, 2003 to February 24, 2015 using the previous 3000 daily observations. The data set is taken 

from Thomson-Reuters DataStream. In particular, starting from September 12, 2003 we preselect the 100 stocks 

with the highest Rachev performance ratio (5). Then, using the preselected stock, we have to reduce the dimen-

sionality of the portfolio problem. Thus, as suggested by Ortobelli and Tichý [12], we perform a PCA on the return 

of the selected stocks in order to identify few numbers of factors that represent the highest return variability. We 

apply PCA on Person correlation matrix and then we regress the series on these factors so that we are able to 

approximate the returns, as suggested in section 2. 
 

     The aim of this section is to investigate the impact of different approximation methods on large-scale portfolio 

selection problems. Therefore, we first compare the classical OLS and Ruppert and Wand (hereinafter RW) esti-

mator presented in (9) in terms of the Sum of the MSE (Sum-MSE) computed at each recalibration time of the 

portfolio. Then, we show the impact of two estimators on sample paths of two different portfolio strategies. In 

particular, on the preselected gross returns, we maximize both Sharpe and Rachev ratios such that the vector of 

weights x belongs to the simplex:  

1

1 0 0 1

n
n

i i i

i

S x R \ x ; x ; x . .



  
     
  

  

This means that short sale is not allowed and we invest not more than 10% in each asset. In this empirical analysis, 

we ignore the transaction costs, we assume risk free rate zero and 𝛼 and 𝛽 in Rachev ratio are set to 5%.  

     We use a moving average window of 125 working days for the computation of each optimal portfolio and we 

recalibrate the portfolio every 20 days. First, we compare some average statistics of the Sum-MSE calculated from 

each methods. The results of this analysis are reported in Table 1. 

 

 Mean(Sum-MSE) St dev.(Sum-MSE) Total(Sum-MSE) 

RW 0.0148 0.0194 2.1162 

OLS 0.0583 0.0769 8.3358 

Table 1: Average of some statistics of the Sum-MSE obtained by different estimators 

 

     Table 1 reports some statistics of the sum-MSE obtained with two methods, namely the classical OLS and the 

nonparametric technique based on RW estimator. As expected, we observe that RW estimator is much better than 

the classical OLS. This means that the nonparametric estimators are performing much better than the parametric 
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estimators are. Indeed, the RW estimator outperforms the classical OLS in terms of the mean, standard deviation 

and total Sum of MSE. Since the true function of the conditional expectation is not known a priori, a study based 

on simulation analysis confirms that the RW estimator performs well. 

     In order to evaluate the impact of the OLS and RW estimators on portfolio theory we go further with the fol-

lowing empirical analysis. Starting with an initial wealth 0 1W   that we invest on September 12, 2003, we eval-

uate the ex-post wealth sample paths obtained from two performance ratios (4) and (5). Thus, at the k-th recalibra-

tion time, the following steps are performed for Sharpe and Rachev strategies: 

Step 1 Preselect the 100 stocks with the highest Rachev performance ratio.   

Step 2 Apply a PCA as suggested in section 2 and choose the first factors that guarantee more than 75% of the 

global variance, then we approximate the gross returns by applying the OLS and Kernel method. 

Step 3 Determine the market portfolio ( )k
Mx  that optimizes the portfolio problem applied to the approximated 

returns. 

Step 4 Since we recalibrate the portfolio every 20 days, we calculate the ex-post final wealth as follows: 

 ( ) ( )
( )1 1

'
k expost

t t M tk k k
W W x z ,

 

 
  

 
                                                  (10) 

where 
( )
( )1

expost
tk

z


 is the vector of observed gross returns in the period between kt  and 1kt  , such that 1 20k kt t .    

   We apply the four steps until the observations are available. The results of this analysis are reported in Figure 1.  

 

 
 Figure 1: Ex-post wealth obtained with Sharpe and Rachev performance measures when RW and OLS estima-

tors approximate returns, compared with S&P 500 benchmark. 

 

Figure 1 reports the ex-post wealth evolution obtained with two performance ratios, Sharpe and Rachev, when the 

portfolio returns are approximated by either OLS or RW estimators. On one hand, we observe that Rachev strategy 

with RW estimator outperforms better than the other strategies. On the other hand, both strategies (Rachev and 

Sharpe) based on RW estimator are performing better than the same strategies based on OLS estimator. Moreover, 

all presented strategies are higher than the S&P 500 benchmark. To sum up, the performance strategies that give 

the best results are those based on the returns approximated with RW estimator.  

     Overall, from this analysis, we deduce that the RW estimator is very suitable to the large-scale portfolio within 

k-fund separation model. Therefore, we believe that nonparametric techniques are much more effective, when used 

as procedure to approximate the portfolio returns, than the classical OLS. 

5 Conclusion   
In this paper, we consider the impact of two alternative approximation methods on the large-scale portfolio selec-

tion problems. In particular, we reduce the dimensionality of the large-scale portfolio by performing a PCA on the 
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stock returns. Then, within k-fund separation model, we use two distinct methodologies to approximate the port-

folio returns, namely the classical OLS and RW estimator. Thus, we examine the impact of the two procedures on 

the U.S. stock market. First, a comparison among two techniques is performed in terms of the Sum-MSE. Sec-

ondly, we compare the ex post wealth obtained with two different portfolio performances when the returns are 

approximated either by the OLS or kernel method. From the comparison among two different strategies, we deduce 

that the best results are those based on the returns approximated with kernel methodology (RW). Therefore, the 

nonparametric regression techniques are much more effective and performing, when used to approximate the port-

folio returns, than the classical OLS.  
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Simulation model of Czech small farming business 
 

Igor Krejčí1, Gabriela Koláčková2, Ivana Tichá3 

Abstract. The paper deals with the dynamic simulation of small farming business. 

The model parameters are stated according to the official statistics and qualitative 

research that is used mainly in order to define and specify structure of the system. For 

the purpose of the paper we had to define the “small farming business” precisely to 

be able to quantify the model parameters on the basis of various data sources using 

different methodology and therefore with significantly different values of indicators. 

Missing values for the model variables are estimated on the basis of Powell 

optimisation. 

System dynamics simulation model shows possible development scenarios. Whether 

the scenarios are pessimistic or optimistic, the parameters are based on real historical 

conditions. It is typical for a small farmer that prices of both input and output of the 

transformation process are out of his reach and non-negotiable. The simulation results 

depict a dependence of the small farming business on the environment constrains and 

the weak market position. In this paper, we focus mainly on the scenarios of animal 

production of the defined small farming business. 

Keywords: Small farming business, system dynamics, computer simulation, 

scenarios. 

JEL Classification: C63, Q12 

AMS Classification: 91B55, 93C15 

1 Introduction 

The diversification of the economic production of small farms has been growing in recent years [3]. In [14] we 

introduce the system dynamics model that depicts rather weak competitiveness of small farms due to the 

impossibility to influence the prices of the production and inputs. The simulation model is based on official data 

and qualitative research [23] which describes the farmers’ motivation to remain in agricultural sector. Commonly, 

it is not the profit maximisation what keeps them running their business. Very often they do not leave the market 

despite adverse conditions but stay because of tradition or “hobby” reasons. The care of animals without a 

consequent market production is a common hobby reason and its analysis is the aim of the paper. In this paper we 

show the impact of those non-economic reason to stay in business on the economic situation of the farmer. 

Systems’ behaviour grows from the systems structure [17]. However, the attributes of dynamic complexity 

such as non-linearity, delays, feedback structure or the self-organisation [30] together with the bounded rationality 

[28, 29], mental modelling [8] and cognitive limitations of human brain [1, 19] leads to the counterintuitivity of 

the systems’ behaviour and responses. Therefore, many authors stress the computer simulation as a tool necessary 

for understanding the structure, behaviour, sources of policy resistance and indication of leverage points [10, 15, 

18, 30]. System dynamics stress the difference between desired and actual states of variables, the equilibrium is 

not a precondition but could arise from the structure and interaction of elements in the system [11, 30].  

Application of system dynamics in agriculture is not new. [31] analysed cooperatives in Swiss agribusiness 

with the impact on reorganisation project. [27] identifies the factors of eco-agriculture promotion in county in 

China. Also [16] analyse the eco-agriculture in province in China, the analysis shows the limits for further 

development. [25, 26] show that the main impulse for the conversion to organic farming in Slovenia are subsidies.  

In our paper, we focus on Czech average small farm. For these purposes we define the small farmer according 

to main statistical classifications. The modelled farmer is “Agricultural entrepreneur – natural person” [3], in 

institutional sub-sector 142 “Recipients of Property Income and Transfers”, with the production category in group 
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01.11 “Growing of cereals (except rice), leguminous crops and oil seeds” according to both classification of 

economic activities CZ-NACE rev. 2 and classification of products CZ-CPA [5]. 

2 Material and Methods 

Beside the well-known characteristics of agriculture production as seasonal dependency and dependency on 

subsidies [12, 32], the model reflects the attributes typical for small farms [23]: 

 Owner’s satisfaction is superordinate to profitability; 

 The criterion that we call “hobby” reasons is quantified as 5 heads of livestock  

 Family members often retake a role of the employed staff; 

Figure 1 shows the simplified stock and flow diagram where the crucial stock variables (accumulations) are 

denoted in boxes and flow variables indicating inflows and outflows of the stocks are denoted by pipes. Clouds 

denote the boundaries of the examined system.  

 

Figure 1 Small farmer – simplified stock and flow diagram 

The polarity of causal links has a mathematical interpretation. For positive polarity, 𝑦 increases (decreases) 

above (below) a value that it would have gain, if x increased (decreased) [30]: 
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For negative polarity, y decreases (increases) below (above) a value that it would have gain, if x increased 

(decreased) [30]: 
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Box variable represents the definite integral [30]:  

  
0

0

d T

T

T
stois   , (3) 

where s is stock variable, i indicates inflows, o indicates outflows, T0 is initial time, T is current time and t is 

any time between T and T0. 

Model parameters are quantified mainly on the basis of the agriculture accounts [3], fixed capital is quantified 

according to national accounts statistics [2, 4] and international standards for measuring fixed capital [21]. To 

define the initial arable land area of the small farm we preferred the data from Czech Statistical Office. Data from 

green book [20] are based on different thresholds that could lead to significantly different estimates of the area of 

arable land.  

Average utilised arable land in 2013 was 23.2 ha according to green book but 36.8 ha according to structure 

survey done by Statistical Office. This is due to lower thresholds for arable land, livestock etc. used for purposes 

of the green book (e.g. minimum 1 ha of arable land in green book and 5 ha in structural survey). The difference 

between these thresholds results in the very different sample size (n = 16,523 in structural survey and 26,076 in 

green book). As the model reflects the farm that have the main income from the crop production we consider the 

higher threshold used by Czech Statistical Office as more relevant. For these purposes, we asked for more detailed 

data that are not published regularly – data on farmers that really utilise the land (i.e. without sole animal producers 

that do not utilise any land). This resulted in another increase of the average area of arable land to 50.7 ha in 2013. 

Our simulation assumes a production of three main crops in the Czech agriculture– wheat, barley and rape. 

Czech Statistical Office also provided us more detailed data on Labour force in annual work units (AWU) as 

these indicators are not regularly published on the level of Agricultural entrepreneur – natural person. Data on 

wages and labour force are based on official wage statistics [6]. 

Data on subsidies area from [9] and necessary unpublished parameters are from Institute of Agricultural 

Economics and Information. Average expenditures on crop production (fertilisation, seeds, crop protection) and 

livestock (such as consumption of feed, medication and veterinary care) are based on data from [13] 

To depict the farmers’ point of view we introduce a variable denoted as self-debt. That variable accumulates 

the difference between desired and real labour expenditures. In case the possible income of the farmer (and other 

workers/family members) is below the average in the agriculture it is perceived as a bad period but still, the farmers 

assume better days to come. The self-debt is paid off in periods of surplus. 

Table 1 describes the model boundary. Model boundary contains the most significant endogenous, exogenous 

and excluded variables [22]. Therefore, the table depicts the simplification of the real system and also the real 

situation of the small farmer as the pure receiver of both inputs’ and outputs’ prices. 

 

Endogenous variables Exogenous variables Excluded variables 

Consumption of fixed capital Average animal care costs Bank loan  

Fixed capital stock Average gross wage Calf breeding 

Investment Average land rent Interest rate 

Labour expenditures Average land rentals “Other” crops 

Labour force Average land utilisation costs “Other” kinds of animals 

Land purchases Average price of cattle Bankruptcy threshold 

Livestock Average subsidies to land  

Livestock acquisition Average subsidies to livestock  

Money stock Land price  

Own land Price per ton of production  

Rented land Yield per ha  

Self-debt   

Table 1 Small farm model boundary table 
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The missing values of parameters (mainly delay times and decision making thresholds) were estimated by 

Powel optimisation [7, 24] with a goal to minimise the difference between simulated and real average land area. 

The secondary criterion was to minimise the difference between the desired and real labour expenditures, the last 

goal was to reach desired level of livestock before 2012.  

For the simulation we use Vensim DSS simulation software. For the calculations we used Euler integration 

with time step set to 𝑑𝑡 =  0.03125. The complete simulation model has nearly 150 variables and parameters and 

its detailed description including the description of main feedback loops is in [14]. 

3 Results and discussion 

Figure 2 shows the farmer‘s cash flow in standard scenario. The standard scenario represents the settings when the 

farmer decides when to buy a new land and the quality of the production is average. In this case, the farmer buys 

the livestock around 2006 and the cash flow with and without livestock diverse from that time.  

 

Figure 2 Cash flow – standard scenario (CZK, prices of 2010) 

Similarly to [14] we tested different scenarios with various levels of optimism and pessimism. The optimistic 

scenario is represented by a forecast that expects the bread quality of crop and yield and prices on the level of the 

three years (2012-2014) maximum. On the other hand, the pessimistic scenario assumes feed quality of production 

and prices on the level of the three years minimum (i.e. prices of 2014 for wheat and rape and prices of 2012 for 

barley). Pessimistic scenario II is the most pessimistic from the selected set. The settings assume feed quality and 

prices of year 2010 for all products.  

Moreover, each scenario has variation whether the farmer obtains subsidies on livestock or not. Figure 3 shows 

the share of livestock expenditures on the farmer’s income. Highest share at the beginning is caused mainly by the 

initial acquisition of the livestock. The decreasing trend is also caused by increasing land area and therefore the 

increasing income.  

The average difference between the optimistic and the most pessimistic scenario is 2.10%. Hobby expenditures 

that do not exceed 7% of income do not seem to be determining the overall unfavourable situation of small farms. 

For small farmers the livestock is often the reason to stay in the agribusiness. Therefore, it is also a common source 

of subject diversity in the agriculture and it preserves the continuity of the rural tradition. On the other hand, despite 

the low share of livestock expenditures, the figure 2 points out the importance of the subsidies to keep the cash 

flow positive. 
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Figure 3 Share of livestock expenditures on total income 

4 Conclusion 

In [14] we show that 2011 was an important turning point where small farms’ situation was getting better and self-

debt was continuously paid off. On the other hand, the simulation clearly shows the weak market position of small 

farm and supports the necessity of business diversification as the source of farmers’ economic stability. The non-

economic reasons to stay in agribusiness cannot prevail if the farmer is not profitable or the profit is too low for 

the long period of time.  

In this paper we show that the important non-economic factor – the livestock – does not affect the significant 

part of the farmers’ income. On the other hand, despite the share on the income is low, it is necessary to mention 

that even the small part can result in the negative cash flow. The livestock subsidies are crucial in this case. 

Therefore, it shows how economic instruments support the non-economic reasons of farmers to stay in 

agribusiness. Our future research will focus on transformation of livestock from the hobby reason to fully 

developed economic activity with breeding and increasing capacity above the hobby level. 
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Evaluation of market risk models: changing the

weights in the DEA approach

Aleš Kresta1, Tomáš Tichý2, Mehdi Toloo3

Abstract. Value at Risk (VaR) models are important part of financial
risk management and thus concern especially banks and insurance companies.
While improper amount of capital would have negative impact on entity per-
formance and might even lead to bankruptcy, application of an improper model
could have the same implications. In our previous research, we have suggested
to use an alternative approach for the integrated evaluation of market risk
model quality, based on the data envelopment analysis. Such approach allows
us to examine the efficiency of available models in a comprehensive way. In
this contribution we reconsider the DEA models by changing the weights re-
striction, ie. we consider both strictly positive as well as non-negative weights.
The results obtained on real data of stock market index show some interesting
findings and relations among selected models. Overall results show that NIG
model with estimation horizon of 1 to 2 years should probably be preferred.

Keywords: Value at Risk, backtesting, efficiency, weights, Data Envelopment
Analysis.

JEL classification: C44, G13
AMS classification: 35, 90C15

1 Introduction

Market risk constitutes important part of risk profile of financial institutions active at financial mar-
kets and especially those, that are active internationally. Since 1996, also market risk creates capital
requirements – the Basel Accord suggests to measure the market risk to which the portfolio of financial
institution is exposed to by internal models based on Value at Risk (VaR), ie. to estimate the left quantile
of the probability distribution of future portfolio returns.

Notwithstanding, a financial institution can use its internal model only if it fulfils prespecified quali-
tative and quantitative criteria. It includes, besides others, comparison of recorded failures of the model
(ie. observed loss to the portfolio is higher than estimated VaR) with its assumed number. The procedure
of such comparison (see eg. [9]) is called backtesting since it is performed on a series of past data in a
such way that on a given day t previous n observations are used to estimate the parameters of the model
to obtain VaR for the future. Next, at time t + 1, we record 0 if VaR is higher than the true loss and
1 otherwise. This is repeated over m days to obtain sequence of 1’s and 0’s. There are available several
tests to asses the quality of the model, see e.g. [3, 2, 7], including references therein for a brief review.
Unfortunately, it is not clear how to rank models with different levels of complexity and thus time costs.

Recently, with Basel III proposals an alternative measure (CVaR), see eg. [10], which takes into
account the conditional expected loss, has been considered to replace VaR. However, estimation as well
as backtesting of CVaR is much more complicated, since it crucially depends on returns behaviour in the
tails. Moreover, backtesting procedure should be evaluated on longer series of data rather than on just
over one year period as was assumed in Basel I and II.

The aim of our research is to evaluate various implementations of selected market risk models via

1VŠB – Technical University of Ostrava, Department of Finance, Sokolská 33, 701 21 Ostrava, Czech Republic,
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DEA approach. It has three steps. First, we apply the DEA methodology (a method that seeks a frontier
to envelop data with data acting in a critical role in the process) to assess which estimation period can
be regarded as efficient for a given model. Next, we take into account the mutual characteristics in order
to compare particular models among the others. Finally, we try to change the weight restriction (strictly
positive instead of non-negative) so that the method is more capable to identify efficient model specifi-
cations with higher sensitivity. We consider four model types HS (Historical Simulation), GI (stochastic
simulation with Gaussian Innovations), NIG (stochastic simulation with Normal Inverse Gaussian inno-
vations), and AGG (stochastic simulation with AR(1)-GARCH(1,1) model for volatility and Gaussian
innovations). Since CVaR is assumed in Basel III, we consider a whole set of probability levels of VaR for
the left tail of the probability distribution of returns so that as a result we get more information about
the whole probability distribution. All models are evaluated for daily data of US equity index S&P 500
over previous 16 years plus another 4 years of data used for initial model estimation only.

The paper proceeds as follows. The next section is focused on market risk modelling, including
specification of selected models, while Section 3 shows the DEA model definition. Crucial part of the
paper is Section 4 in which we show illustrative example using three periods of US stock market index.

2 Market risk modelling and measuring

Market risk is the risk coming from the fluctuation of market prices. Its efficient modelling, measuring
and managing is a crucial step for running the business of financial institutions, such as banks, insurance
companies or pension funds, smoothly, without negative impacts of financial distress or even default.

Market risk evaluation

For a long time, a key risk measure used within the risk management of financial institutions has been
the Value at Risk (VaR). Assuming a random variable X following a given distribution, V aR over a time
of length ∆t at confidence level α (ie. on a probability level p = 1 − α) can be obtained as follows:

V aRX(∆t, α) = −F−1
X (1 − α). (1)

Here, −F−1
X (p) denotes the inverse function to the distribution function of random variable X for p.

Assuming, for example, the Gaussian distribution, it can be further decomposed into the mean (the
expected value) of random variable X over ∆t, µX(∆t), and the product of its standard deviation,
σX(∆t), and F−1

N (p) – p-th percentile of standard normal distribution (Gaussian distribution with zero
mean and unit variance).

The efficiency of the estimation of VaR measure can be easily evaluated using past data. The incurred
losses are compared with the risk measure (VaR) estimated in the past for each available observation
(mostly closing prices on a given day from selected horizon). Such procedure is called backtesting. If the
loss is higher than the risk measure, we call such observation an exception. Depending on the length of
the horizon and selected probability level, we get an assumed number of exceptions – for example, if there
is 100 observations and the risk is measured at 1% probability level, we should assume just 1 exception.
Obviously, if the observed number of exceptions is not statistically different from the assumed number,
we should regard the model as acceptable for risk measuring.

Recently, however, partly as an answer to the subprime crises of 2008 and subsequent financial crises,
the financial institutions are recommended to switch to more complex risk measures than just quantile
based VaR. One of such measures, which is moreover coherent, is called CVaR (ie., conditional Value at
Risk):

cV aRX(∆t, p) = −E[x|x < −V aR(∆t, p)]. (2)

It measures the expected value of the losses exceeding a given level (VaR here).

A considerable trouble, related to the application of CVaR measure for risk management of financial
institutions, is how to implement the backtesting procedure. While backtesting the VaR is quite easy,
CVaR is effectively based on continuum of VaR measures and optimal way of its testing is therefore not
clear. It probably leaded the regulators to a little controversial recommendation – calculate the capital
requirements using CVaR, but evaluate the quality of the model using VaR, each at different probability
level.
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As a response we therefore suggest here to implement VaR backtesting at several levels of probability,
ie. calculate the quality of the probability distribution estimates at discrete points. The efficiency of these
estimates is than mutually evaluated using Data Envelopment Approach (DEA).

Market risk estimation

We focus on the application of three different, but basics kind of models, which we denote as follows: HS
(Historical Simulation), GI (stochastic simulation with Gaussian Innovations), NIG (stochastic simulation
with Normal Inverse Gaussian innovations).

HS. Historical simulation has been reported as the most common model for VaR estimation in large
commercial banks by several studies, see eg. [2]. Its basic form, which we apply here, estimates VaR
at a given probability level as related quantile calculated from previous n observations. Obviously, in
case that the quantile is not available directly (far tail and short time series), we apply extrapolation
procedure using the two nearest values.

GI. The next two models are based on stochastic (Monte Carlo) simulation. First, standard approach
assuming that the log-returns are normally distributed (Gaussianity) is applied. That is, we assume as a
process driving the innovations a Wiener process with mean value and variance based on standard normal
distribution N (0, 1) with probability density function fN (x) defined as follows:

fN (x) =
1√
2π

e
−x2

2 . (3)

NIG. A quite popular model, which allows to fit also skewness and kurtosis, is NIG model (normal
inverse Gaussian model). NIG model can be defined by the following characteristic function (α > 0,
−α < β < α, δ > 0):

φNIG(x, t; α, β, δ) = exp
[
−tδ

(√
α2 − (β + ıx)2 −

√
α2 − β2

)]
. (4)

Then, the density function is given as follows:

fNIG(x, t; α, β, δ) =
αδ

π
exp

(
δ
√

α2 − β2 + βx
) K1

(
α
√

δ2 + x2
)

√
δ2 + x2

, (5)

where Kλ(x) is modified Bessel function:

Kλ(x) =
1

2

∫ −∞

0

yλ−1 exp

(
−1

2
x(y + y−1)

)
dy. (6)

Alternatively, following the definition of the Brownian motion driven by inverse Gaussian (IG) process,
ie. process I(t; ν) with drift ν, which at time I ∼ IG[t; ν] reaches level t, as follows:

NIG(I(t; ν); θ, ϑ) = θIt + ϑZ(It) = θIt + ϑ
√

Itε. (7)

In this case we can formulate the characteristic function as follows:

φNIG(x; ν, θ, ϑ) = exp

[
1

ν
− 1

ν

(√
1 + x2ϑ2ν − 2θνı

)]
, (8)

which results into: θ = δβ/
√

α2 − β2, ϑ =

√
δ
√

α2−β2

√
α−β

√
α+β

and ν =
(
δ
√

α2 − β2
)−1

. Density function

fIG(x; δ, α, β) can be rewritten as:

δ√
2π

exp(δ
√

α2 − β2)x−3/2 exp

(
−1

2

(
δ2x−1 + (α2 − β2)x

))
. (9)

The parameters of NIG model can be estimated either via maximum likelihood approach or by method
of moments. We apply the latter since it seems to be more efficient from the point of view of time costs.
Notwithstanding, we should keep in mind that especially for short time series it can happen that estimated
kurtosis is too low or even lower than 3 – since for such cases NIG model has no solution, we need to
increase it artificially.
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3 DEA approach with weight constraints

Data Envelopment Analysis (DEA) is a mathematical approach to measure a set of homogeneous De-
cision Making Unit (DMU) with multiple inputs and multiple outputs. This method, originated by
[4], maximizes the ratio of the weighted sum of outputs to the weighted sum of inputs for a DMU,
subject to the condition that the same ratio for all DMUs must be less than or equal to one. Mathe-
matically, suppose there are n DMUs (DMU j , j = 1, . . . , n) with m inputs, xj = (x1j , . . . , xmj), and
s outputs, yj = (y1j , . . . , ysj). Note that inputs and outputs in DEA are quantitative data which are
available for each DMU. The following fractional programing model which is called CCR (adapted from
Charnes, Cooper and Rhodes) measures the relative efficiency score of under evaluation DMU, i.e. DMUo,
o ∈ 1, . . . , n,

max

∑s
r=1 uryro∑m
i=1 vixio

subject to

∑s
r=1 uryrj∑m
i=1 vixij

≤ 1 j = 1, . . . , n (10)

ur ≥ ǫ ∀r

vi ≥ ǫ ∀i

where v = (v1, . . . , vm) and u = (u1, . . . , us) are the unknown input and output weights and ǫ is the non-
Archimedean infinitesimal which is added to prevent input and output weights from zero (for more details
see [1]). The fractional programming model (6) can be converted to the following linear programming
model, which can be solved straightforwardly:

max θ =
s∑

r=1

uryro

subject to

m∑

i=1

vixio = 1 (11)

s∑

r=1

uryrj −
m∑

i=1

vixij ≤ 0 j = 1, . . . , n

ur ≥ ǫ ∀r

vi ≥ ǫ ∀i

In our preliminary application, see [8], we have observed that the basic specification of CCR model
cannot distinguish among models with relatively good performance so that most of them were evaluated
as efficient. We therefore try to evaluate the model under an alternative specification of DEA by replacing
the non-negativity constraint of weights by a strictly positive one (see [11] for a comprehensive discussion
of various DEA models).

4 Experimental study

In order to evaluate the performance of particular VaR models and their various implementations due
to different estimation periods, we first calculate the efficiency score via CCR model. We calculate the
efficiency first independently for each of the model and after that mutually to obtain integrated efficiency.
For the calculation we use the daily closing prices of S&P 500 index over last 16 years. This period is
also split into two sub-periods of 8 years to examine the impact of the subprime crises of 2008.

First, we estimate VaR for each of the models considered (ie. GI, NIG, HS) at 16 probability levels,
ie. for 0.15, 0.14,. . . , 0.01, and 0.005, respectively, assuming one estimation window, and compare it with
observed losses over whole horizon so that we get the number of observed exceptions. Than we change
the window and calculate the exceptions again, so that we get the differences between the assumed and
observed exceptions for each model assuming various estimation windows, running from about 1 month
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(21 days) up to approximately 4/8 years. Note that we penalize both positive and negative differences
in the number of model failures (exceptions) since none of them can be regarded as efficient in terms
of capital (lower number of failures leads to too high capital, which means poor economic performance,
while higher number of failures leads to too low capital and increases the risk of default). We proceed in
the same way also for both subperiods.

The results are apparent from Figure 1. We can observe that (1) GI model is mostly useless since it is
quantified as efficient only occasionally – the reason is that it cannot capture the behaviour of real returns
due to lack of parameters; (2) the whole period supports the usage of HS model, while the subperiods show
that we should give preference to NIG model – it seems that in the long horizon NIG model sometimes
(specific estimation window) provide incorrect estimate and therefore is beaten by HS model, which,
though generally not so accurate, does not show such failure; (3) as indicated in the previous point, the
very long evaluation horizon makes the results to be averaged, ie., the efficiency index is generally higher
for the long period than for the subperiods; (4) also in the long horizon, replacing the non-negativity of
weights constraint by the strictly positive weights has almost no effect, while it significantly decreases
the number of units evaluated as efficient within the subperiods, especially with the shortest and long
estimation horizons. On this basis, the overall recommendation is to use rather the NIG model with
estimation horizon between little less than one year and two years.

Figure 1 Efficiency of models over 2000–2015 (top), 2000–2008 (middle), 2008–2016 (bottom)

5 Conclusion

In this short contribution we have focused on the comprehensive evaluation of market risk models, includ-
ing selection of efficient estimation horizons. Since the classic non-negativity of weights constraint often
leads to classification of a really large number of models as efficient, ie. the method cannot distinguish
among efficient and almost efficient models in comparison to surely inefficient models, we suggested to use
the strictly-positive weights constraint only. Overall results show that NIG model with estimation horizon
of 1 to 2 years should probably be preferred – this recommendation is not strong since the model does
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not behave well on the longest time period we have considered and thus is beaten by HS approach. The
further directions of research might be focused on evaluation of portfolio models, autoregressive models
or consideration of some more DEA alternatives to further decrease the number of efficient models. One
might be interested to study the behaviour of the model in far tails, ie. with very low p, though these
results are generally very case sensitive.
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Capital market efficiency in the Ising model

environment: Local and global effects

Ladislav Kristoufek1, Miloslav Vosvrda2

Abstract. Financial Ising model is one of the simplest agent-based models
(building on a parallel between capital markets and the Ising model of ferromag-
netism) mimicking the most important stylized facts of financial returns such
as no serial correlation, fat tails, volatility clustering and volatility persistence
on the verge of non-stationarity. We present results of Monte Carlo simulation
study investigating the relationship between parameters of the model (related
to herding and minority game behaviors) and crucial characteristics of capital
market efficiency (with respect to the efficient market hypothesis). We find
a strongly non-linear relationship between these which opens possibilities for
further research. Specifically, the existence of both herding and minority game
behavior of market participants are necessary for attaining the efficient market
in the sense of the efficient market hypothesis.

Keywords: Ising model, efficient market hypothesis, Monte Carlo simulation.

JEL classification: G02, G14, G17
AMS classification: 91G60, 91G70

1 Introduction

Agent-based models (ABM) have attracted much attention in economics and finance in recent years
[10, 12, 21] as they describe the reality better than simplified models of traditional economics and finance.
The crucial innovation lies in assuming a boundedly rational economic agent [20, 18] instead of a perfectly
rational representative agent with homogeneous expectations [16, 14]. In these models, agents make
decision without utility maximization but usually using simple heuristics. The resulting systems are
majorly driven endogenously, i.e. without exogenous shocks forcing the dynamics.

In finance, the founding contributions were laid by Brock and Hommes models [3, 4] characteristic
by strategy-switching agents and possible bifurcation dynamics. Here, we focus on one of the simplest
ABMs built on a parallel between ferromagnetism and market dynamics, i.e. the Ising model adjusted for
financial economics. In the model, economic agents participating in the market are spins of a magnet. In
the same way as the spins, the agents are influenced by (make their decisions based on) their neighbors,
or agents with similar beliefs, but also by the overall market sentiment and activity. Such model has
been shown to mimic the basic financial stylized facts successfully [2]. We focus on the model parameters
and how they influence price and returns dynamics in the optics of the efficient market hypothesis. The
attention is given to finding a combination of parameters which yields an efficient market or dynamics
close to it. We show that the effects of parameters are more complicated than one might expect and
their influence is apparently non-linear. This opens further research options which are shortly discussed
as well.

1Institute of Information Theory and Automation, Czech Academy of Sciences, Pod Vodarenskou vezi 4, Prague 8, CZ-
182 08, Czech Republic; Institute of Economic Studies, Faculty of Social Sciences, Charles University in Prague, Opletalova
26, Prague 1, CZ-110 00, Czech Republic, kristouf@utia.cas.cz

2Institute of Information Theory and Automation, Czech Academy of Sciences, Pod Vodarenskou vezi 4, Prague 8, CZ-
182 08, Czech Republic; Institute of Economic Studies, Faculty of Social Sciences, Charles University in Prague, Opletalova
26, Prague 1, CZ-110 00, Czech Republic, vosvrda@utia.cas.cz
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2 Methodology

In this section, we provide a brief introduction to the Ising model adjusted for financial markets and we
shortly discuss the essence of the efficient market hypothesis.

2.1 Ising model

As a representative of the agent-based models applied to finance and financial economics, we opt for
a simple Ising model adjusted for financial markets as proposed by Bornholdt [2]. The model builds
on a combination of the standard Ising model of ferromagnetism (with local field interactions) [11] and
a minority game behavior of market agents [1, 5]. Financial market is represented by a square lattice
(usually with torus-like neighborhoods) with a side of N , i.e. with N2 elements representing market
agents. These elements are referred to as spins due to their magnetization of either +1 or −1. This spin
orientation is translated into a financial market as either a buy or a sell signal (decision), respectively.
The spin orientation of agent i for a time period t is labelled as Si(t). For each agent i, the local field
hi(t) for a time period t is defined as

hi(t) =

N∑

j=1

JijSj(t)− αCi(t)
1

N

N∑

j=1

Sj(t). (1)

The first term is defined as a local Ising Hamiltonian with neighbor interactions Jij . This is the reference
to the standard Ising model. The second term represents the minority game dynamics as it depends on
the total magnetization of the system M(t) ≡ 1

N

∑N
j=1 Sj(t) at time t with sensitivity α. Ci(t) gives the

strategy of spin i. Orientation of spin i at time t+ 1 is given as

Si(t+ 1) = +1 with p = [1 + exp(−2βhi(t))]
−1,

Si(t+ 1) = −1 with 1− p,

which is directly connected to Eq. 1 with an additional sensitivity β, which is parallel to the inverse
temperature of the original Ising model.

The strategy term Ci(t) is given as a general term in Eq. 1 which can be further specified. A popular
choice is to highlight the minority game behavior of the spin by allowing the strategy to change with
respect to the total magnetization and the spin’s own orientation. This specification also allows for more
strategy types. Bornholdt [2] proposes the following dynamics:

Ci(t+ 1) = −Ci(t) if αSi(t)Ci(t)

N∑

j=1

Sj(t) < 0 (2)

A simple alternative is to keep the strategy spin update immediately, which reduces the local field equation
to

hi(t) =
N∑

j=1

JijSj(t)− αSi(t)

∣∣∣∣∣∣
1

N

N∑

j=1

Sj(t)

∣∣∣∣∣∣
, (3)

i.e. it does not depend on the strategy of any spin at all.

The price dynamics of the system is extracted directly from the magnetization dynamics so that

logP (t) = M(t) ≡ 1

N

N∑

j=1

Sj(t). (4)

2.2 Efficient market hypothesis

Efficient market hypothesis (EMH) has been a cornerstone of modern financial economics for decades.
Even though its validity has been challenged on many fronts, it still remains the firm theoretical basis
of the financial economics theory [6, 15]. In the fundamental paper, Fama [8] summarizes the empirical
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validations of the theoretical papers of himself [7] and Samuelson [17]. The theory is revised and made
clearer in Fama’s 1991 paper [9] where the market efficiency is split into three forms based on availability
of information. From mathematical standpoint, the historical papers [7, 17] are more important as they
provide specific model forms of an efficient market. Specifically, Fama [7] connects the (logarithmic)
price process of an efficient market to a random walk and Samuelson [17] specifies it as a martingale.
Implications for the statistical properties of the returns process of the efficient market are straightforward.
For the former, the returns are expected to be serially uncorrelated and follow the Gaussian (normal)
distribution, which implies independence. For the latter, only the serial uncorrelatedness is implied.
We thus have two straightforward implications of the market efficiency – normally distributed (for the
random walk definition) and serially uncorrelated (for both random walk and martingale definition)
returns – which we use in the simulations presented in the next section.

3 Results and Discussion

3.1 Simulation setting

We are interested in the ability of the Ising model defined between Eqs. 1-4 to meet the criteria attributed
to the efficient capital market, i.e. normality and serial uncorrelatedness of returns. To test these, we
use the Shapiro-Wilk test [19] and Ljung-Box test [13], respectively.
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Figure 1: Rejection rates of no serial correlation hypothesis for Model I according to Eq. 1. Parameter
α varies between 0 and 10 with a step of 1, and parameter β between 0 and 4 with a step of 0.5. Other

parameters are set at T = 1000 and N = 25, neighborhood interactions Jij are set to the nearest
neighbors and the spin itself with a weight of 1, and 0 otherwise. We provide a 3D view as well as

focusing on parameters separately.

There are two crucial parameters in the model – α and β – which can influence the prices and returns
dynamics emerging from the model. We vary these two parameters and study how it influences the
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rejection rate of normality and uncorrelatedness with respective tests. In other words, we are interested
in a proportion of times these tests reject (with a significance level of 0.10) market efficiency of series
generated by the financial Ising model with specified parameters. Based on findings of previous research
[2], we manipulate α between 0 and 10 with a step of 1 and β between 0 and 4 with a step of 0.5. We
fix the time series length T = 1000 and the number of agents in the market to N2 = 252 = 625. The
neighborhood influence Jij is set equal to 1 for the nearest neighbors and the spin’s own position (five
spins in total), and 0 otherwise. For each setting, we perform 100 simulations. Two specifications are
studied – Model I given by Eq. 3, i.e. with fixed strategy spins, and Model II given by Eq. 1, i.e. with
variable strategy spins. The code in R is available upon request.

3.2 Main findings

The findings are summarized in Figs. 1 and 2 for Model I and Model II, respectively. The 3D charts
summarize the results (rejection rates) for simulations described in the previous section. Before turning
to these, it needs to be noted that for the normality testing, only the case when β = 0 gives the rejection
rates around 10% whereas for β > 0, normality is rejected practically always. This is true for both
specifications of the model and regardless the values of parameter α. These are thus not represented
graphically.

0 0.5 1 1.5 2 2.5 3 3.5 4

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0
2
4
6
8
10

Beta

Re
je
ct
io
n 

ra
te

Alpha

NO AUTOCORRELATION REJECTION RATE - MODEL II

00%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0 2 4 6 8 10

Beta

Re
je
ct
io
n 

ra
te

Alpha

NO AUTOCORRELATION REJECTION RATE - MODEL II

0 0.5 1 1.5 2 2.5 3 3.5 4

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0246810

Beta

Re
je
ct
io
n 

ra
te

Alpha

NO AUTOCORRELATION REJECTION RATE - MODEL II

Figure 2: Rejection rates of no serial correlation hypothesis for Model II according to Eq. 3.
Parameter α varies between 0 and 10 with a step of 1, and parameter β between 0 and 4 with a step of

0.5. Other parameters are set at T = 1000 and N = 25, neighborhood interactions Jij are set to the
nearest neighbors and the spin itself with a weight of 1, and 0 otherwise. We provide a 3D view as well

as focusing on parameters separately.

We now turn to the tests of uncorrelatedness. For both models, we find a strongly non-linear depen-
dence between rejection of no serial correlation hypothesis and the model parameters. For the sensitivity
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to the global magnetization (parameter α), we find a minimal rejection rate of approximately 40% at
α = 3 for Model I and at α = 2 for Model II. For α = 0, the rejection rate is around 80% for both models,
and the same is true for the other boundary of α = 10. The serial correlation dynamics thus emerges
both for no reaction to the total magnetization, i.e. avoiding the influence of the overall market situation,
and for a strong minority game behavior. There is thus no simple outcome such that a minority game
behavior induces a serial correlation structure or the other way around. Such structure emerges for both
extremes and market gets closer to efficiency for a setting in between.

Qualitatively similar results are found for the β parameter, i.e. the sensitivity to the local field. The
minimal rejection rate is found at β = 1 for both models. For β < 1, the no serial correlation hypothesis
is rejected practically always. The relationship between β and the rejection rate is smoother for β > 1
but still the rejection rate gets very close to 100% for β > 3 for Model I and β > 2 for Model II.

These preliminary results suggest the following. First, there is no simple linear relationship between
market efficiency and model parameters. This poses a problem for policy makers potentially trying to
get the market closer to efficiency as there is no simple answer to this endeavor. Second, which is tightly
connected to the first, more detailed (smoother) simulations need to be undertaken to find a more precise
efficient setting. And third, inclusion of the strategy spin plays no important role for this task.
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The Role of Banking and Shadow Banking Sector  

in the Euro Area: Relationship Assessment via Dynamic Cor-

relation 
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1
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2 

Abstract. Financial sector comprises many types of institutions, among others shad-

ow banking institutions. Shadow banking activities can be associated with the poten-

tial financial instability because they are realised outside the regulated banking sec-

tor. The aim of the paper is to assess the relationship between the banking and shad-

ow banking activities and credit lending standards imposed by banking institutions 

in Euro Area countries. For such aim we use correlation analysis. In deep view into 

dependence structure is done via dynamic correlation. We use quarterly data over 

the period 2003-2015. However, an attention is paid to the period during and after 

the financial crisis where the particular role of shadow bank institutions seems to be 

important. We conclude that banking institutions of the analysed Euro Area coun-

tries originated fewer loans in reaction to tighter lending standards (imposed by 

banking institutions on their loans). However, the expected positive impact of tighter 

lending standards, higher interest rates and higher capital requirements on loans pro-

vided by shadow banking institutions is confirmed only in some periods and fre-

quency ranges.  

Keywords: dynamic correlation, segmentation correlation, banking sector, shadow 

banking sector, banking sector  

JEL Classification: E42, E44, E51 

AMS Classification: 62P20, 62M10, 91B84 

1 Introduction 

Shadow banking institutions became a part of the financial system; they take part in the securitisation process 

and use sophisticated securitisation techniques to intermediate credit and produce structured financial products. 

As Bakk-Simon et al. [1] state, shadow banking “…refers to activities related to credit intermediation, liquidity 

and maturity transformation that take place outside the regulated banking system”. Commonly used definition of 

the shadow banking sector is that of the FSB [9]; it describes the shadow banking system ”…as the system of 

credit intermediation that involves entities and activities fully or partially outside the regular banking system, or 

non-bank credit intermediation in short”. The shadow banking activities could be a source of potential financial 

instability and could increase the probability of a severe financial contagion. Therefore, these activities should be 

monitored and the interconnectedness between banking (regulated) and shadow banking (unregulated) sector 

should be measured. The Financial Stability Board (FSB) recommends national authorities to enhance their mon-

itoring framework to uncover potential risks hidden in the shadow banking sector by means of the application of 

a stylised monitoring process (see FSB [9]). In our paper, we use the general definition of FSB [9], i.e. we focus 

on such activities realised fully or partially outside the traditional or regulated banking system. 

The relation between economic indicators would be a task for a long time. In the front of interest, there is the 

research of the mutual relations and its measuring. Traditional analyses were performed in the time domain and 

were based on the correlation and similar methods (see work of Engle and Granger [4]), or with the idea of co-

integration, common features (Engle and Kozicki [5]), common cycles and co-dependence (Vahid and Engle 

[16], [17]). Consequent question resulted into an analysis of common features, into questions how to quantify the 

degree of synchronisation and how to analyse the evolution of such a synchronisation in time. However, the 

basic approach still uses correlation analysis and its modification such as moving correlation.  

In the past several decades, the following methodological approaches proceeded to use the spectral and cross 

spectral analyses which allow a detailed study of time series structure (Iacobucci and Noullez [10], Poměnková 

and Maršálek [15]). Thus, for the evaluation of relation, the method of coherency, squared coherency, dynamic 

correlation and phase shift can be used. Croux et al. [2] provide a theoretical background of dynamic correlation 

and phase shift methods and of coherency or squared coherency (with a practical application on business cycles 
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in Europe and the USA). The use of the dynamic correlation approach can be also seen in Fidrmuc et al. [8] who 

estimate the determinants of output comovement among OECD countries. Poměnková et al. [14] focus on 

changes in dynamic correlation of economic cycles during the financial crisis among V4 countries, Germany and 

euro area; results show different responses to a symmetric shock in V4 countries. Kučerová and Poměnková [12] 

assess the relationship between financial and trade integration in the new EU member countries using more 

complex view via the classical, moving and finally dynamic correlation. 

The aim of the paper is to measure the relationship between the banking and shadow banking sector activities 

and credit lending standards imposed by banking institutions in Euro Area countries in period 2003-2015. The 

analysis is conducted only for Euro Area countries: Austria, Belgium, Cyprus, Estonia, France, Germany, 

Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, Slovakia, Slovenia, Spain, and 

Portugal. For such aim we use correlation analysis. In deep view into dependence structure is done via dynamic 

correlation.  The structure of the paper is as follows. The second section describes data and indicators and sec-

tion three presents methods used in our paper. In the fourth section, we present the results of our analysis. Sec-

tion five brings conclusion. 

2 Data and indicators 

The database of the European flow-of-funds data does not provide sufficient data to analyse the shadow banking 

in the Euro Area. However, it is possible to combine data from two ECB statistical online databases – monetary 

statistics and euro area accounts (EEA) – and find a proxy which enables us to roughly measure shadow bank-

ing activities (Bakk-Simon et al. [1]). In the EEA database, we focus on financial corporations which comprise 

monetary financial institutions (MFIs), other financial intermediaries (OFIs) and insurance corporations and 

pension funds (ICPFs) (see ECB [6]). MFIs represent the regulated banking sector and include central banks, 

credit institutions and money markets funds. The OFIs can be regarded as a part of the sector of the shadow 

banking activities. In our paper, we use these institutions as representatives of the shadow banking sector. We 

also use data from the ECB Bank Lending Survey (BLS); these data are available since 2003:Q1 (see ECB [7]).  

Several categories of indicators can be used as a proxy of the size of the shadow banking sector.
3
 In our paper, 

we measure the activities of the banking and shadow banking sector using the difference of the cumulative level 

of long-term loans provided by the relevant sector. Differences are used to focus on the dynamics (i.e. net loans 

provided) and not on the overall level of the outstanding amount of loans. As a measure of lending standards, we 

use a measure defined by ECB [7] – the diffusion index; it is based on the quarterly responses to questions con-

cerning lending standards (i.e. information from the supply side) and is measured as the weighted difference 

between the share of banks reporting that lending standards have been tightened and the share of banks reporting 

that they have been eased (banks who have answered “considerably” are given score 1 and banks that answered 

“somewhat” are given score 0.5). Positive values of the index indicate that a larger proportion of banks have 

tightened lending standards and vice versa. The representations of time series are depicted in Figure 1.   

 

Figure 1 Time series representation, Source: ECB [6], ECB [7]  

3 Methods 

For analysis of dependence between time series we use classical approach represented by classic correlation 

coefficient as well as dynamic correlation. In case of classical correlation and regression analysis we use as input 

time series data described in previous part. In such way, we are going to correlate Household, i.e. Enterprises, 
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and MFI, i.e. OFI. Because correlation method is well known, we skip its description here. In case of dynamic 

correlation, we follow Croux et al. [2] who measured co-movement between two time series via dynamic form. 

Let us have two time series y and z. Thus, we can measure their similarity according to the following form: 
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where Cyz is a co-spectrum (the real part of the cross-spectrum) and Sy, Sz are the individual spectra of time 

series y and z for frequencies ω.  Integrating the eq. (1) in the frequency band from ω1 to ω2 evaluates the com-

mon behaviour of two time series in the given band of frequencies. For ω1=0, ω2 =π the integration is done over 

the whole defined frequency range and thus the dynamic correlation coefficient corresponds to the classical cor-

relation coefficient (Fidrmuc et al. [8], Kučerová and Poměnková [12]). If our attention is turn into different 

frequency range (shorter one), we can change the edges of integrals ω1 and ω2 to evaluate specific correlation of 

the frequency range of our interest.  

4 Results 

The analysis of the relationship between the credit lending standards imposed by banks on long-term loans pro-

vided to households (denoted as Households) and to enterprises (denoted as Enterprises) and the volume of new 

long-term loans (expressed using the first difference) provided by both MFIs (variable d(MFI)) and OFIs (varia-

ble d(OFI)) follows several steps. Firstly, we verify results from the study Kučerová and Poměnková [13] on an 

updated data sample (longer time series and data sample containing 18 countries). However, we extend the cor-

relation analysis assuming lag order of one quarter in case of the variable d(OFI) (not in case of the variable 

d(MFI)). The reason is that we intend to test whether economic agents (enterprises and households) need some 

time to move from MFIs to OFIs in case MFIs refuse to provide the loan (particularly in times of tighter lending 

standards). Moreover, we work with two time periods, i.e. 2003-2015 and 2008-2015, in order to identify the 

changes after the world financial crisis. Consequently, we proceed with in deep view into dependence structure 

via dynamic correlation analysis on an updated new data set. 

In the first step, we perform a classical correlation analysis for the 2003-2015 and 2008-2015 period, both 

with lag 0 (i.e. no lag) and 1 (i.e. the lag of one quarter) only in case of the variable OFI; the results are presented 

in Table 1. It is apparent that there is a negative correlation between the lending standards of banks and loans 

provided by banks in the 2003-2015 periods i.e. tighter lending standards are connected with lower level of new 

loans provided by banks. The same holds for non-banks which is not consistent with our hypothesis. However, 

the results are different in the 2008-2015 period; the results confirm a positive relationship between lending 

standards and loans provided by banks. It could be interpreted as a result of the financial crisis when banks be-

came hesitant in the policy of providing loans. In this context, it is possible to discuss a possibility of credit 

crunch: even though the lending standards of banks were eased the banks did not originate new loans (probably 

as a result if higher perceived risk). All the results are similar in case of lag 0 and lag 1.  

 

  2003-2015 2008-2015 

Lag 0 0 1 1 0 0 1 1 

 Households Enterprises Households Enterprises Households Enterprises Households Enterprises 

Households 1 0,8356*** 1 0,8345*** 1  1 0,9378*** 

Enterprises 0,8356*** 1 0,8345*** 1 0,9405*** 1 0,9378*** 1 

d(MFI) -0,3035** -0,1167 -0,3096** -0,1251 0,3072* 0,3291* 0,3183* 0,3387* 

d(OFI) -0,1285 -0,0784 -0,1505 -0,0251 -0,0147 -0,0144 -0,0204 0,0933 

Table 1 Classical correlation coefficients 

Note: statistically significant at: *** 1%, ** 5%, * 10% 

However, the classical (static) correlation gives us information just about a linear positive or negative rela-

tion between indicators. In our case, the negative classical correlation between lending standards and loans pro-

vided by both banks and non-banks in the 2003-2015 and the positive classical correlation between lending 

standards and loans provided by banks is confirmed in the 2008-2015 period. Unfortunately, results given by 
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classical correlation can be insufficient and does not provide in deep view into dependence structure. Therefore, 

we proceed with dynamic correlation (correlation in frequency domain).  

Focusing on dynamic correlation for time period 2003-2015 without lag (Figure 2a) we can find several fre-

quency ranges with the high level of correlation. The first range is (0-0.2) representing long cycle such a trend or 

a cycle of the length of 10 quarters with negative correlation values. The second range is (0.4-0.7) representing 

short cycles of the length of 3-5 quarters with both positive and negative correlation values. The third range is 

(0.9-1) representing rapid changing component (cycles of the length of 2 quarters) with negative correlation 

values. Imposing one lag order for time period 2003-2015 (Figure 2b) we can see generally same tendency of 

dynamic curve trend in the frequency range (0-0.7). The difference (between figures 2a and 2b) occurs in the 

frequency range (0.7-1) for the dependence of loans by non-banks and lending standards for enterprises taking 

opposite trend-direction (from negative to positive level) with higher dynamic correlation values. The trend-

direction in case of loans by non-banks and lending standards for households is also opposite with lower dynam-

ic correlation values.  

Focusing on the period 2008-2015 (Figure 2c-2d), the results allow almost the same partition into frequency 

ranges (0-0.2), (0.4-0.7) and (0.7-1) such in time period 2003-2015 (Figure 2a, 2b).  For the period 2008-2015 

(Figure 2c-2d) in the range (0-0.2), we can identify significantly higher level of correlation for bank loans and 

lending standards for households, resp. enterprises. In this range, correlation of non-bank loans and households, 

resp. enterprises, takes an insignificant level. In the second range (0.4-0.7) for the period 2008-2015, the dynam-

ic correlation curves have the same shape for all indicators and lags 0. In case of lag 1, there is a similarity be-

tween the comovement of lending standards and bank loans both for households and enterprises as well as non-

banks loans both for households and enterprises. We can also say that the general tendency (increase/decrease) 

for lag 1 is the same. This result is contrasts to the results for the whole period (2003-2015). In the frequency 

range (0.7-1), the trend-direction of dependence of lending standards for households takes positive values for 

both lags. The most dramatic change of dynamic correlation curve in the 2003-2015 and after shortcut 2008-

2015 in the frequency range (0-0.3) covers business cycle frequencies (6-32 quarters, i.e. the frequency range 

(0.06-0.33)). 

 

Figure 2 Dynamic correlation 

Now, we proceed into the calculation of the correlation level on pre-define frequency ranges. Therefore, ac-

cording to the formula (1), we calculate three segmentation correlation coefficients corresponding to the fre-

quency ranges (0-0.3), (0.3-0.7) and (0.7-1). Denote the dynamic correlation done over the whole defined fre-

quency range corresponds to the classical correlation coefficient. Results are presented in the Table 2.  

In the period 2003-2015, for the lag 0 and 1, we can identify the expected negative correlation of lending 

standards (imposed by banks on loans for households and enterprises) and loans provided by banks. Additional-
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ly, in the frequency range (0.3-0.7) we can identify the expected positive correlation of both types of lending 

standards and loans provided by non-banks. In the period 2008-2015 we identified following results. Firstly, we 

identified the positive correlation of lending standards and bank loans in almost all three frequency ranges. Sec-

ondly, we identified the positive correlation of lending standards and non-banks loans in the frequency range 

(0.3-0.7) for lagged and non-lagged data. Thirdly, we identified the positive correlation in the frequency range 

(0-0.3) and (0.7-1) for lagged data and lending standards for enterprises. Therefore, it is evident that there is a 

stronger positive relationship after 2008 between new long-term loans provided by non-banks and lending stand-

ards (imposed by banks) on loans for enterprises than in case of lending standards on loans for households.   

However, the significance of these results is slightly limited. Focusing on the dependence between lending 

standards for households and long-term loans provided by banks we can see the same level of correlation for 

frequency range (0-0.3) and (0.3-0.7) for lagged as well as non-lagged data. Such result was not confirmed for 

the shortened period 2008-2015. Here, the significant level of correlation was achieved only for the frequency 

range (0-0.3) representing long and business cycles. In case of lending standards for household and long-term 

loans provided by non-banks, we can see a significant correlation only for the frequency range (0-0.3) for 2003-

2015 and lag 0 and 1. In case of the shortened period, the dependence vanished. Focusing on the dependence 

between enterprises and d(MFI) we can find only one significant dependence which is for time period 2003-2015 

for lag 1 in the frequency range (0.3-0.7).  

2003-2015  0-0.3, i.e. 25Q-6.7Q 0.3-0.7, i.e. 6.7Q-2.8Q 0.7-1, i.e. 2.8Q-2Q 

Lag 0 Households Enterprises Households Enterprises Households Enterprises 

Households 1 0,8763*** 1 0,6928*** 1 0,4795** 

Enterprises 0,8763*** 1 0,6928*** 1 0,4795** 1 

d(MFI) -0,3162** -0,0924 -0,2754** -0,2139 -0,2211 -0,2347 

d(OFI) -0,2701* -0,1880 0,0047 0,1225 -0,0326 -0,1442 

2003-2015  0-0.3, i.e. 25Q-6.7Q 0.3-0.7, i.e. 6.7Q-2.8Q 0.7-1, i.e. 2.8Q-2Q 

Lag 1 Households Enterprises Households Enterprises Households Enterprises 

Households 1 0,8767*** 1 0,6756*** 1 0,5035*** 

Enterprises 0,8767*** 1 0,6756*** 1 0,5035*** 1 

d(MFI) -0,3209** -0,1000 -0,3176** -0,2503* -0,1844 -0,1956 

d(OFI) -0,2771** -0,1803 0,0156 0,2073 -0,1758 0,1118 

2008-2015  0-0.3, i.e. 25Q-6.7Q 0.3-0.7, i.e. 6.7Q-2.8Q 0.7-1, i.e. 2.8Q-2Q 

Lag 0 Households Enterprises Households Enterprises Households Enterprises 

Households 1 0,9711*** 1 0,8711*** 1 0,6724*** 

Enterprises 0,9711*** 1 0,8711*** 1 0,6724*** 1 

d(MFI) 0,3922*** 0,4257*** 0,0523 0,0647 0,0531 -0,1139 

d(OFI) -0,0296 -0,0316 0,0159 0,1378 -0,0309 -0,2349 

2008-2015  0-0.3, i.e. 25Q-6.7Q 0.3-0.7, i.e. 6.7Q-2.8Q 0.7-1, i.e. 2.8Q-2Q 

Lag 1 Households Enterprises Households Enterprises Households Enterprises 

Households 1 0,9687*** 1 0,8766*** 1 0,7271*** 

Enterprises 0,9687*** 1 0,8776*** 1 0,7271*** 1 

d(MFI) 0,4133*** 0,4471*** 0,0435 0,0511 0,0934 -0,0533 

d(OFI) -0,0002 0,0463 0,0573 0,2082 -0,1906 0,1724 

Table 2 Dynamic correlation coefficients 

Note: statistically significant at: *** 1%, ** 5%, * 10% 

5 Conclusion 

The paper was focused on the problem of interconnectedness of the banking sector and the shadow banking 

sector with a view to credit standards and the supply of loans. The aim of the paper was to measure the relation-

ship between the banking and shadow banking sector activities and credit lending standards imposed by banking 

institutions in Euro Area countries in period 2003-2015. Using the classical correlation, it is clear that there is a 

negative correlation between the lending standards of banks and loans provided by both banks and non-banks in 

the 2003-2015 period, i.e. tighter lending standards are connected with lower level of new bank loans. In the 

2008-2015 period the results confirm a positive relationship between lending standards and bank loans probably 
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as a result of the financial crisis. It can indicate a possible credit crunch: even though the lending standards of 

banks were eased the banks did not originate new loans (as a result if higher perceived risk). Using the dynamic 

correlation, we identified the positive correlation of lending standards and bank loans in almost all three frequen-

cy ranges. We conclude there is a stronger positive relationship (after 2008) between new long-term loans pro-

vided by non-banks and lending standards (imposed by banks) on loans for enterprises than in case of lending 

standards on loans for households. Focusing on the dependence between lending standards for households and 

long-term bank loans we can see the same level of correlation for frequency range (0-0.3) and (0.3-0.7) for 

lagged as well as non-lagged data. Such result was not confirmed for the shortened period 2008-2015. Here, the 

significant level of correlation was achieved only for the frequency range (0-0.3) representing long and business 

cycles. Banking institutions originated less loans in reaction to tighter lending standards imposed by these bank-

ing institutions on their loans which is consistent with expected results; this finding is also consistent with find-

ings of Demiroglu et al. [3]. However, the expected positive impact of tighter lending standards (concerning 

bank loans) on loans provided by shadow banking institutions (i.e. OFIs) has not been confirmed in all cases. 
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Estimation of Alpha Stable Distribution without

Numerical Difficulties
Jaromı́r Kukal1, Quang Van Tran1

Abstract. Alpha stable distribution is frequently used for modeling of finan-
cial asset returns. This heavy-tail distribution has four parameters which need
to be identified. Identification via numerical integration tends to be time con-
suming. Therefore, it asks for some alternative method. Our novel approach
is based on Nolan parametrization of standardized characteristic function of
alpha stable distribution which is expanded using Taylor expansion for alpha
close to one. The standardized pdf is obtained by fast Fourier transform for
fixed parameters alpha and beta in the outer optimization loop. Log likelihood
function is realized as look up table with linear interpolation. Therefore, the
remaining parameters can be easily determined in the inner optimization loop.
This two-phase likelihood maximization methodology is then applied to artifi-
cially simulated data for verification and after that to actual returns series of
several stock market indices.

Keywords: alpha stable distribution, heavy tails, parameter estimation, fast
Fourier transform, maximum likelihood method, financial market indices

JEL classification: C61
AMS classification: 62G07

1 Introduction

Financial asset returns dispose a leptokurtic characteristic of their distribution which normal distribution
often is unable to capture. However, this heavy tail feature of asset returns can be modeled by stable
distributions. This family of distributions were first introduced by Lévy (1924, [5]) when studying the
sums of i.i.d. random variables. The stable distributions is characterized by four parameters, but due
to the lack of closed forms of densities and distribution functions, they are difficult to be estimated.
There are several estimation methods of which MLE is most often used and accurate one, but it is
very time consuming due to high computational complexity. Therefore, a fast and reliable estimation
algorithm is in quest. To meet this demand, we propose an algorithm for estimation of parameters of
stable distributions via Fast Fourier Transform. In this paper, we verify the workability of our method
on an artificially generated data and then it is applied on real financial data to estimate parameters of
returns distribution. The data are Prague stock market index PX and German stock market index DAX
from the last two years.

2 Alpha Stable Distribution

Generally, besides a few exceptions the closed forms for alpha stable distributions do not exist. The
only way to describe α stable law is the characteristic function. However, there are many different
parametrizations for it. The most often used form of the characteristic function of standard alpha stable
distributions [9] is the parametrization according to Zolotarev [11], who modifies Samorodnitsky and
Taqqu’s parametrization [10] and it has the logarithmic form as follows

lnψ(t) =




− | t |α {1 + iβsign(t)(| t |1−α −1) tan απ

2 }, for α 6= 1,

− | t | {1 + iβsign(t) 2
π ln | t |}, for α = 1.

(1)

Needless to say that in the formula shown above only two parameters of the distribution can be observed
and the remaining two are hidden due to standardization.
1Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Trojanova 13, Praha 2, Czech
Republic, {kukal,tranvqua}@fjfi.cvut.cz
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Traditional approach according to Nolan (1997, [8]) evaluates the probability density function (PDF)
f(x;α, β) directly from ψ(t). Setting ζ = −β tan απ

2 , the density calculation of a standard stable random
variable f(x;α, β) depends on α and x as follows:

• if α 6= 1 and x 6= ζ

f(x;α, β) =
α(x− ζ)

1
1−α

π | α− 1 |

∫ π
2

−θ0
V (θ;α, β) exp{−(x− ζ)

α
α−1V (θ;α, β)}dθ, (2)

for x > ζ and f(x;α, β) = f(−x;α,−β) for x < ζ.

• if α 6= 1 and x = ζ

f(x;α, β) =
Γ
(
1 + 1

α

)
cos(ξ)

π(1 + ζ2)
1
2α

, (3)

• if α = 1

f(x; 1, β) =





1
2|β| exp(xπ2β )

∫ π
2

−π
2
V (θ; 1, β) exp{− exp(xπ2β )V (θ; 1, β)}dθ, β 6= 0

1
π(1+x2) , β = 0

(4)

where

ξ =

{
1
αarctan(−ζ), α 6= 1
π
2 , α = 1

and

V (θ;α, β) =





(cos(αξ))
1

α−1

(
cos(θ)

sin(α(ξ+θ))

) α
α−1 cos[αξ+(α−1)θ]

cos(θ)

2
π

(
0.5π+βθ
cos(θ)

)
exp{ 1β (0.5π + βθ) tan(θ)}

The calculation of cumulative distribution function (CDF) F (x;α, β) also depends on parameters as
follows:

• if α 6= 1 and x 6= ζ

F (x;α, β) = c1(α, β) +
sign(1− α)

π

∫ π
2

−ζ
exp{−(x− ζ)

α
α−1V (θ;α, β)}dθ (5)

if x > ζ and F (x;α, β) = 1− F (−x;α,−β) if x < ζ, where

c1(α, β) =





1
π

(
π
2 − ξ

)
if α < 1

1 otherwise

• if α 6= 1 and x = ζ

F (x;α, β) =
1

π

(π
2
− ξ
)
, (6)

• if α = 1

F (x; 1, β) =





1
π

∫ π
2

−π
2

exp{− exp(−xπ2β )V (θ; 1, β)}dθ if β > 0

1
2 + 1

πarctan(x) if β = 0

1− F (x; 1,−β) if β < 0

(7)

More information on PDF and CDF of alpha stable distribution can be found in [3].

Numerical integration for every point x is time consuming operation which is the first disadvantage
of this traditional approach. Both PDF and CDF are continuous functions in the neighborhood of α = 1
or x = ζ. Unfortunately, the numeric evaluation for α ≈ 1 or x ≈ ζ generates discontinuities due to
truncation error of ill-posed formulas as the second disadvantage. The objectives of our research is to
eliminate these problems in the case of alpha stable PDF calculations as useful for identification of models
with this noise type.
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3 Expanded Nolan Formula

Discontinuities in PDF calculations result from the fact that Nolan formula in (1) switches in the neigh-
borhood of α = 1. To eliminate this effect, we reformulate Nolan formula for α 6= 1 as

lnψ(t) = − | t |α ·(1 + iβsign(t) · ϕ(α, t))) (8)

where
ϕ(α, t) = tan

απ

2
(| t |1−α −1). (9)

After the substitutions Q = 2π−1 ln | t |, y = π(1− α)/2 one obtains

ϕ(α, t) = φ(Q, y) =
exp(Qy)− 1

tan y
(10)

which is not defined for y = 0 of course. To avoid numerical difficulties, we expand φ(Q, y) according to
powers of y for y → 0. Using only finite Taylor expansion, we use approximation formula

φ(Q, y) =
n∑

k=0

ρk(Q) · yk
k!

(11)

instead of (9) for | y |< ε where the first seven terms are

ρ0(Q) = Q,

ρ1(Q) = Q2/2,

ρ2(Q) = Q3/3− 2Q/3,

ρ3(Q) = Q4/4−Q2,

ρ4(Q) = Q5/5− 4Q2/3− 8Q/15,

ρ5(Q) = 5Q6/6− 25Q4/6− 20Q2/3,

ρ6(Q) = Q7/7− 2Q5 − 3Q3/3− 32Q/21.

(12)

When t = 0 we obtain ψ(0) = 1 from the definition of the characteristic function. Using numeric
representation with minimum positive number realmin > 0 depending on software implementation, the
critical value of Q is

Qcrit = 2π−1 ln | realmin | . (13)

The fast convergence of series (11) is guaranteed for | Qcrit · y |< 1 and therefore we have to set

ε <| Qcrit |−1 . (14)

4 Numeric Calculation of PDF by Fast Fourier Transform

The probability density function (PDF) of any continuous distribution can be derived from the charac-
teristic function by Fourier transform [1] as

f(x) =
1

2π

∫ +∞

−∞
ψ(t) exp(−itx) dt. (15)

Fast Fourier Transform (FFT) [4] is used for numeric realization of look up table. The algorithm operates
as follows:

• The characteristic function ψ(t) is evaluated in 2N equidistant points within range | t |≤ tmax.

• Resulting finite series is proceeded by FFT and only real part of its result is used as dependent
variable in the look up table.

• The independent variable in this table is also calculated from equidistant condition.
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The final look up table consists of pairs (xk, fk) for k = 1, . . . , 2N . The value of PDF i.e. f(x) is easily
obtained by linear interpolation in the table. This procedure is suitable for parameter determination of
any model with stable distribution and fixed values of parameters α, β using maximum likelihood method.
In this case, the one-off evaluation of look up table is less time consuming in comparison with traditional
approach.
In the case of unknown parameters α ∈ (0, 2], β ∈ [−1,+1] we can repeatedly perform previous algorithm
on 2D grid to map the likelihood and construct confidence domain of parameters α, β. The second
possibility is to maximize the likelihood in outer optimization loop.

5 Implementation and results

The methodology we have proposed in the previous sections now is applied to three sets of data. The first
one is generated artificially with similar characteristics as the real datasets with α = 1.5 and β = 0.4.
The remaining one are stock market indices from Prague and German stock exchanges. These indices
are transformed into their corresponding logarithmic returns. The descriptive statistics of the data used
for our analysis are shown in Table 1.

Consequently, four parameters of α-stable distribution of these series are estimated. For this purpose,
the range is set at R = 105 and the FFT order N = 20. All required calculations are performed in
Matlab. The estimation results are displayed in Table 2. The obtained results clearly indicate that our
estimation approach can reliably recover the values of parameters of α-stable distribution from simulated
data. Regarding the distribution of real financial data, the estimated values of α in both cases are
less than 2 suggesting that normal distribution is not the appropriate one for modeling asset returns,
especially in the case of returns of index PX. Further, for both shape parameters α and β we calculate
the so called critical region based on their loglikelihood ratio. According to [6], the boundary of 100(1 -
α)% significance region can be determined as follows

lnL(b)− lnL(β) =
χ2
1−α
2

. (16)

Characteristic Simulated data Index PX Index DAX

Mean -0.001050 0.000198 2.83E-05

Median -0.002970 -0.000256 -0.000783

Maximum 0.327567 0.047141 0.048165

Minimum -0.303741 -0.044719 -0.048521

Std. Dev. 0.030427 0.009796 0.013876

Skewness 1.707822 0.262182 0.148451

Kurtosis 55.27038 5.491211 3.537781

Table 1 Descriptive statistics of analyzed data

Series α β δ γ

Simulated 1.5552 0.4592 -0.0046 0.0103

PX 1.8121 0.3963 -3.40.10−4 0.0060

DAX 1.9382 0.6112 -4.40.10−4 0.0095

Table 2 Estimation results of α-stable distribution

The left panels in Figures 1, 2, and 3 show the estimated confidence regions of α and β of stable
distribution of our data. In these panels, the point estimates of α and β are marked as a cross and the
confidence regions are delimited by a bold line. The results clearly display non-zero character of β of our
simulated data while the possibility of zero β of real returns are not excluded as well as the value of α
of distribution of DAX returns is not statistically different from two. In the right-hand side panels of
these Figures the theoretical distributions of data which are calculated using estimated values of their
parameters by our methodology are compared with their corresponding empirical distributions in the
form of their histograms. Here the cohesion of these two distributions are clearly observed.
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Figure 1 The critical region of α and β and the estimated pdf of simulated data
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Figure 2 The critical region of α and β and the estimated pdf of PX returns
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Figure 3 The critical region of α and β and the estimated pdf of DAX returns
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6 Conclusion

It has been known for some time that it is possible to use characteristic function of a distribution to
estimate its corresponding pdf. In this paper, we have used this technique to estimate the α-stable
distribution. This approach is faster than using traditional MLE approach. Unlike [2] and [7], our
methodology is used to estimate all four parameters of the distribution in a two-stage optimization
procedure. To verify the functionality of this procedure, we test it both on artificially generated and real
data. In the simulated data case, our method is capable of extracting the value of the distribution. In the
case with real financial data, our method has also succeeded. Its results show that parameters of a-stable
distribution estimated by this method provide a goodfit when we compare the theoretical distribution
using the estimates with the empirical one. These results indicate that the method we propose is a viable
alternative to the traditional estimation approach.
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Cost Minimization and Electricity Consumption Growth in 

the Czech Households in Case of the New Conditions 
Martina Kuncová1 

Abstract. Situation in the Czech Republic concerning the electricity market has been 

changing every year since the liberalization of the market in the year 2006. The 

electricity consumption was rising till the year 2008 then it felt down (because of the 

financial crisis) and the next growth was not so big. In the last years the whole 

consumption in the country is falling. This might be the reason why the Energy 

Regulatory Office suggests completely new conditions for the households connected 

with the electricity price. The current annual cost of the electricity are influenced 

mainly by the height of the annual consumption. But the new suggestion gives more 

importance to the circuit breaker. This article tries to answer the questions for what 

consumption the annual cost will be lower in the new conditions (when D25d tariff 

rate is used) and for how many MWh the annual consumption of household can rise 

to have the same cost as in the new conditions case. 

Keywords: Electricity prices, Annual Consumption, Suppliers, Optimization model. 

JEL Classification: C44, C63, O13 
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1 Introduction 

Electricity belongs to the essential commodities as it is strongly related with the modern age and huge development 

of its usage. The transformation of the electricity market in the Czech Republic into the liberalized one started in 

the end of the first liberalization period in Europe (for companies in 2002). The second period of the liberalization 

process was aimed at the households (in the Czech Republic it started in 2006). Since 2007 the liberalization of 

the retail market in EU should be finished and the households can choose the electricity supplier or switch to 

another one [2]. In majority of European Union countries the switching rate was rising during the last years but 

still a lot of households have not participate actively in the market by exercising choice among available suppliers 

[1]. In many countries including the Czech Republic the liberalization of the market led to the increasing number 

of suppliers and their products. Table 1 describes selected EU countries and the number of offers and suppliers 

available to household consumers in capital cities in 2013 [1]. 

 

Country AT CZ DE DK FI FR HU NO PL SE SK UK 

Number of offers 

(suppliers) in 2013 

40 

(25) 

61 

(32) 

376 

(146) 

124 

(23) 

204 

(43) 

29 

(11) 

4 

(4) 

100 

(35) 

77 

(21) 

368 

(91) 

19 

(19) 

59 

(22) 

Table 1 Number of products offered by the suppliers in 2013 in capital cities of the countries [1] 

The complete list of suppliers, their products and prices is changing every year. The selection of the 

suppliers in the Czech Republic in case of households is encouraged by various web calculators and by the 

possibility to take part in the electricity auctions. The final decision depends on the contract conditions but mainly 

on the prices. With respect to all these it is a hard task for consumer to find the best supplier. The models and 

methods how to cope with this problem were described in [7], [8] or [9] and it can be also find in [11].  

This paper continues in the analyses of the suppliers’ selection for the households in the Czech electricity 

market with respect to the level of consumption and annual cost influenced by the suppliers’ prices. In the year 

2016 some changes happened as in previous years but the main event was the declaration of the Energy Regulatory 

Office (ERU) to completely change the price policy since 2017. ERU has announced that the tariff structure 

nowadays used increases the cost of the system as it is necessary to reserve double energy input in high voltage 

and in very high voltage than the customers really take from the network. Therefore in this paper the optimization 

model [7] that looks for the consumption where the annual cost would be lower in the new conditions (when D25d 

tariff rate is used) is applied. Other model that looks for the height of the annual consumption of household to have 

the same cost as in the new conditions case has been created. 

                                                           
1 University of Economics, Prague, Department of Econometrics, W.Churchill Sq. 4, 13067, Prague 3, e-mail: 

martina.kuncova@vse.cz . 
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2 Situation in the Czech Electricity Market 
The electricity market has been one of the last remains of former product markets limited by various regulations, 

restrictions or barriers to entry [2]. The liberalization process in EU has started in 1999, the first country that 

changed the conditions was Great Britain. The Czech Republic joined in 2002 when the companies could enter the 

market but since 2006 also the households can choose the electricity supplier on the retail market. As it is still 

necessary to regulate this market, especially the prices of the transfer and distribution of the electricity, the Energy 

Regulatory Office (ERU) is taking this role [4] together with three distributors (PRE, E.ON, CEZ) that operate 

their networks and regions. Except of ERU there is other special company - the Operator of the market (OTE) that 

predicates the whole market consumption and analyses the differences. Each household has its tariff rate given 

according to the distributor’s and the supplier’s conditions. The high number of suppliers and their products on 

the retail market embarrasses the position of the households. According to this situation it is hard to follow the 

rules and the price changes on the market and so it is hard to choose the best (cheapest) product.  

The final price for the electricity consumption of the household is given by more factors such as consumption, 

fixed fees or taxes. Generally the price can be divided into two components. The first one is the controlled charge 

for services related to electricity transport from the generator to the final customer. This charge is annually given 

by ERU [5]. It covers:  

 monthly lease for the circuit breaker, 

 price per megawatt hour (MWh) in high tariff (HT),   

 price per megawatt hour in low tariff (LT), 

 price per system services, 

 price for the support of the renewable energy purchase, 

 charges for the electricity market operator, 

 electricity ecological tax (28,30 CZK per 1 MWh). 

The second part of the total price is given by the electricity supplier. It covers:  

 fixed monthly fee for the selected product, 

 price per megawatt hour (MWh) in high tariff (HT),   

 price per megawatt hour in low tariff (LT). 

The final price is increased by VAT that is 21% from 2013.  

ERU as the market regulator described the problem in the necessity of having very high installed capacity to 

satisfy potential demand of the customers. As the consumption has been decreasing since 2010 (Figure 1) and the 

production is much higher (part of it is exported but also imported), ERU decided to change the rules on the market 

from 2017 for the households (the households consumption makes about 25% of the domestic consumption). The 

households should pay more for the circuit breaker almost regardless of the electricity consumption. The idea was 

that the households should changed the circuit breaker into a lower amperage one not to pay so much and on this 

basis the installed capacity for the whole network could be lower. But there are two main problems: first – the type 

of the circuit breaker is usually given by the distributor according to the equipment of the household and it is not 

possible to lower it. Second – when the final costs are not so sensitive on the amount of the consumption, 

households could waste the electricity. The first problem started to be more important as in the Czech Republic a 

lot of consumers own a cottage where the electricity consumption is not so high but it is necessary to have higher 

amperage circuit breaker.  

 

 

Figure 1 Electricity production and domestic consumption in the Czech Republic [4] 
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3 Data and Methods 

The formula for the annual cost calculation for each supplier’s product till the year 2015 was following: 

   
    

















toscplplcp

phphcpmfmf
VATCOST

jijLT

jijHTjij
ij

12
)1(  ,    (1) 

where  

i … product, i =1, …, m, 

j … distributor, j = 1, …, 3, 

VAT … value added tax (VAT = 0.21), 

mf … fix monthly fee,  

c … annual consumption in MWh, 

ph … price in high tariff  per 1 MWh, 

pl … price in low tariff per 1 MWh, 

pHT … percentage of the consumption in high tariff 

pLT … percentage of the consumption in low tariff 

os … price for other services  per 1 MWh, 

t … electricity tax per 1 MWh (t = 28.3 CZK). 

 

For the year 2016 there is a small chase in the formula (1) when the price for other services is not paid per 1 MWh 

but part of it is paid monthly. In our previous analysis in [8] and [7] the optimization model to compare products 

for the tariff rate D25d with the electricity consumption about 10 MWh annually was used. The 45% of the 

consumption was used in high tariff and 55% in low tariff, the circuit breaker type was from 3x20A to 3x25A. 

This tariff rate is given to household when the electricity is used also for the accumulative heating and hot water 

heating for lower and middle yearly offtake with operative management of the validity period of the low tariff for 

8 hours. It is so-called dual tariff rate as it has 2 periods (high tariff, low tariff) during the day. For the analysis the 

same type of household is used to be able to compare the results. Since 2013 the annual cost paid by this type of 

households are falling down [9] but the differences between the highest and lowest costs are higher than in 2010. 

During the whole period the CEZ distribution area was the most expensive one, the distributor PRE is not the 

cheapest as before as in the last years E.ON distributor has the lowest costs. The number of products offered by 

suppliers circulates around 60 (in 2015 60 products for D25d, in 2016 there are 30 companies offering 57 products).  

The suggested ERU model for the new conditions can be describes as follows (according the results obtain 

at [6], some of the values are not known separately but only in the sum): 

 

   
  

















)(

12
)1(

srtcplplcp

phphcpotesscpmfmf
VATCOST

jijLT

jijHTjij
ij

,         (2) 

where  

cp … monthly rate for the consumption place in CZK, 

ss … monthly rate for the system services in CZK,  

ote … monthly rate for the OTE services in CZK, 

sr … price for the supported electricity resources per 1 MWh. 

 

The rest of the values is similar to the model (1) where os consisted of ss, ote and sr. ERU changed the prices 

and rates so as the difference between the old (in 2016) and new (in 2017) annual costs would be the same for all 

products offered.  

In the first step the value of the old and new conditions was calculated for each product i = 1, …, 57 and each 

distributor j according to the models. As we know that the difference in the annual costs is the same for all products 

in given area [6], only three optimization models were necessary to find the level of the consumption from what 

the new conditions give lower annual cost than the old ones. The optimization model using the previous formulas 

is following: 

max Z = c 

subject to COSTij (2016) ≤ COSTij (2017) 

 

Afterwards the differences in 3 consumption levels were compared – firstly with 0 consumption, secondly with 

the consumption lower than the founded limit and thirdly with the consumption higher than the limit.   

As the results show that the new costs are decreasing with the consumption increase but the starting cost for 0 

consumption are about 6 times higher than in old condition, the second optimization model is aimed at the 

searching for the maximal consumption c for each product where the annual costs in 2016 are equal to the annual 

costs in 2017 with 0 consumption. In this case 3x57 linear optimization models were solved.  
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4 Results 
The model was created according to the information in ERU calculators [5] and [6] but the calculator for the new 

conditions [6] when comparing old and new prices gives a little bit different results for the old prices (the difference 

is about 5-10 Czech koruna - CZK) than the old calculator [5]. As the old one is valid for several years and the 

results of the model (1) were always equal to the results of this calculator it is probable that there might be some 

small mistake in the new calculator. That is why the model (1) with small change in os and model (2) were used.  

The results of the first optimizations are different only in the distribution areas. For all of them the cheapest 

supplier for D25d tariff rate is ST Energy company with the product Standard AKU 8 and the limit for the annual 

consumption when the costs in 2016 are lower than in 2017 is about 6 or 7 MWh depending on the distributor 

(Table 2). For the higher consumption the new conditions are better.    

  

 Distributors E.ON PRE CEZ 

Max. consumption limit with lower prices in 2016 in MWh 6.3 7.03 6.21 

Table 2 Consumption limit in MWh per year where the annual costs in 2016 are lower than in 2017 

The next part was aimed at the comparison of the costs for different annual consumption. According to the 

results presented in Table 2, three consumption levels were selected: 0 consumption, consumption of 5 MWh per 

year (lower than the limit) and 10 MWh per year (higher than the limit, comparable with the previous analysis in 

[9]). Zero consumption is a specific case and probably unreal but on this example we see the main and big 

differences that influenced the values founded as the limits in the analysis above and describe the main changes in 

fixed fees per circuit breaker and the place of living. The difference between the situation in 2016 and the plan for 

2017 is very high (Table 3) and the annual cost in 2017 would be around 6 times higher. 

 

Consumption 0 MWh 

Distributor (supplier) 

Annual costs 2016 

CZK 

Annual costs 2017 

CZK 

Difference 

CZK 

Increase 

% 

E.ON (FOSFA, Fonergy) 1605.62 11504.27 9898.65 616.50% 

PRE (FOSFA, Fonergy) 1736.30 12722.34 10986.04 632.73% 

ČEZ (FOSFA, Fonergy) 1852.46 12145.35 10292.89 555.63% 

Table 3 Comparison of annual costs for zero consumption and the cheapest products 

In the next case the annual consumption level was set to 5 MWh (to be lower than all the limits showed in 

Table 2 and to be equal to half of the consumption tested in our previous analyses [7] and [8]). As it was written 

above the cheapest region is E.ON, the most expensive is CEZ but in the new model the most expensive starts to 

be Prague region (PRE) where the raise of the costs is highest and it is more than 20 % higher compared with the 

2016 data (Table 4). 

  

Consumption 5 MWh 

Distributor (supplier) 

Annual costs 2016 

CZK 

annual costs 2017 

CZK 

Difference 

CZK 

Increase 

% 

E.ON (ST Energy) 15031.66 17406.65 2374.99 15.80% 

PRE (ST Energy) 15451.86 18624.72 3172.86 20.53% 

ČEZ (ST Energy) 16041.11 18047.73 2006.62 12.51% 

Table 4 Comparison of annual costs for 5 MWh consumption and the cheapest products 

 

Consumption 10 MWh 

Distributor (supplier) 

Annual costs 2016 

CZK 

Annual costs 2017 

CZK 

Difference 

CZK 

Increase 

% 

E.ON (ST Energy) 28798.25 22989.59 -5808.66 -20.17% 

PRE (ST Energy) 28847.99 24207.66 -4640.33 -16.09% 

ČEZ (ST Energy) 29910.32 23630.67 -6279.65 -20.99% 

Table 5 Comparison of annual costs for 10 MWh consumption and the cheapest products 

The last tested case was the same as in previous studies [7], [8] and [9] – that is the annual consumption 10 

MWh. The consumption was taken according to the real data for one family house with a small shop. This 
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consumption is higher than the limits and we see (Table 5) that the cheapest region would be again E.ON with 

about 20 % lower annual costs than in actual conditions.  

All the results described above support the apprehension that the new conditions are not good for the 

households with small consumption and the costs are much more higher than those in 2016. As the consumption 

of 10 MWh yearly was taken from the real case of the family house with a shop it is possible to assume that the 

consumption of the usual house or flat would be lower than this (including the cottages) and so for most of the 

consumers the new conditions would signify an increase in final costs. 

 According to the results showed in Table 3 with the highest differences between old and new rates the 

optimization models for each supplier’s product (57 cases) and each of the three region were applied to find the 

level of the annual consumption for the year 2016 with the same costs equal to the new case zero consumption. 

The results are different not only among the regions but also among the products inside the region (Table 6). The 

best (cheapest) supplier is ST Energy. With this supplier and its one product the annual consumption for this year 

could be more than 3.6 MWh in any distribution area to have the annual cost equal to the situation with zero 

consumption in 2017 (under new conditions). The “worst” product is E.ON Energie Elektrina AKU (here E.ON is 

in the role of supplier) but also this product guarantee the equal costs to zero consumption in 2017 for the 

consumption higher than 3.15 MWh annually. The average, median and mode of all 57 optimization models results 

(consumptions in MWh) with corresponding costs in each region shows that the most expensive region PRE offers 

the possibility of high consumption for this year that has the same costs as in the new model with zero consumption. 

This consumption is not so small to be able to say that it does not influence the possible increase of costs in case 

new conditions would be valid.   

 

  E.ON PRE CEZ 

min MWh  3.15 3.5 3.19 

Product E.ON Energie Elektrina AKU E.ON Energie Elektrina AKU E.ON Energie Elektrina AKU 

annual costs 12346.43 13564.,5 12987.51 

max MWh 3.68 4.1 3.71 

Product ST Energy Standard AKU ST Energy Standard AKU ST Energy Standard AKU 

annual costs 11823.71 13041.78 12464.79 

average MWh 3.4554 3.8568 3.4977 

average costs 12101.53 13357.78 12757 

median MWh 3.48 3.88 3.51 

median costs 12201.53 13419.3 12842.31 

mode MWh 3.58 3.98 3.61 

mode costs 12201.53 13419.3 13016.55 

Table 6 Results of the optimization models: MWh and costs for 2016 from 57 products with the costs equal 

to zero consumption in 2017 

5 Conclusion 
The differences among the regions and among the suppliers according to the annual electricity costs of households 

(for the tariff rate D25d) exist not only in the conditions of up to date electricity prices but also in the conditions 

of the new suggested ERU plan. According to the results of all optimization models it is possible to say that the 

annual electricity consumption of the household must be higher than 6.21 MWh  (CEZ, E.ON regions) or 7 MWh 

(PRE) in 2017 to have the annual costs lower or equal to the ones in 2016. The biggest differences between the 

old and new situation can be seen on the hypothetical example of zero consumption where the annual costs in 2017 

would be 6 times higher than in 2016. The consumption this year could rise to the level around 3-4 MWh with 

nearly the same costs that are equal to the zero consumption costs in 2017. These results show that the new model 

is not good (it is more expensive) for the households with lower consumption. During the time of the preparation 

of this article ERU concluded (according to the call-up of a lot of dissatisfied consumers and also of the 

government) not to use the new model for 2017 and nowadays they prepare another one that would be much better 

in sense of not discriminating the low level consumers.  
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Simulation framework for testing Piketty’s

predictions

Michal Kvasnička1

Abstract. It is well known that Piketty’s claim that inequality rises whenever
interest rates are higher than economic growth does not hold true in general.
However, two of his conjectures are worth of testing: 1) that inequality can
grow by a simple capital accumulation, i.e. the rich can get even richer both in
absolute and in relative terms just by saving a part of their interest incomes,
and 2) that slow economic growth can raise inequality. This paper develops a
general simulation framework for testing which assumptions are necessary to
get these outcomes. It also tests the conjectures in a simulated heterogeneous
Solow model. The simulation shows that inequality does not grow by capital
accumulation when there is no economic growth in the model.

Keywords: inequality, economic growth, capital accumulation, simulation.

JEL classification: E21, E27, D63, O11

1 Introduction

In his seminal book [6], Piketty claims that inequality rises whenever interest rates r are higher than
economic growth g. However, there are many problems with this theory. First, it ignores that inequality
may be caused by other reasons than capital accumulation through savings. For instance, inequality may
be raised or lowered by changes of technology, outsourcing abroad, successful entrepreneurs’ innovations,
etc. The theory also ignores that there are forces that alleviate inequality caused by capital accumulation,
e.g. social mobility. Second, the theory completely ignores the role of institutions, see [1]. Third, the
theory in its formal setting ignores the fact that both interest rates and the rate of economic grows are
endogenous variables (i.e. it is not the ultimate explanation) and that the inequality depends on many
exogenous forces as rate of saving etc., see on-line appendix to [1]. For technical criticism of Piketty’s
claims, see papers quoted in [1]; for a more philosophical criticism see e.g. [5].

However, even though Piketty’s theory is incomplete and its major claim that the inequality rises
whenever r > g does not hold true in general, it has two important predictions that may still hold true:
1) Inequality can grow by a simple capital accumulation, i.e. the rich can get even richer both in absolute
and in relative terms just by saving a part of their interest incomes and the differences in capital holding
can explode. 2) Slow economic growth can raise inequality. Even though these two predictions may not
hold true under all possible conditions, there may still exist some conditions under which they hold true.
Piketty’s own model, however, is insufficient to provide these conditions and to test their consequences.
The goal of this paper is to provide a general simulation framework that allows testing which model
specifications produce results compatible with Piketty’s (generalized) predictions, and which do not. In
the next section I describe the general framework. In the third section I describe, simulate, and analyze
one possible model specification (heterogeneous Solow model) that shows how the framework can be
used for testing Piketty’s predictions given a particular model assumptions. The simulation results and
suggestions for future research are summarized in the last section.

2 General simulation framework for testing Piketty’s predictions

In this section, I propose a general framework for testing Piketty’s predictions. The framework is based
on methodology of agent-based computational economics (also called multi-agent models), see [9]. In

1Masaryk University, School of Economics, Department of Economics, Lipová 41a, Brno, 602 00, the Czech Republic,
michal.kvasnicka@econ.muni.cz
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these models, behavior of individual agents is specified and their interactions are simulated. This way,
one can try to “grow the expected phenomena from the bottom up”, i.e. test whether a particular set
of assumptions leads to the expected outcomes. There are several reasons why multi-agent simulation
is a more convenient approach to testing Piketty’s theory than standard macroeconomic models. First,
it allows populating the model with completely heterogeneous agents, i.e. there is no need to limit the
agents to few classes of representative or homogeneous agents (e.g. worker, capitalists, and the like). Every
agent can be completely different from others in these models. Second, since the models are simulated, no
restrictions on functional form of the models have to be imposed to ensure their solvability. Moreover, the
models are easily scalable and extensible. One can start with an extremely simple model (as is the model
proposed in the next section) and later extend it easily. Third, it is very easy to implement bounded
rationality, learning, and local interactions among agents if necessary. Disadvantage of this approach
is that the models are not analytically tractable. This, however, is the case with almost all modern
macroeconomic models. Moreover, properties of multi-agent models can be easily analyzed by standard
statistical procedures—both on macro-scale (where the behavior of the model as a whole is analyzed) and
on micro-scale (where the behavior of individual agents is analyzed). There are already some agent-based
macro-models that inquire impacts of various policies on inequality, see e.g. [2, 4, 10]. However, as far as
I know, there is no general framework or a particular model developed to test Piketty’s theory. Closest
comes [3] but even this paper is not specifically targeted to test Piketty’s conjectures.

The proposed framework consists 1) of the description of the minimal set of heterogeneous agents and
their properties and 2) of general recipe for simulating the model. The framework includes three types of
agents: 1) households that provide factors of production, consume, save, and possibly learn, reproduce,
and die, 2) firms that acquire factors of productions and produce and distribute goods, and 3) government
that redistributes the households’ incomes. There is no need for money in the model—everything can be
calculated in terms of a selected numéraire. The model is first initialized and then simulated in discrete
steps until a stop condition is met.

In the model initialization stage,

• initial households are created and endowed with initial amount of physical and human capital,
initial labor supply functions and initial consumption / saving functions and

• initial firms are created and endowed with the initial production functions.

In each step of simulation,

1. households supply labor and capital to firms,

2. factors of production (labor, physical and human capital) are allocated among firms,

3. firms produce consumption goods and distribute it among households,

4. the government redistributes households’ incomes,

5. capital depreciates,

6. households consume part of their net incomes and previous capital and save the rest, and this way
they update their stocks of capital, and

7. firms update their production functions, may go bankrupt or be created; households update their
labor supply functions and consumption / saving functions, may be born or die.

Various characteristics of the model’s state (such as inequality, economic growth, interest rates, etc.)
can be measured either in every simulation step (if one cares how the inequality changes over time) or
in the steady state of the model (if one cares about equilibrium values and if the model converges to a
steady state).

To implement the model, several things have to be specified:

• initial distribution of capital among households,

• each household’s labor supply function,
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• each household’s consumption / saving function,

• each household’s human capital adaptation over time,

• capital depreciation function,

• each firm’s production function and its changes over time,

• process of allocation of factor of production among firms,

• distribution of firms’ product,

• process of closing firms in loss and creating new firms,

• process of creating new households, eliminating the old ones, and distributing the inheritance,

• redistribution, and

• stop condition of the model.

3 Example: heterogeneous Solow model

In this section I describe one particular example of the model specification. It has been chosen such that
its assumptions are favorable to Piketty’s theory, it is simple, and yet is still compatible with standard
macroeconomic assumptions. In fact, the model presented here is a simple extension of Solow model [8].
The only difference between the standard Solow model and this model is that many heterogeneous agents
are explicitly assumed: each household has a different saving rate and different initial stock of capital.

3.1 Model setup

The model specification is following: I assume there are N heterogeneous households. Each household
lives forever, i.e. the wealth accumulation is not diluted by inheritance. It supplies lit = 1 unit of labor
at time t, i.e. “capitalists” do not work less than “workers” and do not earn lower wages than “workers”,
and hence the income inequality is not ameliorated this way. There is no human capital, i.e. all inequality
is due to accumulated physical capital. Household i’s initial physical capital ki0 is non-negative. The
total amount of the initial capital is the same in all simulations,

∑
ki,0 = N . Household i’s income is

yit = wtlit + rtkit where wt is wage rate and rt is interest rate at time t. Household i’s saving at time t
is sit = σiyit where σi is household i’s marginal propensity to save (constant over time). Each household
draws its σi independently from uniform distribution U(

¯
σ, σ̄) where

¯
σ is the lower range and σ̄ is the

upper range of the support. Household i’s consumption at time t is then cit = yit−sit. Thus at time t+1,
household i will hold the amount of capital ki,t+1 = (1− δ)kit+sit where δ is depreciation rate (the same
for all households and all times).

There is only one competitive firm representing the whole economy that produces a homogeneous
product that is then distributed among the households in form of wages and interest payments. The firm
hires all labor and capital supplied and produces the aggregate product Yt with Cobb-Douglas production
function Yt = AtL

α
t K

1−α
t where Lt =

∑
lit, Kt =

∑
kit, α ∈ (0, 1) is the labor share of the product, and

At > 0 is the state of technology at time t. The technology improves over time such that At+1 = (1+γ)At
where γ ≥ 0. Since the firm behaves as a competitive firm, the wage rate wt = αAt(Kt/Lt)

(1−α) and
interest rate rt = (1 − α)At(Lt/Kt)

α are at time t equal to marginal products of labor and capital,
respectively, and the firm has no profit.

There is no government, and hence no redistribution that could have mitigated the inequality. The
inequality is measured by Gini coefficient of income, capital (i.e. wealth), and consumption. The simula-
tion stops when the absolute change of every measured Gini coefficients between the two following steps
is lower than 10−7.

For the simulation in this paper I use the following parameters. The number of households is N =
1 000. The initial level of technology is A0 = 1. The labor share is α = 0.7. There is no economic
growth, i.e. γ = 0. Households’ marginal propensities to save are drawn independently from uniform
distribution with support [0, 0.4] The depreciation rate δ = 0.04. There are four treatments that govern
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treatment equal uniform power law one rich all

initial capital 0.0003 0.002 0.00002 0.00003

(0.003) (0.002) (0.0001) (0.0001)

saving rate 74.168∗∗∗ 74.168∗∗∗ 74.168∗∗∗ 74.168∗∗∗ 74.168∗∗∗

(0.019) (0.019) (0.019) (0.019) (0.009)

intercept −3.031∗∗∗ −3.031∗∗∗ −3.032∗∗∗ −3.031∗∗∗ −3.031∗∗∗

(0.004) (0.005) (0.004) (0.004) (0.002)

observations 1,000,000 1,000,000 1,000,000 1,000,000 4,000,000

R2 0.962 0.962 0.962 0.962 0.962

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 1 Regression of the stock of capital held by an individual household in steady-state. Robust
standard errors are reported in parentheses.

the initial distribution of physical capital ki0: it can be distributed among households 1) equally, i.e. each
household gets 1 unit of capital, 2) uniformly, i.e. each household draws its initial capital randomly
from uniform distribution U(0, 2), and then the total amount of capital is re-normalized to N , 3) by
power law, i.e. each household draws its initial capital randomly from distribution created by preferential
attachment1, or 4) extremely unequally where one randomly chosen household gets all N units of capital
and other households get no capital at all. The model has been simulated 1 000 times for each treatment,
i.e. the total number of simulations is 4 000. Each four simulations, one for every treatment, start with
the same random seed which secures that each one of the four treatments starts with the same state of
the model, i.e. with the same values of individual households’ marginal rate of saving.2 The model was
implemented and simulated in NetLogo 5.3.1 [11] and analyzed in R 3.2.5 [7].

3.2 Results

The simulation shows that Piketty’s original conjecture that inequality rises whenever r > g is incorrect
within the present model specification. All three inequality measures converge to steady-state values even
though in the model’s steady state there is no economic growth and the interest rate is strictly positive
(it lies in range from 5.15% to 5.62% with mean value of about 5.3%), i.e. r > g indeed.

There is also no tendency for the initially rich households to get richer in relative terms over time.
On the contrary, there is even no persistence in capital holding, and the households’ steady-state stocks
of capital are independent from stocks of capital they held initially. This can be shown in three ways.
First, the steady-state distributions of all measured Gini coefficients from the simulations are independent
of the way the initial capital was distributed among the households. Kruskal-Wallis rank sum tests’ χ2

statistics are 0.0004, 0.0004, and 0.0001 for Gini coefficients for capital holding, income, and consumption
respectively, all with p-values indistinguishable from 1. Second, the capital held in the steady state by
an individual household is independent from the stock of capital the household held initially. Table 1
shows that the steady state individual stock of capital can be almost fully explained in terms of the
individual marginal rate of saving while the parameter for the initial stock of capital is negligible and
statistically insignificant. Third, given the initial values of individual households’ marginal rates of saving,
the resulting Gini coefficients converge to the same level despite the differences in the initial distribution
of capital among the households; for example see Figure 1.

1The algorithm for preferential attachment used here works in the following way. Initially, each household is given
0.01 units of capital. Then one household is selected randomly and is given another 0.01 units of capital—each household
is selected with probability proportional to the amount of capital the household already has. This step is repeated until all
households have together N units of capital.

2This is possible because the only stochastic part of the model is its initialization; the simulation steps are fully deter-
ministic. In the initialization, all households are first assigned their marginal rates of saving σi, and only then are given
their initial stocks of capital. Thus the same random seed secures the same values of all households’ marginal rate of saving.
Households’ initial stocks of capital are different in each treatment because different algorithms are used to assign them.
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Figure 1 Example of convergence of Gini coefficients over time for one particular set of individual house-
holds’ marginal rates of saving. Only first seventy steps are shown; the lines are indistinguishable later.

The simulation allows us to study causality in the model too. It is often assumed that richer households
save a higher part of their incomes. It can be seen within the model too: Table 1 shows a positive
correlation between the households’ marginal rates of saving and their steady state stocks of capital.
However, the causation is reverse here: the households that save more are richer in the model, and not
vice versa—the households’ marginal rate of saving are exogenous in the model.

The simulation also shows that Piketty’s preoccupation with the inequality in capital holding (which
is the model proxy for wealth) may be misleading. Figure 2 shows the distribution of steady-state Gini
coefficients for capital holding, incomes, and consumption. The wealth inequality is much higher than
income inequality which is higher than consumption inequality. If one cares about equality of households’
standards of living, the inequality of capital holding is a fairly poor measure of it. Moreover, if one cares
about wage-earners’ incomes, he should encourage savings rather than lower it with taxation. The reason
is straightforward: equilibrium wages wt = αAt(Kt/Lt)

(1−α) clearly rise with the stock of available
capital Kt in the model.
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Figure 2 Densities of steady-state Gini coefficients of consumption, income, and capital stock from all
treatments. All treatments are pooled because their distributions are indistinguishable from each other.
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4 Conclusions

The simulation shows that interest rates higher than economic growth is not a sufficient condition for
growing inequality. Moreover, the initial distribution of capital among the households has no impact on
the steady-state distribution of capital, i.e. there is no persistence in capital holding within the simple
heterogeneous Solow model presented above. (Testing impact of economic growth and changes in the
support of the distribution of the marginal rate of saving is beyond the scope of this paper.) However,
there still may be some reasonable assumptions that would yield outcomes compatible with Piketty’s
(generalized) predictions. The supporters of the theory should provide the list of these conditions. The
general simulation framework proposed above can be then used as an easy way to verify true results of
these assumptions.
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Lexicographic Fair Design of Robust Emergency Service  

System 

 
Marek Kvet 1, Jaroslav Janáček2 

Abstract. Emergency system design locates limited number of service centers at a 

given set of possible locations to satisfy system users’ demands for service. Users of 

such system claim equal or fair access to the provided service. The fairness emerges 

whenever limited resources are to be fairly distributed among participants. Plethora 

of fairness schemes were studied, but the strongest one is so called lexicographic 

min-max criterion. We study here the case of the lexicographic optimal design of the 

emergency system. A robust service system design is usually performed so that the 

design complies with specified scenarios by minimizing the maximal objective func-

tion of the individual instances corresponding with particular scenarios. The min-

max link-up constraints represent an undesirable burden in any integer programming 

problem due to bad convergence of the branch-and-bound method. Within this pa-

per, we try to overcome the drawback following from the link-up constraints by us-

age of the homogenous radial formulation of the problem, which can considerably 

accelerate the associated solving process especially when combined with bisection 

process. 

 

Keywords: emergency service system design, radial approach, robust lexicographic 

fair design. 

JEL Classification: C61 

AMS Classification: 90C06, 90C10, 90C27 

1 Introduction 

As most of emergency service systems design work in real road networks, which are exposed to various random 

events following weather or traffic, the system designers must comply with system resistance to such critical 

events [3], [11]. Most of the approaches to making a system more resistant are based on making its design re-

sistant to possible failure scenarios, which can appear in the road network as a consequence of random failures 

due to congestion, disruptions or blockages. An individual scenario is characterized by particular time distances 

between users’ locations and possible service center locations. A robust service system design has to comply 

with all the specified scenarios. The usual way of taking into account all scenarios is based on minimizing the 

maximal objective function of the individual instances corresponding with the particular scenarios. 

In contrast to the private systems, users of an emergency public service system claim fair access to the pro-

vided service. Generally, the fairness emerges whenever limited resources are to be fairly distributed among 

participants [2], [8], [9]. Many fairness schemes were studied, but the strongest one applicable in the public 

service system design is so called lexicographic min-max criterion [10]. If the lexicographical min-max fair 

problem is solved, then the disutility perceived by the worst situated users from the nearest located center is 

minimized first, and then the disutility of the second worst situated users is minimized unless the minimal 

reached disutility perceived by the previously processed users gets worsened. This process is repeated until no 

users’ disutility following from the nearest located center can be reduced. 

Within this paper, we focus on the fair emergency service system design, which is robust considering given 

finite set of scenarios. The basic design problem is formulated as the lexicographic min-max emergency service 

system. 
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Complexity of the underlying location problems led to searching for a suitable algorithm. It was found that 

the radial formulation of the problem can considerably accelerate the associated solving process [1], [4], [5]. As 

the approximate approach used for the system optimal public service system design proved to be a suitable tool 

for this purpose, we decided to apply the radial formulation with homogenous system of radii [6], [7] also on the 

robust emergency system design. 

The remainder of the paper is organized as follows: Section 2 is devoted to explanation of the Ogryczak´s 

approach to lexicographic min-max optimization including the radial formulation of the service system design 

problem. The reformulation of suggested method to easily solvable form and its enhancement to multi scenario 

case is described in Section 3 and the associated numerical experiments are performed in Section 4. The results 

and findings are summarized in Section 5. 

2 Lexicographic min-max optimization and radial formulation 

The lexicographic min-max emergency service system design problem is defined on a transportation network, 

where two subsets of nodes are distinguished. There are specified set I of possible service center locations and 

set J of users’ locations, where bj denotes the number of users sharing the location j. The disutility perceived by a 

system user located at j is proportional to the distance of the user location from the nearest located service center. 

The disutility for a user located at j is denoted by dij, when the service providing center is located at i. The values 

of dij may be proportional to the network distances between the users’ location j and the center location i. Espe-

cially, the disutility perceived by a user of emergency system may correspond with estimated travelling time in 

minutes. The objective of the emergency service system design problem is to place p service centers at the possi-

ble locations from the set I so that the disutility perceived by the worst situated users is minimized first, and then 

the disutility perceived by the second worst situated users is minimized unless the minimal reached disutility of 

the previously processed users gets worsened. This process is repeated until no users’ disutility can be reduced. 

As disutility perceived by an individual user corresponds to the distance from the user location to the nearest 

located service center, thus the disutility value must equal to some value from the upper subscripted sequence 

d0<d1<…<dw+1 of all possible w+2 disutility values, which occur in the matrix {dij}, iI, jJ. Let dw denote the 

highest but one member of the sequence. Then, the range of all disutility values can be represented by a finite set 

of ordered values G0=dw+1, G1=dw … Gw=d1 and Gw+1=d0. To model the decisions on individual center loca-

tions, we introduce a zero-one variable yi{0,1} for each possible center location from I. Then the vector y of yi 

with m components where m corresponds to the cardinality of I, corresponds to a feasible design if at most p 

components equal to one. Quality of the solution y can be characterized by distribution vector [B0(y), B1(y) … 

Bw(y)], where the t-th component of the vector is defined as the number of users, whose disutility belongs to the 

right-closed interval (Gt+1, Gt]. According to [10], the lexicographic min-max problem consists in lexicographic 

minimizing of the vector [B0(y), B1(y) … Bw(y)] subject to y{0, 1}m and the condition that the vector y contains 

at most p ones. 

The following lexicographical minimization of the distribution vector processes the components B0(y), B1(y) 

… Bw(y) step-by-step. In accordance with [10], we suggested an iterative process of lexicographic minimization 

based on solving the problem (1) – (7) for the components Bt(y), where t=0 … w. Additionally to the zero-one 

location variables yi{0, 1} for iI, we introduce the variables xjs, to indicate, whether the disutility of the users 

located at jJ following from the nearest located center is greater than ds. In such case, the variable takes the 

value of 1, and it takes the value of 0 otherwise. To complete the model, we introduce a zero-one constant aij
s for 

each triple [i, j, s], where i I, j J, s  [0..w]. The constant aij
s is equal to 1, if the disutility dij between the 

users´ location j and the possible center location i is less than or equal to ds, otherwise aij
s is equal to 0. In the 

associated model, the symbol es denotes the difference ds+1 – ds and the value B*
k corresponds to the objective 

function value of (1) obtained in the steps preceding the step t. Then the radial-type min-max public service 

system design problem for the t-th step can be formulated as follows: 
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In this model, the constraints (2) ensure that the variables xjs are allowed to take the value 0, if there is at least 

one service center located in the disutility ds radius from the users’ location j. The constraint (3) puts the limit p 

on the number of located service centers. The constraints (4) and (5) prevent the components B0(y) … Bt-1(y) 

from worsening. As concerns the obligatory constraints (6), only values zero and one are expected in a feasible 

solution, but it can be seen that the model has integrality property regarding the variables xjs. It can be noticed 

that in the optimization process all relevant values of xjs are “pushed down” and the constraints (2) and (6) bound 

the variable xjs from below by value of one or zero. It follows that the relevant values of xjs stay at one of these 

values. 

3 Robust design of the lexicographic min-max system 

A robust service system design has to comply with all given scenarios. The usual way of taking into account all 

scenarios is based on minimizing the maximal objective function of the individual instances corresponding with 

the particular scenarios. Let symbol U denote the set of possible failure scenarios. Disutility following from the 

distance between locations i and j under a specific scenario uU is denoted as diju. Similarly as above, variable 

yi{0,1} models the decision on service center location at the place iI. 

To formulate the distribution vector [B0(y), B1(y) … Bw(y)] mentioned above, we consider the sequence 

d0<d1<…<dw+1 of all possible w+2 disutility values, which occur in the matrix {diju}, iI, jJ uU. Let dw de-

note the highest but one member of the sequence. Then, the range of all disutility values can be represented by a 

finite set of ordered values G0=dw+1, G1=dw … Gw=d1 and Gw+1=d0. 

In contrast to the previously presented model describing the standard lexicographic min-max emergency sys-

tem design, we introduce the variables xjsu for the robust design, to indicate, whether the distance from the users’ 

location jJ to the nearest located center under the scenario u is greater than ds. In this case, the variable takes 

the value of 1, and it takes the value of 0 otherwise. To complete the enhanced model, which ensures the de-

scribed property of variables xjsu, we introduce a zero-one constant aiju
s under the scenario uU for each triple [i, 

j, s], where iI, j J, s  [0..w]. The constant aiju
s is equal to 1, if the disutility diju of the users located at j fol-

lowing from the possible center location i is less than or equal to ds, otherwise aiju
s is equal to 0. In the associated 

model, the symbol es denotes the difference ds+1 – ds as above and the value B*
k corresponds to the objective 

function value of (8) obtained in the steps preceding the step t. The radial-type lexicographical min-max robust 

emergency service system design problem for the t-th step can be formulated as follows: 
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In this model, the constraints (9) ensure that the variables xjsu are allowed to take the value 0, if there is at 

least one service center located in the disutility ds radius from the users’ location j. The constraint (10) puts the 

limit p on the number of located service centers. The constraints (11) and (12) prevent the components B0(y), 

B1(y) … Bt-1(y) from worsening.  
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4 Numerical experiments 

Within this section, we present the results of numerical experiments, which are aimed at ascertainment of the 

characteristics of the suggested robust lexicographic approach from the viewpoint of computational time and the 

resulting system design. 

To compare studied lexicographic approach based on the radial formulation and its usage for basic and ro-

bust design of the emergency service system, we performed the series of numerical experiments. To solve the 

problems described in the previous sections, the optimization software FICO Xpress 7.9 (64-bit, release 2015) 

was used and the experiments were run on a PC equipped with the Intel® Core™ i7 5500U processor with the 

parameters: 2.4 GHz and 16 GB RAM.  

The used benchmarks were derived from the real emergency health care system, which was originally im-

plemented in eight regions of Slovak Republic. For each self-governing region, i.e. Bratislava (BA), Banská 

Bystrica (BB), Košice (KE), Nitra (NR), Prešov (PO), Trenčín (TN), Trnava (TT) and Žilina (ZA), all cities and 

villages with corresponding number of inhabitants bj were taken. The coefficients bj were rounded to hundreds. 

These sub-systems cover demands of all communities - towns and villages spread over the particular regions by 

given number of ambulance vehicles. In the benchmarks, the set of communities represents both the set J of 

users’ locations and also the set I of possible center locations. The cardinalities of these sets vary from 87 to 664 

according to the considered region. The number p of located centers was derived from the original design and it 

varies from 9 to 67. The network distance from a user to the nearest located center was taken as user´s disutility. 

An individual experiment was organized so that the model (1) - (7) was used to obtain the basic design. This 

model was solved for the basic scenario, which corresponds to the usual situation on the transportation network. 

After that, the robust design using the model (8) - (14) was computed concerning all studied scenarios. Due to 

the lack of common benchmarks for study of robustness, the scenarios used in our computational study were 

created in the following way. We chose 25 percent of matrix rows so that these rows correspond to the biggest 

cities concerning the number of system users. Then we chose randomly from 5 to 15 rows and the associated 

disutility values in the individual rows were multiplied by the randomly chosen constant from the range 2, 3 and 

4. This way, 20 different scenarios were generated for each self-governing region.  

The first set of numerical experiments was performed to compare both basic and robust designs of the emer-

gency service system applied on all studied scenarios. It must be noted, that the scenario 0 corresponds to the 

usual situation on the transportation network. For each scenario and each resulting vector y (basic and robust) 

several characteristics were computed. The obtained results for the self-governing region of Žilina are summa-

rized in Table 1. The disutility obtained by the worst situated users is denoted by minMax. The columns minSum 

are used for the total disutility perceived by all system users. Particular value can be computed according to (15). 

 min : , 1j ij i

j J

minSum b d i I y


                 (15) 

Finally, some comparison of the distribution vectors must be performed. The lexicographic ordering of the 

distribution vectors enables to decide on which of two different deployments is better from the point of fairness, 

but it does not enable to quantify the difference between them. That is why we introduce the following gauge of 

the min-max lexicographic fairness. First, we extend the distribution vector by the component w+1, which gives 

the number of users, whose distance from the nearest service center equals to Gw+1=d0. After these preliminaries, 

the sum of the distribution vector components is equal to the number B of all users for any solution y. The sug-

gested gauge E(B(y)) of the extended vector B(y)= [B0(y), B1(y), …, Bw(y), Bw+1(y)] is defined by (16). 
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Scenario 
BASIC DESIGN ROBUST DESIGN 

minMax minSum E(B(y)) minMax minSum E(B(y)) 

0 14 29576 0.3668 15 39209 0.3839 

1 14 29576 0.3668 15 39209 0.3839 

2 14 29576 0.3668 15 39209 0.3839 

3 21 30592 0.5768 15 39209 0.3839 

4 33 35885 0.9260 15 39209 0.3839 

5 14 29576 0.3668 15 39209 0.3839 

6 22 31556 0.5916 15 39209 0.3839 

7 16 31012 0.4404 15 39209 0.3839 

8 14 29576 0.3668 15 39209 0.3839 
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9 26 33486 0.7098 15 39209 0.3839 

10 16 31084 0.4405 15 39209 0.3839 

11 15 30159 0.4068 15 39209 0.3839 

12 22 31556 0.5916 15 39209 0.3839 

13 14 30304 0.3843 15 39209 0.3839 

14 30 31116 0.8435 15 39209 0.3839 

15 26 31605 0.7098 15 39209 0.3839 

16 22 31608 0.6028 15 39209 0.3839 

17 28 33863 0.7738 15 39209 0.3839 

18 14 29576 0.3668 15 39209 0.3839 

19 26 31934 0.7098 15 39209 0.3839 

20 14 29576 0.3668 15 39209 0.3839 

Table 1 Comparison of the basic and robust lexicographic emergency system design applied on individual sce-

narios for the self-governing region of Žilina (315 possible service center locations and 32 centers to be located) 

 

It can be observed that the robust design (vector of location variables yi) applied on individual scenarios pro-

duces the same solution. It can be explained by the fact that the robust design takes into account all scenarios 

whereas the basic design concerns only the basic scenario, which corresponds to the standard situation. 

The studied approaches to emergency service system design were tested also on other benchmarks corre-

sponding with the self-governing regions of Slovakia. The obtained results are reported in Table 2 and Table 3. 

Here, both designs were applied on the basic scenario 0. The computational time in seconds is denoted by CT. It 

must be realized, that the robust approach performs much longer due to the set of scenarios, which makes the 

size of the solved problem significantly bigger. The basic and robust designs can be compared by the Hamming 

distance HD, which is defined as follows. Let yb denote the vector of location variables for the basic design and 

let yr denote the vector for the robust one. Then the Hamming distance HD takes the form of (17). 

 
2

r b

i i

i Î

HD y y


                  (17) 

 
|I| p 

BASIC DESIGN ROBUST DESIGN 

CT [s] minMax minSum E(B(y)) CT [s] minMax minSum E(B(y)) PoR HD 

BA 87 9 0.4 14 35189 0.38 40.5 15 56090 0.43 13.05 8 

BB 515 52 5.8 13 31209 0.39 7433.6 14 39058 0.41 5.07 62 

KE 460 46 11.5 12 35421 0.39 3784.1 12 41942 0.41 6.21 58 

NR 350 35 58.7 13 37370 0.53 2377.5 14 42404 0.56 4.30 54 

PO 664 67 24.3 12 41155 0.46 1278.9 13 43594 0.49 6.78 92 

TN 276 28 13.4 12 32120 0.45 1822.7 14 38341 0.51 12.11 28 

TT 249 25 7.9 13 27469 0.50 2643.8 13 35879 0.53 5.85 36 

ZA 315 32 3.3 14 29576 0.37 405.0 15 39209 0.38 4.67 34 

Table 2 Results of numerical experiments for the self-governing regions of Slovakia 

|I| p 
BASIC DESIGN ROBUST DESIGN 

CT [s] minMax minSum E(B(y)) CT [s] minMax minSum E(B(y)) PoR HD 

315 158 0.0 4 6115 0.33 1.3 4 8240 0.35 4.40 38 

315 105 0.3 6 19339 0.36 27.2 6 20061 0.38 3.89 56 

315 79 0.9 7 19979 0.31 569.6 8 25694 0.35 11.82 70 

315 63 1.2 8 24083 0.33 1336.5 10 23738 0.36 11.55 52 

315 32 3.3 14 29576 0.37 397.7 15 41301 0.39 6.90 46 

315 21 4.6 16 41488 0.42 806.2 18 51920 0.46 10.28 30 

315 16 10.7 20 55001 0.52 1432.5 21 63134 0.54 2.34 14 

Table 3 Results of numerical experiments for the self-governing region of Žilina. 

Hamming distance evaluates the structural difference between two designs in the sense that it informs of 

number of locations, in which the designs differ, but it does not refer to the quality of the designs. Therefore, we 

have compared the basic and robust design also from the viewpoint of other characteristics. Similarly to the price 

of fairness introduced and studied in [2], [7] to evaluate the loss of min-sum objective function value caused by 

application of measures for fairness improvement, we introduce here so-called price of robustness PoR. It ex-

presses the difference between the evaluations of the distribution vectors for the basic and robust design. Let 

Ebasic(B(y)) denote the value of (16) for the basic design and let Erobust(B(y)) be used for the robust design. The 

value of PoR is given in percentage and it can be computed according to (18).  

Mathematical Methods in Economics 2016

499



     
  

100*
robust basic

basic

E y E y

E y
PoR




B B

B
             (18) 

5 Conclusions 

This paper is focused on mastering large instances of the lexicographic emergency service system design prob-

lem using commercial IP-solver. The original Ogryczak´s approach has been adjusted here to comply with the 

set of studied scenarios, which are used to make the system resistant to various catastrophic events. The basic 

design problem is formulated as lexicographic min-max problem, which means that the accented objective is to 

minimize the disutility perceived by the worst situated users first and then iteratively minimize the disutility of 

other users under the condition that the previously obtained users´ disutility cannot get worsened. The basic 

design is computed for the original scenario, which corresponds to the usual situation in the network, i.e. situa-

tion, which does not correspond to any of the above-mentioned possible failure scenarios. To find the value paid 

for making the system resistant to catastrophic events, a new conception called the price of robustness is intro-

duced. The robustness measure has similar meaning as the price of fairness commonly used to evaluate the loss 

of min-sum objective function value caused by application of measures for fairness improvement. It has been 

found that the price of robustness in real instances does not exceed 12 percent on the average. Usage of the radial 

formulation proved its usefulness especially in large instances, where the lexicographic approach takes into ac-

count too many structural constraints. Thus we can conclude that we have presented a useful tool for the robust 

lexicographic emergency service system design problem, which can be easily implemented using common 

commercial optimization software. The future research in this field may be aimed at finding relevant scenarios, 

which can significantly impact the performance of emergency service system. Since the robust design can signif-

icantly differ from the basic one, it would be useful to find such method, which allows to change only limited 

number of service center locations in comparison with the standard solution.  
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Discussion on implicit econometric models

Petr Lachout 1

Abstract. Random processes with convenient properties are employed to
model observed data, particularly, coming from economy and finance. We will
focus our interest in random processes given implicitly as a solution of a func-
tional equation. For example, random processes MA, AR, ARMA, ARCH,
GARCH are belonging in this wide class. Their common feature can be ex-
pressed by requirement that stated random process together with incoming
innovations must fulfill a functional equation.

Functional dependence is linear for MA, AR, ARMA. We consider a general
functional dependence, but, existence of a forward and a backward equivalent
rewritings of the given functional equation is required. We present a concept
of solution construction giving uniqueness of assigned solution. The procedure
works as a symbolic solution.

I present in my contribution the class of implicit models where forward and
backward rewritings are possible. Three illustrative examples are included.

Keywords: Econometric models. ARMA process, implicit definition.

JEL classification: C22
AMS classification: 62M10; 91B70

1 Introduction

Linear models are based on properties of the Hilbert space L2 and the calculus of polynomials in the
backward shift operator, see e.g. [1], [2], [3]. We will consider more complex models written as a functional
equation; see e.g. [4], [6], [7], [8], [9], [10]. This theoretical description and consequent properties possess
relevant impact to practice. Particularly, modern analysis of financial and economic data is based on this
setup.

Our realization is focused to models given as an implicit solution of a functional equation. We
start treating of this setting in [5]. In the present paper, we construct a solution in pointwise sense.
The construction is actually a numerical algorithm based on recurrent plugging in forward or backward
formula. Three examples are added.

2 Description of the model

We consider a random real vector time-series of dimension J ∈ N explained by random real vector
innovations of dimension K ∈ N. Spaces of their values will be denoted Y = RJ , Z = RK . More
precisely, we consider a random real vector time-series Y = (Y (t) , t ∈ Z), where for each time t ∈ Z we

have Y (t) = (Y1 (t) ,Y2 (t) , . . . ,YJ (t))
>

; i.e. Y (t) ∈ Y. We suppose Y is tightly related to a series of

innovations Z = (Z (t) , t ∈ Z), where for each time t ∈ Z we have Z (t) = (Z1 (t) ,Z2 (t) , . . . ,ZK (t))
>

; i.e.
Z (t) ∈ Z. The relation is implicit described by a functional equation

∀ t ∈ Z f (Y (t) ,Y (t− 1) , . . . ,Y (t− p) ;Z (t) ,Z (t− 1) , . . . ,Z (t− q)) = 0 ∈ Rr, (1)

where p ∈ N0, q ∈ N0, r ∈ N, f : Yp ×Zq+1 → Rr is a measurable function.

1Dept. Probability Theory and Mathematical Statistics, Charles University in Praha, Faculty of Mathematics and
Physics, Sokolovská 83, 186 75 Praha 8, The Czech Republic, Petr.Lachout@mff.cuni.cz

Mathematical Methods in Economics 2016

501



To abbreviate forthcoming formulas, we introduce a notation

Y (t} k) = Y (t) ,Y (t− 1) , . . . ,Y (t− k) , (2)

Z (t} k) = Z (t) ,Z (t− 1) , . . . ,Z (t− k) .

Hence, the relation (1) converts to an abbreviate form

∀ t ∈ Z f (Y (t} p) ;Z (t} q)) = 0 ∈ Rr. (3)

3 Main results

3.1 Deterministic solution

At first, we discuss existence of a deterministic solution of

∀ t ∈ Z f (y (t} p) ; z (t} q)) = 0 ∈ Rr. (4)

For construction of a solution, we require equivalent rewriting of (4). Forward solution needs (5) and
backward solution is based on (8).

At first we specify notion of equivalency between two lists of statements.

Definition 1. Let two lists of statements R = (R(t), t ∈ Z) and R̃ = (R̃(t), t ∈ Z) be given. We say R
is equivalent to R̃ if and only if for all t ∈ Z we have R(t) is true ⇐⇒ R̃(t) is true.

Forward solution

To be able to construct a forward solution of (4), we need an equivalent rewriting of (4) into a form

∀ t ∈ Z y (t) = F (y ((t− 1) } (p− 1)) ; z (t} q)) . (5)

Let us call (5) a forward form of (4). Now, we will construct a forward solution of (4).

Fix z ∈ ZZ, τ ∈ Z and ξ ∈ Yp. Determine initial values of a solution

y (τ) = ξ1, y (τ + 1) = ξ2, . . . , y (τ + p− 1) = ξp. (6)

Using recurrent plugging in (5), we prolong the sequence y (t) for all t ∈ Z, t ≥ τ + p by

y (t) = F (y ((t− 1) } (p− 1)) ; z (t} q)) . (7)

Hence for given z ∈ ZZ, τ ∈ Z and ξ ∈ Yp, a sequence y (t) is uniquely determined for all t ∈ Z, t ≥ τ
such that (5) and, also, (4) are fulfilled for all t ∈ Z, t ≥ τ + p.

Backward solution

To be able to construct a backward solution of (4), we need an equivalent rewriting of (4) into a form

∀ t ∈ Z y (t− p) = G (y (t} (p− 1)) ; z (t} q)) . (8)

Let us call (8) a backward form of (4). Now, we will construct a backward solution of (4).

Fix z ∈ ZZ, τ ∈ Z and ξ ∈ Yp. Determine initial values of a solution

y (τ) = ξ1, y (τ + 1) = ξ2, . . . , y (τ + p− 1) = ξp. (9)

Using recurrent plugging in (8), we prolong the sequence y (t) for all t ∈ Z, t < τ by

y (t) = G (y ((t+ p) } (p− 1)) ; z ((t+ p) } q)) . (10)

Hence for given z ∈ ZZ, τ ∈ Z and ξ ∈ Yp, a sequence y (t) is uniquely determined for all t ∈ Z,
t ≤ τ + p− 1 such that (8) and, also, (4) are fulfilled for all t ∈ Z, t < τ + p.
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Both-side solution

To be able construct a solution of (4), we require existence of both equivalent rewritings (5), (8). Then,
a construction goes like that. Using constructions of forward solution (7) and backward solution (10), we
are receiving a sequence y (t) correctly determined for all t ∈ Z.

Theorem 1. Let (4) possess equivalent rewritings (5) and (8). For given z ∈ ZZ, τ ∈ Z and ξ ∈ Yp,
our construction is giving a sequence y (t) uniquely determined for all t ∈ Z and fulfilling (4).

Proof. Evidently, constructed sequence is uniquely defined. It remains to check (4). Take t ∈ Z for that.

1. The case t ≥ τ + p.

According to forward construction, we have

y (t) = F (y ((t− 1) } (p− 1)) ; z (t} q)) .

Since (5) is equivalent with (4), we have

f (y (t} p) ; z (t} q)) = 0 ∈ Rr.

2. The case t < τ + p.

According to backward construction, we have

y (t− p) = G (y (t} (p− 1)) ; z (t} q)) .

Since (8) is equivalent with (4), we have

f (y (t} p) ; z (t} q)) = 0 ∈ Rr.

We have verified constructed sequence is a solution of (4).

Construction is describing all solutions.

Theorem 2. Let (4) possess equivalent rewritings (5) and (8). Let z ∈ ZZ be given. Then the space of
all solutions of (4) is isomorphic with RpJ .

Proof. The construction is saying a solution of (4) is uniquely determined by its values at t = 0, 1, 2, . . . , p−
1. Since initial values can be chosen arbitrarily, the space of all solutions of (4) is isomorphic with RpJ .

3.2 Random solution

Starting with random initials, our construction is giving all solutions of (1).

Theorem 3. Let (4) possess equivalent rewritings (5) and (8). Let a random sequence Z ∈ ZZ be given.
Then the space of all solutions of (1) is isomorphic with L(RpJ), where L(RpJ) denotes the set of all real
random vectors of dimension pJ .

Proof. Statement follows immediately Theorem 2 applied to random initials.

Examples

Here we present some examples.

Example 1. Consider an example with J = K = r = 1, p = 2, q = 1 given by a linear equation
connecting to an ARMA process:

y (t) +
2

3
y (t− 1)− 1

8
y (t− 2)− z (t) +

1

3
z (t− 1) = 0.
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Forms of (5), (8) are straightforward:

y (t) = −2

3
y (t− 1) +

1

8
y (t− 2) + z (t)− 1

3
z (t− 1) ,

y (t− 2) = 8y (t) +
16

3
y (t− 1)− 8z (t) +

8

3
z (t− 1) .

Example 2. Consider an example with J = K = r = 2, p = 2, q = 0 given by two equations related to
an ARCH process:

y1 (t)− y2 (t) z1 (t) = 0,

y2 (t)− Γ

(
2

3
y2 (t− 1)

2
+

1

2
y2 (t− 2)

2
+ z2 (t)

)
= 0,

where Γ(x) =
√
x if x ≥ 0, Γ(x) = −√−x if x < 0.

Form of (5) is:

y1 (t) = Γ

(
2

3
y2 (t− 1)

2
+

1

2
y2 (t− 2)

2
+ z2 (t)

)
z1 (t) ,

y2 (t) = Γ

(
2

3
y2 (t− 1)

2
+

1

2
y2 (t− 2)

2
+ z2 (t)

)
.

Form of (8) is:

y1 (t− 2) =

(
2y2 (t)

2 − sign(y2 (t))

(
4

3
y2 (t− 1)

2
+ 2z2 (t)

)) 1
2

z (t− 2) ,

y2 (t− 2) =

(
2y2 (t)

2 − sign(y2 (t))

(
4

3
y2 (t− 1)

2
+ 2z2 (t)

)) 1
2

.

Example 3. Consider an example with J = 3, K = 2, r = 1, p = 3, q = 2 given by
∥∥∥∥∥∥∥




y1 (t)
3

y2 (t)
3

y3 (t)
5


− 2

5




y1 (t− 1)
2 z1 (t)

y2 (t− 1)
−3 y2 (t− 2)

2 z2 (t)

y3 (t− 1)
4 z1 (t)

2 z2 (t− 1)
−2


− 1

6




y3 (t− 3)
3

y1 (t− 3)
−3

y2 (t− 3)
−1




∥∥∥∥∥∥∥
= 0,

where ‖.‖ denotes Euclidean norm. Here a form of (5) is:

y1 (t) =

(
2

5
y1 (t− 1)

2 z1 (t) +
1

6
y3 (t− 3)

3

) 1
3

,

y2 (t) =

(
2

5
y2 (t− 1)

−3 y2 (t− 2)
2 z2 (t) +

1

6
y1 (t− 3)

−3
) 1

3

,

y3 (t) =

(
2

5
y3 (t− 1)

4 z1 (t)
2 z2 (t− 1)

−2
+

1

6
y2 (t− 3)

−1
) 1

5

.

Here a form of (8) is:

y1 (t− 3) =

(
6y2 (t)

3 − 12

5
y2 (t− 1)

−3 y2 (t− 2)
2 z2 (t)

)− 1
3

,

y2 (t− 3) =

(
6y3 (t)

5 − 12

5
y3 (t− 1)

4 z1 (t)
2 z2 (t− 1)

−2
)−1

,

y3 (t− 3) =

(
6y1 (t)

3 − 12

5
y1 (t− 1)

2 z1 (t)

) 1
3

.

4 Conclusion

Implicit models with forward and backward equivalent rewritings are convenient for modeling. Random
processes following such models always exist and are uniquely determined by initial values. Moreover,
we have found a full description of solutions of these implicit formulas. Our investigation is based on a
construction provided a solution given a starting time τ , initial values and innovations.
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On modelling of macroeconomic context of current economic 

development 
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Abstract. Unemployment and inflation are regarded as the two biggest evils facing 

any economy today. They have distinct negative impacts on economic growth. 

These macroeconomic problems present issues dealt with not only by economists, 

politicians and governments, but also by the residents of countries whose standard of 

living is negatively impacted by them. The aim of this paper is to determine the in-

fluence of inflation and unemployment on economic growth, highlighting the com-

monalities between them in the context of economic development from the point of 

view robust quantile regression technique.  

We used robust quantile regression in traditional framework of Okun’s law. Our 

study focuses on Slovakia’s macroeconomic data. The same technique was used on 

relationship of another two macroeconomic indicators, unemployment rate and CPI. 

We have found evidence about relevance of classical Okun’s law on Slovakia’s data. 

On the contrary, to the relationship of unemployment rate and CPI quantile regres-

sion is more appropriate. 

Keywords: economic growth, unemployment, inflation, quantile regression.  

JEL Classification: C20 

AMS Classification: 62J05 

1 Introduction  

Unemployment, price stability, balance of payments and economic growth are essential corners of a magic quad-

rangle. One of the objectives may be better achieved only at the expense of another. Inflation is one of the major 

problems that complicate the performance of the economy at the macro level. Inflation and unemployment are 

inversely proportional, i.e. in order to keep inflation low requires higher unemployment. The hypothesis on the 

relationship between unemployment and inflation, which claims that prices and wages tend to rapidly increase 

when unemployment is below its natural rate, is known as the natural rate hypothesis, as stated Mankiw [13].  

Significant labor market indicators include: the number of people of working age; percentage of the elderly; 

the number of employed; the number of unemployed; the economically active portion of a population; the level 

of economic activity as measured by the share of the economically active portion of a population attributable to 

the total population of working and the elderly; the economically inactive population; employment rate; and 

unemployment rate. The unemployment rate is quantified using data from the Labour Force Survey by the per-

centage of unemployed in the total number of people willing to work, i.e. the total number of unemployed per-

sons divided by the total number of the economically active population. If a certain percentage of people over a 

certain period of time leave work, then we must monitor the rate of lost work, while watching what percentage of 

the unemployed who, for a given time period, find work.  According to Kucharčíková et al. [12], macroeconomic 

observations indicate that the majority of employment trends show a similar trend as the output of the gross 

domestic product. Consequently, the unemployment rate is usually highest during the economic crisis. Full utili-

zation of the labor force in accordance with its qualitative and skills levels indicates the equilibrium level of 

employment. Full employment, as a fundamental objective of the Lisbon Treaty, is a condition that allows for 

some level of natural unemployment rate as the economy always contains some individuals who, for whatever 

reason, are not working. 

Holman [7] describes inflation as "price increases or reducing the purchasing power of money, but not di-

minishing the purchasing power of people. Inflation reduces the amount of goods and services that you can buy 

for a monetary unit, but does not reduce the quantity of goods and services that we can buy for our retirement." 

We see it as a dynamic process, the spiral of price increases, wages and other cost factors. Beňová [3] sees the 

inflation rate exceeding the optimal amount of money in circulation, manifested as a disturbance of the balance 
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of cash and producing an upward pressure on prices. Inflation is investigated by economists from different per-

spectives, through the prism of the classical quantity theory of money, monetarist and the Keynesian view. 

From a theoretical point of view, inflation is classified by cause (demand-pull inflation, cost-push inflation); 

anticipated and nonanticipated by prediction of economist; overt, suppressed and hidden by its expression; walk-

ing, galloping and hyperinflation in quantitative terms. According to Samuelson [16], inflation is largely internal, 

tending to remain at the level reached before the shock and does not suffer from supply or demand. According to 

Holman [7] demand inflation is caused by an increase in aggregate demand, which will reduce unemployment 

below the natural rate causing nominal wage growth followed the rise in prices. Felderer and Homberg [4] in 

their work point out that when looking at crowding-out and inflation, always it comes to securing employment 

and production by an active fiscal and monetary policy. While classical and neoclassical authors were in favor of 

a policy of laissez faire, Keynesians insisted on an active, discretionary stabilization policy.   

Each type of inflation is quantified by indices.  The average annual inflation rate, measured by the HCPI is 

one of the basic economic metrics considered in the context of convergence Maastricht criteria for achieving the 

third stage of Economic and Monetary Union (before joining the euro area) [1]. The Laspeyres price index com-

pares the change in the cost of purchasing consumer good last year to the prices of the current year. This index 

reflects the reality of having to pay for basic consumer goods this year to the prices of the reference year. This 

requires measurement of the increase in expenses necessary to achieve a higher degree of satisfaction than in the 

base year. This index is imperfect, does not account for the substitution of goods. The Paasche price index com-

pares the cost of buying, given a purchasing plan, of the current year at various prices as scales. This underesti-

mates the whole situation, giving lower results, i.e. the consumer is expected to buy the same quantity of goods 

before and after the increase in prices. 

Since 2005, the Statistical Office started to calculate consumer price indices (CPI and HICP) as a chain 

Laspeyres-type index with an annually updated scheme. Harmonized Indices of Consumer Prices (HICP) began 

to be assembled in order to ensure comparability of the consumer price indices of individual countries within the 

European Union. Basic regulation for the introduction of calculating the harmonized index of consumer prices in 

the Member States of the European Union started in 1997, with Council Regulation (EC) No. 2494/1995 (Coun-

cil Regulation (EC) No 2494/95) concerning harmonized indices of consumer prices [1]. 

The aim of the following part of this article is quantification of the relationship between unemployment and 

economic growth, as well as inflation and unemployment in Slovakia. The link between changes in GDP and 

changes in the unemployment was studied by American economist Arthur Okun [14]. Fuhrmann [6] in his study 

describes a version of the Okun’s relationship that is based on a regression of changes in the unemployment rate 

and economic growth rate. The assertion of Okun’s law to the terms and conditions of the European Union is 

dedicated to his scientific work as determined by Košta [11], Slušná [17] and others. Okun’s law show how 

important implications for macroeconomic policy relate to the rate of change in domestic product and unem-

ployment. The law is crucial since it involves two economic variables. By Knotek [10] Okun 's Law equation is 

quantified by simple ordinary least squares equations 

(mean of change in the unemployment rate) = 0.30  0.07* (growth of real output),  

(mean of change in the unemployment rate) = 0.23  0.07* (real output growth),  

second is the gap between potential product and real product, on the US data. The unemployment rate is a 

decreasing function of the rate of growth performance of the economy as measured by GDP. According to him, 

if the real domestic product falls below the potential output by 1%, this will lead to an increase in unemployment 

above the natural rate of unemployment by about 0.33%. It is clear that this relationship will change over time.  

According to Táncošová [18] GDP must maintain a certain growth rate so that unemployment does not grow, 

and if we have to reduce unemployment, then real GDP must grow faster than potential GDP. Okun’s law is an 

important link between aggregate market and developments in output and the labor market and the development 

of unemployment. The social effects are psychological suffering, growth disorders. 

Košta [11] to evaluate conditions in Slovakia applied Okun’s law, taking into account the period 1995 - 

2008. The regression equation used to evaluate the change in the unemployment rate according to changes in 

GDP growth rate, using the values for the period 1995-2008, provided:  (Δ unemployment rate) = 2.9976 - 

0.613*(changes in GDP growth). Coefficient of determination is 82%, which means that the model explains 

82% of the total variability of the changes in unemployment. This author and his team concluded that economic 

growth has been accompanied by an increase in labor productivity. 

We contribute to the existing literature by using robust quantile regression in traditional framework of 

Okun’s law. Our study focuses on Slovakia’s macroeconomic data. The same technique was used on relationship 

of another two macroeconomic indicators, unemployment rate and CPI. We have found evidence about rele-
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vance of classical Okun’s law on Slovakia’s data. On the contrary, to the relationship of unemployment rate and 

CPI quantile regression is more appropriate. 

2 Data and methodology 

Based on the quarterly data from the first quarter 1998 to the fourth quarter 2015 from the database of the Statis-

tical Office of the Slovak Republic on GDP, the GDP growth rate determined on the basis of GDP at current 

prices and constant prices (2010 prices), unemployment rate (MNZ), inflation rate as measured by CPI and HICP 

are set out below converted to quantify the impact of macroeconomic indicators. 

The effect of change in the unemployment rate of GDP growth and the effect of CPI of unemployment rate 

are tested by using simple ordinary least squares method, which describes conditional mean of response variable 

as a linear function of explanatory variable. Additionally, we focus on these relationships of investigated varia-

bles by using quantile regression. According to Agresti [2], quantile regression models quantiles of a response 

variable as a function of explanatory variables. This method can be less severely affected by outliers than is 

ordinary least squares. When the response conditional distributions are highly skewed with possibly highly non-

constant variance, the method can describe the relationship better than a simple normal model with constant 

variance. Quantile regression model fitting minimizes of a weighted sum of absolute residuals, formulated as a 

linear programming problem. However, when the normal linear model truly holds, the least squares estimators 

are much more efficient. 

Roger Koenker primary in his work with Bassett [8] specify the τ-th regression quantile function as 

QY(τ|x) = xTβ(τ), and consider of β̂(τ) solving   

  min𝛽∈ℝ𝑝 ∑ 𝜌𝜏(𝑦𝑖 − 𝑥𝑖
𝑇𝛽)𝑛

𝑖=1  (1) 

with check function ρτ(u) = u ⋅ τ  for u ≥ 0  and ρτ(u) = u ⋅ (τ − 1) for u < 0.  Quantile regression prob-

lem may be reformulated as a linear program. 

As reported by Fenske [5], quantiles are defined based on the cumulative distribution function (cdf) FY of a 

continuous random variable Y. The τ . 100% quantile of Y can be written as a value yτ, where 

  𝐹𝑌(𝑦𝜏) = 𝑃(𝑌 ≤ 𝑦𝜏) = ∫ 𝑓(𝑢)𝑑𝑢 = 𝜏
𝑦𝜏

−∞
 (2) 

for τ ∈ (0,1). It is only unique if FY is strictly monotonic increasing. In case that information on an additional 

random variable X is given, the quantile can similarly be expressed conditional on X is equal x: 

  𝐹𝑌(𝑦𝜏(𝑥)| 𝑋 = 𝑥) = 𝑃(𝑌 ≤ 𝑦𝜏(𝑥)| 𝑋 = 𝑥) = 𝜏. (3) 

The quantile function QY(τ|X = x) is defined as the smallest y where the quantile property is fulfilled. If FY 

is strictly increasing, the quantile function is set to the inverse of the cdf of Y. The relationship between quantile 

function and cdf can be expressed as  

  𝐹𝑌(𝑦𝜏(𝑥)| 𝑋 = 𝑥) = 𝜏 
 

⇔ 𝑄𝑌(𝜏| 𝑋 = 𝑥) = 𝑦𝜏(𝑥)  (4) 

for strictly increasing FY, which emphasizes that the quantile function describes  τ . 100% quantiles of Y de-

pending on covariates x and a quantile parameter τ ∈ (0,1). 

Quantile regression is an approach to model the conditional quantile function of a continuous variable of in-

terest Y, e.g. response variable, depending on further variables or covariates X. In the linear model it can be ex-

pressed as yi = xi
Tβτ + ετi, i = 1, … , n. The index i = 1, … , n, denotes the observation, yi is the response value 

and xi = ( 1, xi1, … , xip)T the given covariate vector for observation i. The quantile-specific linear effects are 

denoted by βτ = (βτ0, βτ1, … , βτp)T, and τ ∈ (0,1) indicates a quantile parameter which has to be fixed in ad-

vance. The random variable ετi is assumed to be an unknown error term with cdf Fετi  and density fετi  depending 

on quantile parameter τ and observation i. For quantile regression, no specific assumptions are made apart from 

ετi and ετj  being independent for i ≠ j, and ∫ fετi
(ετi) dετi = Fετi (0) = τ

0

−∞
. Due to this assumption, the quan-

tile function QYi
(τ|xi) of the response variable Yi conditional on covariate vector xi at a given quantile parameter 

τ is equal to xi
Tβτ.Thus, the parameter βτ1, for example, can be interpreted as the change of the conditional quan-

tile function when xi1 changes to xi1 + 1, given all other covariates remain constant [5]. 
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3 Results and Conclusion 

Table 1 shows coefficients of GDP growth rate, which were estimated at the 10
th

, 25
th

, 50
th

, 75
th
 and 90

th
 quan-

tiles. The tests of significance were based on robust bootstrap estimations of standard errors [9]. We also pre-

sented OLS result as reference, the same as was reported in the classical framework of Okun’s law. According to 

expectation due Okun’s law, variable GDP growth rate significantly influence the change in the unemployment 

rate in OLS regression. The results of quantile estimates were allowed for richer interpretation of examined well-

known relationship between GDP growth rate and change in the unemployment rate. The estimates of the effect 

of explanatory variable for each chosen quantile allowing us to detect different impacts of GDP growth rate 

depending on the level of the change in the unemployment rate. The GDP growth rate did not present significant-

ly different effect over the conditional distribution of the change in the unemployment rate (probability of joint 

test of equality of slopes is 0.2387). However, the result proved that the constant effect estimated through OLS 

was not actually constant across the quantiles. Figure 1 shows some selected quantile regression lines and Figure 

2 shows different GDP growth rate slope coefficients in more gentle division of levels of the change in the un-

employment rate (without tails of quantiles due to the small number of observations, quarters was 72 only) as 

was reported in Table 1 and Figure 1. Every slope coefficient (except tails) is significantly different from zero, 

but each of them lies within confidence boundaries of OLS regression.  

 

Figure 1  Quantile regression Change in the unemployment rate ~ GDP growth rate 

Note:  OLS is dashed line, median line is black and gray lines are for taus 0.1, 0.2, 0.25, 0.3, 0.4, 0.6, 0.7, 0.75, 0.8 and 0.9. 

 

 
OLS Quantiles 

    

  
0.1 0.25 0.5 0.75 0.9 

Constant 0.4024
d
 0.3051  0.0873 0.2236

a
 0.7241

c
 1.1790

c
 

 
(0.1152) (0.2669) (0.1629) (0.1168) (0.2146) (0.4178) 

GDP growth rate 0.1116
d
 0.1282

b
 0.0886

b
 0.0945

d
 0.1203

d
 0.1053

a
 

 
(0.0214) (0.0488) (0.0393) (0.0243) (0.0270) ( 0.0551) 

Table 1 OLS and quantile regression estimated coefficients for y = Change in the unemployment rate 

Note: OLS and quantile regression; for OLS standard errors, for quantile regression bootstrap standard errors in parenthesis; 

a, b, c, d denotes 10%, 5%, 1%, and 0.1% significance level; Joint test of equality of slopes: F value = 1.3846 and Pr(>F) = 

0.2387. 
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Figure 2  Quantile regression´s slope coefficient estimates at different quantiles of Change in the unempl. rate 

Note: There are 846 estimates of slope coefficients with confidence intervals based on bootstrap SE 

Slopes of the quantile regression lines are less pronounced in the middle quantile levels of the explaining var-

iable than reports OLS regression. Appearance of the linear relationship between investigated variables is stable 

(in the range from the quantile 0.07 to the quantile 0.91) from the point of view quantile regression, too. The 

normal linear model there truly holds, with respect on this result. 

Another relationship that we have dealt with in the same way as above is a linear relationship between the 

unemployment rate and CPI. Classical ordinary least squares method indicates positive linear relationship be-

tween these variables (Table 2). But, the next listed pattern of significance in the same table signalizes different 

impacts of unemployment rate depending on the level of CPI. As is shown in Figure 4, at low quantiles up to 

0.38 approximately, there is no significance. Zero falls into this confidence intervals. Point estimates of slope 

coefficients of unemployment rate for tau values around the lower quartile falls under confidence band of OLS, 

however, confidence intervals are there overlapped. And vice versa, estimates of slope coefficients above quan-

tile 0.4 are very similar to OLS estimate. But, slopes of variable unemployment rate over approximately 0.85
th

 

quantile level of CPI are not significant. In summary, significance exists only in interval of quantiles which co-

vers only around 45% of whole quantile range. And, from Figure 3 is clear no significant difference between 

slope coefficients on various quantile levels of CPI. Test was made for levels reported in Table 2 and is not sig-

nificant. Computed probability of joint test of equality of slopes is 0.2104. The normal linear model holds there 

not very clear, with respect on this result. 

 

Figure 3  Quantile regression CPI ~ Unemployment rate 

Note:  OLS is dashed line, median line is black and gray lines are for taus 0.1, 0.2, 0.25, 0.3, 0.4, 0.6, 0.7, 0.75, 0.8 and 0.9. 

 

 
OLS Quantiles 

    

  
0.1 0.25 0.5 0.75 0.9 

Constant 4.0291
a
 5.3143 0.9829 4.2231

a
 0.1615 0.7769 

 
(2.0479) (6.3509) (4.9018) (2.2252) (2.2908) (3.5154) 

Unemployment rate 0.6059
d
 0.4524 0.2195 0.6154

d
 0.4615

c
 0.6410

a
 

 
(0.1351) (0.4502) (0.3257) (0.1577) (0.1478) (0.3236) 

Table 2 OLS and quantile regression estimated coefficients for y = CPI 

Note: OLS and quantile regression; for OLS standard errors, for quantile regression bootstrap standard errors in parenthesis; 

a, b, c, d denotes 10%, 5%, 1%, and 0.1% significance level; Joint test of equality of slopes: F value = 1.472 and Pr(>F) = 

0.2104. 

GDP growth or reducing the rate of unemployment and price stability are the basic goals of any country. 

Slušná [17] describes the factors determining unemployment. In addition to GDP growth, wage levels, the struc-

ture of the economy, industry structure, demography, social system, general level of education and technological 

changes all affect unemployment.  

This contribution shows the importance and significance of macroeconomic indicators on the unemployment 

rate, the inflation rate and the rate of growth of gross domestic product. Okun’s law is only one of the forecasting 

tools available for economists, politicians and the labor market in the development of gross domestic product in 

relation to the various factors affecting production work. In essence this is a very simplified model, but also a 
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very effective tool in the issue of unemployment and economic growth. Nevertheless, reported results of two 

above stated relationships describe the situation only in part. We started with classical framework of Okun’s law 

and we omitted that we handle with time series. One of the next possibilities is to examine bi-variate VAR mod-

el. This remains to be tested in our subsequent works. 

 

 

Figure 4  Quantile regression´s slope coefficient estimates at different quantiles of CPI 

Note: There are 781 estimates of slope coefficients with confidence intervals based on bootstrap SE. 
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American Option Pricing Problem Formulated as               
Variational Inequality Problem 

Ladislav Lukáš1 

Abstract. The paper deals with variational formulation of option pricing problems. 
We start with basic platform of the Black-Scholes model for a put option with strike 
price and maturity given, which assumes the underlying asset to follow a geometric 
Brownian motion. Pricing American options requires, due to the early exercise fea-
ture of such derivative contracts, the solution of optimal stopping problems for the 
price process. Unlike in the European case, the pricing function of an American op-
tion does not satisfy a partial differential equation, but a partial differential inequal-
ity, or a system of inequalities. Recasting such problem into a variational inequality 
problem is the next step, which is given in detail. We mention briefly the functional 
space which provides natural framework for weak formulation of American put op-
tion pricing problem. Both optimal exercise boundary and additive decomposition of 
American put option are discussed, as well.  

Keywords: American option pricing, additive option price decomposition, varia-
tional formulation, variational inequality. 

JEL Classification: C63, G13 
AMS Classification: 91G80 

1 Introduction 
There is well-known, options are derivative contracts between a buyer, or holder, and a seller, writer or issuer, of 
the contract where future payoffs to the buyer are determined by the price of another security, called also an 
underlying asset, such as a common stock. An option is a contract that gives the holder the right but not the obli-
gation to buy or sell a certain financial asset by a certain date T (expiration date, or maturity date), for a given 
price K (exercise price, or strike price). There are two main types of options  
• call option, which is a option to buy security,  
• put option, which gives the right to sell it. 

The option pricing theory is available in many famous textbook, e.g. [4],[6],[7], and [11]. Since the value of 
the option depends on the security value at the exercise day, which is a priori unknown, the underlying asset 
price is to be modeled by a stochastic process. If the underlying asset price follows a geometric Brownian mo-
tion, then the value of the option is described by a deterministic backward partial differential equation (PDE) of 
the second order and of parabolic type, in particular. 

In the classical Black-Scholes (B-S) model, we assume that the price (St)t≥0 of the underlying risky asset, e.g. 
a stock, is described by geometric Brownian process, which is given by stochastic differential equation (SDE) 

d�� = ��(�d� + 
d��),    � ≥ 0, (1) 

2 American option pricing problem – classical formulation 
There is well-known that American options are more flexible than European options regarding the exercise time. 
American option can be exercised at any time between the writing and expiration of the contract, i.e. 0 < t ≤ T. 
As usual, one assumes also that there no commissions and/or fees within the contract, and the bid-ask spreads of 
asset priced �� and the corresponding option are zero both. Sure, the exercising flexibility gives American option 
more profiteering opportunity than European option offers. 

The exercise freedom of American options means that the pay-off functions are  

��(�� , �) = max(�� − �, 0),   t ∈ ]0,T],    for call option,     

��(�� , �) = max(� − �� , 0),    t ∈ ]0,T],   for put option, 
(2a) 
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thus yielding at t = T exactly the same pay-off functions as European options, i.e.  

��(�� , �) = max(�� − �, 0),    for call option,     

��(�� , �) = max(� − �� , 0),      for put option, 
(2b) 

and giving also a-priori bounds under no-arbitrage assumptions, using denotation ℝ�= [0,+∞), 

��(�, �) ≥ max(� − �, 0),   ∀ �, �,   S ∈ ℝ�,  t ∈ ]0,T],    for call option,     

��(�, �) ≥ max(� − �, 0),   ∀ �, �,   S ∈ ℝ�,    t ∈ ]0,T],   for put option. 
(2c) 

The well-known crucial problem in option theory is following one: If at time t we have an asset priced at St 

• What is the fair price V(St,t) of the option. 

• When is the optimal time to exercise the option. 

Now, we will follow [2], [3], [5], and [6], mainly. In fact, for American put option, when underlying asset 
price St falls below a certain point, one should exercise the option immediately.  

For example, if at time t, St < K(1 – exp(–r(T–t)), and keeping in mind that the pay-off at the option expira-
tion date will never exceed K in any case due to (2b), then the option holder can get the immediate gain at time t 
in amount 

            � − �� > � − �(1 − exp(−#(� − �)) = � exp$−#(� − �)%, (3a) 

and by depositing the gain in a saving account, the total pay-off will exceed K at t = T, evidently. Therefore one 
can conclude that there exists a point at t which is known as an optimal exercise point. Moreover, we know that 
the price of American put option is never less than the pay-off function max(K–St,0) because of non-arbitrage 
assumption.     

In case of American call option the situation with early exercise is quite different. In general, for American 
call option on contrary to American put option, we need to include also dividend yields δ in order to allow ra-
tionality of an early exercise, otherwise it coincides with a European call option.  

In fact, one can show using (2c) that if δ = 0 then an early exercise does not pay off for the call option as fol-
lows  

��(�, �) ≥ � − �&'((�'�)    ⇒    ��(�, �) > � − �,    S ∈ ℝ�,   t < T,    if r > 0, K > 0.     (3b) 

Discussion of (3a) and (3b) leads to analysis of American put option first, as usual. Following [6], we present 
a decomposition formula for American put option VP(St,t) which gives a link to European put option 

��(�� , �) = ��
*(�� , �)  + &(�� , �), (4) 

where ��
*(�� , �) is the European put option price on the same asset, and &(�� , �) is the early exercise premium.  

Formula for ��
*(�� , �) is rather standard and well-known, while formula for &(�� , �) is based upon so called 

fundamental solution of Black-Scholes (B-S) partial differential equation (PDE). These quantities are defined by 
(5a) and (5b), respectively, as follows 

��
*(�� , �) = � &'((�'�)+(−,-) − ��+(−,.), 

,. = [ln 234
5 6  + 2# + 78

- 6 (� − �)]/(
√(� − �)) ,    ,- = ,.
√(� − �), 
(5a) 

where N(x) is the cumulative probability distribution function of a standard normal distribution N(0,1), 

&(�� , �) = �# < ,= < >(3?
@

�
� �� , �; B, =),B, (5b) 

where >(�� , �; B, =) is the fundamental solution, sometimes called Green function, too, of the B-S PDE. 

The fundamental solution of B-S PDE is defined as a solution of terminal value problem for classical Black-
Scholes PDE with a very special terminal condition using the Dirac delta function  

CD
C� + #� CD

C3 + .
- 
-�- E8D

E38 − #� = 0,    for (S, t) ∈ (0, +∞) x [0,T), (6a) 
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�(�, �) = F(� − B),    B ∈ (0, +∞) . (6b) 

In (6a) and (6b), we use simplified denotation of asset price S instead of St, and ST, respectively, in order to 
elevate readability of the expressions.   

The Dirac delta function F(G) can be simply characterized by properties 

F(G) = +∞,  for x = 0,     F(G) =  0, for G ≠  0,     < F(G),G = 1�L
'L  . (7) 

Finally, following [6], we get the fundamental solution of problem (6a) and (6b) in explicit form, as follows   

>(�, �; B, �) = MNO(PN4)

Q7√(-R(�'�)) exp {− .
-78(�'�) Tln 3

Q + (# − 78

- 6 (� − �)]-}. (8) 

Now, let denote the price of non-dividend-paying American put option V(St,t) instead of VP(St,t), simply 
dropping the sub-index P from now on.  

Thorough inspection of (2c) and (3a) gives an idea that for American put option there exists two disjunctive 
sub-regions, say Σ1 and Σ2, respectively, covering ℝ� x [0,T], i.e. Σ1 ∪ Σ2 = ℝ�x [0,T].  

Let WΣ1, WΣ2 denote boundaries of Σ1 and Σ2, respectively. As usual, a common piece of their boundaries, say 
WΣ1 ∩ WΣ2 = Γ, is called optimal exercise boundary.  

The optimal exercise boundary is reasonably defined by mapping Γ: [0, T] → Γ(t) thus specifying the asset 
price at Γ, denoted St = Γ(t), in particular, but which is not given a priori and has to be determined together with 
option pricing function V(St,t) by solving the corresponding option pricing problem.  

Providing (2c) holds, these sub-regions are defined as follows 

            �(�� , �) > max(� − �� , 0), ∀ (�� , �) ∈ Y.,     Y. = {(�� , �)|[(�) ≤ �� < +∞, ∀ � ∈ [0, �]}, (9a) 

            �(�� , �) = max(� − �� , 0), ∀ (�� , �) ∈ Y-,     Y- = {(�� , �)|0 ≤ �� ≤ [(�), ∀ � ∈ [0, �]},   
[(�) < �, ∀ � ∈ [0, �),  

(9b) 

where Σ1 is called the continuation sub-region, since the pay-off  is zero when St ≥ K, and the holder should con-
tinue to keep the option, therefore Σ2 is called stopping sub-region. The asset prices St on the exercise boundary 
are denoted St = [(�) precisely, as we have already stated above. 

Noting, the continuation sub-region Σ1 is sometimes called retained sub-region alternatively, whereas the 
stopping sub-region Σ2 is called selling sub-region, or exercise sub-region, as well. 

          

Figure 1 (Left): Pay-off function of put option: max(K – S, 0); (Right): Sub-regions Σ1 ∪ Σ2 = ℝ�x [0,T]  

In Fig. 1 on the left panel, we depict the pay-off function of American put option V(St,t) = max(K – St,0), 
while on the right panel, there are plotted both sub-regions Σ1 and Σ2, schematically, with horizontal axis for 
asset price S, and vertical axis for option contract time t, showing the expiration date T, too.  

Now, following the reasoning procedure based on construction of self-financing portfolio, ∆-hedging princi-
ple, and Ito formula, which is common and typical for derivation of almost all models within the field of finan-
cial option pricing problems, referring to [2], [4], and [7], mainly, one can infer that V(St, t) satisfies the B-S 
PDE in the sub-region Σ1  
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CD
 C� + #� CD

C3 + .
- 
-�- E8D

E38 − #� = 0,    for (S, t) ∈ Σ1,   assuming V(St,t) ∈ C2,1( Σ1). (10) 

The boundary conditions on WΣ1 are specified in following way. First, on the optimal exercise boundary Γ, it 
holds 

            �(�� , �) = max(� − �� , 0)    ⇒     CD(3,�)
C3 = −1,     �� ∈ [(�),     ∀ � ∈ [0, �). (11a) 

Further, the terminal condition at t = T, and the condition when St →+∞, are following 

            �(�� , �) = max(� − �� , 0) ,          lim �(�� , �) = 0,   �� → +∞,     ∀ � ∈ [0, �). (11b) 

Concluding, we see that American put pricing problem leads to solving a function pair {V(St,t), [(�)} in sub-
region Σ1 satisfying PDE (10) and boundary-terminal conditions (11a) and (11b).  

As the optimal exercise boundary Γ is not known a-priori, but has to be determined together with valuation 
function V(St,t), therefore the problem is called free-boundary problem for parabolic PDE. It is already a problem 
formulated in mathematically elegant way. However, we have to point out that the major difficulty under this 
setting is that one needs to solve for function V(St,t) along with the unknown optimal exercise boundary Γ. 

In order to get more compact form of the problem and clarified its setting, too, there is reasonable to intro-
duce so called Black-Scholes differential operator ℒ as follows 

ℒ >(�, �) = Ca
 C� + #� Ca

C3 + .
- 
-�- E8a

E38 − #> = 0,    for (S,t) ∈ Y = [0,T) x ℝ�, (12) 

which is defined by its application on any function G(S,t) ∈ C2,1(Y). 

Using (9a) and the B-S operator ℒ, we can simply write properties of function V(St,t) in sub-region Σ1 in fol-
lowing way  

ℒ �(�� , �) = 0,    �(�� , �) > max(� − �� , 0) ,    ∀ (St,t) ∈ Σ.. (13) 

Yet, we need to discuss the situation in the stopping sub-region Σ2 assuming (9b) to hold. It means clearly 
that the function V(St,t) is coincident with pay-off function max(� − �� , 0) thus enabling direct computation of  
ℒ �(�� , �) in following way 

            �(�� , �) = max(� − �� , 0)   ⇒     
ℒ �(�� , �) = ℒ(� − ��) = −#�� − #� + #�� = −#� < 0,     ∀ (�� , �, ) ∈ Y-. 

(14) 

Hence, using (9b) and (14), we get properties of function V(St,t) in sub-region Σ2 as follows 

ℒ �(�� , �) = −#� < 0,    �(�� , �) = max(� − �� , 0) ,    ∀ (St,t) ∈ Σ-. (15) 

Since (15) holds on Γ, being tackled as a part of WΣ2, too, we can conclude by direct computation that both 
the pricing function V(St,t) and its first derivative with respect to S, i.e. ∂V(S,t)/∂S, as well, are continuous on the 
optimal exercise boundary.  

3 American option pricing problem – variational formulation 
In [1] and [10], there is given a nice overview of theory and numerical solution of option pricing problems, too. 
Further, [2], [5], [6], and [12] bring more details as for the variational formulation of option pricing problems as 
well as some numerical algorithms for solving these problems. Other methods are in [9], and [3], which are fo-
cused upon penalty method and finite difference method for solving complementary problem arising in Ameri-
can option pricing, in particular. Our previous work on the topic is in [8]. 

Following [6], we will combine (13) holding in Σ1 together with (15) holding in Σ2, and we look for formula-
tion of American put option problem on whole domain Σ = Σ1 ∪ Σ2 = ℝ�x [0,T]. 

American put option problem formulated in form of variational inequality in strong sense, see [6], p.126, is 
following  

            min{−ℒ �(�� , �), �(�� , �) − max(� − �� , 0)} = 0,     ∀ (�� , �) ∈ Σ ,     
�(�� , �) = max(� − �� , 0) , �� ∈ ℝ�,      �(�, �) → 0,   � → +∞, ∀ � ∈[0,T]. 

(16) 
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Further, following [3], this formulation provides also another equivalent setting which is called linear com-
plementary formulation, being motivated by well-known algebraic expression a∙b = 0, a, b ≥ 0 � (a = 0, b > 0) 
∪ (a > 0, b =  0). Combining (13) and (15) properly and adjoining (11b), it is given in following way 

           (−ℒ �(�� , �))(�(�� , �) − max(� − �� , 0)) = 0,     ∀ (�� , �) ∈ Σ ,     
−ℒ �(�� , �)  ≥ 0,       �(�� , �) − max(� − �� , 0) ≥ 0,     ∀ (�� , �) ∈ Σ , 

�(�� , �) = max(� − �� , 0) , �� ∈ ℝ�,      �(�, �) → 0,   � → +∞, ∀ � ∈[0,T]. 

(17) 

In order to get variational formulation of American put option problem in weak sense, we need to recast (16), 
or (17), respectively, into weak formulation. Following [1] and [10], we try to concentrate ourselves on the main 
steps in theory, not being burden with technicalities here.  

The theory of variational formulations of parabolic PDEs is well known, and in [1], [5], and [10], in particu-
lar, there are given in much more details. The framework is particularly useful when classical, or strong, solution 
do not exist either because of some singularity in the data, or the domain boundary, or the coefficients, or non-
linearity, or both. Even when the boundary value problem for PDE has a classical solution, the variational theory 
is interesting for several reasons: 
• it provides global estimates of solution; 
• it is the most natural way to study obstacle problems, e.g. American option pricing; 
• it has strong connections to numerical solution based upon finite element method, in particular. 

There is well-known, variational formulations of parabolic PDE rely on suitable functional spaces, known as 
Sobolev spaces. Following [1], [5], and [10], we are going to mention the Sobolev space useful particularly for 
solving problems governed by B-S PDE (10), which is posed with single asset price variable S.  

Let L2(ℝ+) denotes the Hilbert space of square integrable functions on ℝ+ endowed with the norm ∥. ∥, and 
the inner product (.,.) as usual 

            ∥ e ∥= (<ℝf
e(�)-d�)

g
8,      (e, h) = <ℝf

e(�)h(�)d� . (18) 

Functional space which is well-suited to American put option pricing problem is  

            i = je ∈ k-(ℝ�) | � lm
l3 ∈ k-(ℝ�)n,  (19) 

where the derivative dv/dS has to be understood in the sense of distributions on ℝ+. The space W being endowed 
with the norm ∥ e ∥o=  p(e, e)o is a Hilbert space, as stated in [1], provided a natural scalar product in space 
W has the following form 

           (e, h)o = (e, h) + (� lm
l3  , � lq

l3  ) . (20) 

Since (13) and (14) yield (17), i.e. −ℒ �(�� , �) ≥ 0, on Σ, we start with this PDE. Following [10], and mak-
ing time substitution τ = T – t, expressing time from current date t to expiration date T, actually, on opposite to t, 
expressing the time elapsed since the contract was pushed in action, we convert the terminal boundary value 
problem (16) into an initial boundary value problem 

      
Cr
Cs − #� Cr

C3 − .
- 
-�- E8r

E38 + #t = 0,  for (�, u) ∈ Σ = ℝ�x[0, �),   t(�, 0) = t@(�), for  � ∈ ℝ�,    (21) 

where we just adopted to denote u0(S) = max(� − �, 0)|τ = T – T =0. 

In general, following steps are very usual when deriving weak formulation of problems within the framework 
of PDE theory. Let us simply multiply (12) by a smooth real valued function w defined on ℝ�, and next, inte-
grate the product integrand being constructed in the variable S on ℝ�. Further, assuming the integration by parts 
is allowed, one obtains  

            
E

Es (<ℝf
t(�, u)h(�)d�)  +  vs(t, h) ≥ 0 , (22) 

where the bilinear form aτ is defined by following expression 

            vs(e, h) = <ℝf
2.

- 
-�- Cm
C3

Cq
C3 +  #eh6 d� +  <ℝf

2−# + 
- + σ� C7
C36 � Cm

C3 h d� .  (23) 
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Now, precise theory needs to bring some technical assumptions as prospectively allowing σ(S,t) to be even 
time-dependent local volatility and not the constant only:  
• function σ(S,u) with its values to be squeezed within a layer defined by its bottom level and upper one given 

by a couple of positive constants for all u ∈ [0, T], and S ∈ ℝ�; 
• all non-negative values of |S ∂σ(S,u)/∂S| to be bounded from up with another positive constant, in similar way 

as well. 

Set of feasible solutions Q of American put option problem in weak sense is a closed convex set of space W 
assuming the boundary value function t@(�) being understood in sense of traces 

      y = {h ∈ i, h ≥ t@(�), for  � ∈ ℝ�}.    (24) 

Finally, all these assumptions maintain desired regularity of integrands in (23), which further lead to continu-
ity and other desired properties of bilinear form aτ(v, w) on W, which enable us to formulate weak form of the 
problem (16) precisely, by recalling Theorem 6.1 from [10], as follows  

Find u ∈ C0([0, T]; L2(ℝ�)) ∩ L2(0,T; Q)  with  
Cr
C�  ∈ L2(0,T; W’), and u|t=0 = u0 in ℝ�,                   

and for a.e. t ∈ (0, T),  holds ( Cr
C� (�), w – t(�))  + v�$t(�), h – t(�)% ≥ 0, ∀h ∈ y.   

(25) 

4 Conclusions 
Framework of both classical and variational formulations of American put option pricing problem was briefly 
discussed. Further, additive decomposition of American put option price is presented with corresponding details. 

The optimal early exercise boundary must be determined together with pricing function by solving variation-
al inequality numerically. Weak formulation of American option pricing problem leads to variational inequality. 

Near future research will be focused on numerical solution of option pricing problems using finite element 
method with higher order polynomial shape functions and triangular elements with curved boundary for approx-
imation of early exercise boundary. 
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Rescue System Resistance to Failures in a Transport

Network

Tomáš Majer1, Stanislav Palúch2

Abstract. The rescue system is represented by few service centers (fire and
rescue stations) and many customers (probable locations of first aid or fire),
which are some nodes of a transportation network. Service centers were located
so that each customer was served from his associated center with respect to
the time limit. The unlikely events (excessive snow, black ice, accidents, traffic
jams and so on) are increasing the traveling time between the customers and
associated centers.
In this article we study structure of transport network. We want to find some
critical ways (arcs in directed graph) which makes the current (specified) lo-
cation of centers unusable. Several failures will be modeled by increasing the
traveling time simultaneously on multiple ways. This will result not only to
an increase of the traveling time between customer and his center, but also to
change the route or even change the associated center.
An algorithm to find critical ways in transport network for specified service
centers locations, based on Palúch’s K-shortest path algorithm, will be pre-
sented.

Keywords: rescue system, reliability, location problem, shortest path.

JEL classification: R53
AMS classification: 90B06

1 Introduction

The rescue or emergency system is special case of public facility system. The task of designing the rescue
system meant to place rescue stations to transport network nodes so that in case of requirements for
attendance at any point, the time required to move from rescue station to the place of intervention did
not exceed the legal limit. In other words, the time distance between each node of the transport network
and the nearest rescue station must be less than the specified limit. In the case of rules recognized in the
Slovak Republic within 15 minutes.

This task can be solved using some of the number of mathematical models designed in many scientific
articles. The problem can be formulated as Set Covering Location Problem, Maximal Covering Location
Problem, P -Median or other Location Problem.

We chose as the basis of our work model published by Janosikova in [1]. Other location problems are
described in [2].

Let us denote the set of location candidates by symbol J . Its elements are indexed by symbol j.
I states for the set of all municipalities in the region under consideration and i denotes a particular
municipality. Both sets I and J correspond to nodes of a transport network.

Ni ⊂ J is the set of potential locations which can cover municipality i. Bivalent variable xj ∈ {0, 1}
models the decision if a station is located at node j (xj = 1) or not (xj = 0).

Further, constants Ai are the population of municipality i and constant P is the predefined number
of stations to be deployed. The coverage of node i is conditional and depends on if a station is located

1University of Žilina, Faculty of management science and informatics, Departement of mathematical methods and oper-
ation research, tomas.majer@fri.uniza.sk.

2University of Žilina, Faculty of management science and informatics, Departement of mathematical methods and oper-
ation research, stanislav.paluch@fri.uniza.sk.
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in its set Ni. This is modelled by decision variables yi ∈ {0, 1}. Variable yi takes value 1 if at least one
station is located within the time standard, otherwise yi = 0.

Instead of full coverage of all demands, this model seeks the location of a fixed number of facilities in
such a way that population covered by the service is maximized. The integer programming formulation
of the problem is the following:

Maximize z =
∑

i∈I
Aiyi (1)

subject to:
∑

j∈Ni

xj ≥ yi ∀i ∈ I (2)

∑

j∈J
xj = P (3)

xj , yi ∈ {0, 1} ∀i ∈ I, j ∈ J (4)

The set Ni depends on distances between nodes of transport network and can be defined as

Ni = {j | d(i, j) ≤ Tmax}, (5)

where Tmax is time limit and d(i, j) = Dij is traveling time between nodes i and j – the length of the
fast i–j path, fixed in this model.

We do not want to seek location of centers in this paper, but to examine the impact of traffic restric-
tions on the quality of coverage. So the locations of centers are fixed in our work and we expect that
|J | = P and xj = 1 for all j ∈ J .

Let transport network be modeled using undirected edge weighted graph G = (V,E, c), where V is set
of vertices or nodes of transport network, E is set of edges or streets in transport network and c : E → R
is cost function and denotes traveling time over every edge. Of course, I ⊂ V and J ⊂ V . Then time
distance or traveling time between vertices i and j is the length of shortest path µ(i, j) – the sum of cost
of all edges on this shortest path

d(i, j) =
∑

e∈µ(i,j)
c(e) =

∑

e∈µ(i,j)
Ce. (6)

Due to adverse circumstances (weather, traffic jams, accidents, etc.) the time needed to move from
rescue station to the place of intervention may be extended. We will model this extension separately on
each edge, so the length of not necessary shortest path µ(i, j) will be

d(i, j) =
∑

e∈µ(i,j)
c(e) =

∑

e∈µ(i,j)
Ce +

∑

e∈µ(i,j)
te, (7)

where te is latency on edge e. These delays may cause:

• increase of the length of shortest path,

• change the shortest path (used edges),

• change the associated rescue station.

If the length of the shortest path to nearest station exceeds time limit Tmax then municipality i will
be not covered and Ni will be empty set. We want to find worst cases of minimal failures in the transport
network, where the number of municipalities covered by drops below a critical value.

Authors in [4] present another model, in which failure of edge makes the edge useless. So affected
edges are then deleted from the graph of transportation network and shortest paths are recalculated.
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2 Mathematical model

We want to find a small failure on edges with catastrophic impact on service coverage. So the objective
function (8) is minimizing the sum of latencies te on edges of transport network.

Each municipality can be served from any rescue station when length of any path between municipality
and station satisfies time criteria. Set Kij represents the number of those paths between municipality i
and station j. Binary variable rijk = 1 if kth path between i and j is within time limit and rijk = 0 if
kth path is longer as time limit. This is ensured by conditions (9) and (10).

Conditions (11) and (12) ensures that yi = 1 if and only if there is at least one path which satisfies
time criteria.

Condition (13) prescribes the size of a service outage. Zcritical denotes the maximum permissible
number of people who may not be served by the specified time limit.

Minimize t =
∑

e∈E
te (8)

subject to: (1 + M)rijk +
∑

e∈µk(i,j)

(Ce + te) ≤ 1 + Tmax + M ∀i ∈ I, j ∈ J, k ∈ Kij (9)

Mrijk +
∑

e∈µk(i,j)

(Ce + te) ≥ 1 + Tmax ∀i ∈ I, j ∈ J, k ∈ Kij (10)

yi ≤
∑

j∈J

∑

k∈Kij

rijk (11)

Myi ≥
∑

j∈J

∑

k∈Kij

rijk (12)

∑

i∈I
Aiyi ≤ Zcritical (13)

yi, rijk ∈ {0, 1} ∀i ∈ I, j ∈ J, k ∈ Kij (14)

te ∈ R+
0 ∀e ∈ E (15)

Constant M is large positive integer used for produce binary variables. It must be greater than the
longest path used.

3 Example

Let transport network be represented by graphG = (V,E), where V = {1, 2, 3, 4, 5, 6}, E = {{1, 2}, {1, 3},
{2, 3}, {3, 4}, {4, 5}, {4, 6}, {5, 6}}. Diagram of network with edge length is shown in Figure 1.
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t1
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t4

t5

t6

t7

Figure 1 Diagram of transport network

Set of municipals I = {1, 3, 5, 6} and set of stations J = {2, 4}. We choose Tmax = 30, Zcritical = 2
and M = 999.

Mathematical Methods in Economics 2016

520



Paths between municipals and rescue stations are shown on Table 1. Some paths are not needed in
the model, since they contain all the edges of other path. In example path 5 − 4 − 3 − 2 is not needed
because municipal 5 can be served from station 4 by path 5 − 4 which is in any condition shorter than
path 5− 4− 3− 2.

Model after substitution of input values is:

Minimize t = t1 + t2 + t3 + t4 + t5 + t6 + t7

subject to: 1000r1,2,1 + 15 + t1 ≤ 1030

999r1,2,1 + 15 + t1 ≥ 31

1000r1,2,2 + 25 + t2 + t3 ≤ 1030

999r1,2,2 + 25 + t2 + t3 ≥ 31

1000r1,4,1 + 20 + t3 + t4 ≤ 1030

999r1,4,1 + 20 + t3 + t4 ≥ 31

1000r3,2,1 + 15 + t2 ≤ 1030

999r3,2,1 + 15 + t2 ≥ 31

1000r3,2,2 + 25 + t1 + t3 ≤ 1030

999r3,2,2 + 25 + t1 + t3 ≥ 31

1000r3,4,1 + 10 + t4 ≤ 1030

999r3,4,1 + 10 + t4 ≥ 31

1000r5,4,1 + 20 + t5 ≤ 1030

999r5,4,1 + 20 + t5 ≥ 31

1000r5,4,2 + 25 + t6 + t7 ≤ 1030

999r5,4,2 + 25 + t6 + t7 ≥ 31

1000r6,4,1 + 15 + t7 ≤ 1030

999r6,4,1 + 15 + t7 ≥ 31

1000r6,4,2 + 30 + t5 + t6 ≤ 1030

999r6,4,2 + 30 + t5 + t6 ≥ 31

y1 ≤ r1,2,1 + r1,2,2 + r1,4,1 + r1,4,2

999y1 ≥ r1,2,1 + r1,2,2 + r1,4,1 + r1,4,2

y3 ≤ r3,2,1 + r3,2,2 + r3,4,1

999y3 ≥ r3,2,1 + r3,2,2 + r3,4,1

y5 ≤ r5,4,1 + r5,4,2

999y5 ≥ r5,4,1 + r5,4,2

y6 ≤ r6,4,1 + r6,4,2

999y6 ≥ r6,4,1 + r6,4,2

y1 + y3 + y5 + y6 ≤ 2

We solve this model using Gurobi MILP Solver and we get the result that municipalities 5 and 6 are
not covered (y5 = 0 and y6 = 0) by traffic restriction on edges {4, 5} and {4, 6} (t5 = 11 and t7 = 16).

If we fix in model variable t5 to zero, we get the result that municipalities 1 and 6 are not covered
(y1 = 0 and y6 = 0) by traffic restriction on edges {1, 2}, {1, 3}, {3, 4}, {5, 6} and {4, 6} (t1 = 16, t3 = 6.
t4 = 5, t6 = 1 and t7 = 16).

4 Conclusion

We show in this paper, how to identify bottlenecks in transport infrastructure by given locations of
emergency services. It is important to proove this model and his effectivity on larger transport networks.
We want to use modified Palúch’s multilabel K–shortest path algorithm [3] to enumerate all paths which
satisfy time criteria and automatically generate conditions (9) and (10).
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Path Length

1–2 15 + t1

1–3–2 25 + t2 + t3

1–3–4 20 + t2 + t4

3–2 15 + t2

3–1–2 25 + t1 + t3

3–4 10 + t4

5–4 20 + t5

5–6–4 25 + t6 + t7

6–4 15 + t7

6–5–4 30 + t5 + t6

Table 1 Paths between municipals and stations
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Evaluation of Parametric ES Tests 

Marta Małecka
1
 

Abstract. Since the beginning of the 21st century the theory of statistics offers a con-
sistent, coherent methodology of risk measurement, based on the axiomatic risk defi-
nition. The central point of the axiomatic risk theory is the idea of the Expected Short-
fall (ES), which is a risk measure that fulfils the set of coherency axioms. Since the 
inception of ES on the turn of the 21st century, numerous estimation methods has been 
developed and discussed, while testing procedures are still relatively few.  As sample 
ES measure is calculated as the average value over a given threshold, the relevant 
distribution is unknown. Thus statistical evaluation of the ES model cannot use the 
natural measure of discrepancy between estimated and empirical ES. Hypothesis test-
ing uses other means like regression approach, saddlepoint technique for approximate 
p-values or the goodness of fit of the truncated return density. The study presents 
parametric methods of statistical inference connected with ES measure and, through 
the simulation study, gives the comparison of the size and power of the considered 
tests. In order to reflect the stylized facts about real financial processes, simulation 
experiments are based on the GARCH processes. 

Keywords: expected shortfall, ES test, test size, test power. 

JEL Classification: C22, C52, D53 
AMS Classification: 62M10, 91B84, 62P05 

1 Introduction 

Inception of the axiomatic risk definition on the turn of the 21st century gave grounds for the development of the 
consistent theory of risk measurement [2]. The new risk concept and accompanying coherent risk measures, espe-
cially expected shortfall (ES), being the central point in the theory, stimulated formulation of new models. Partic-
ularly broad discussion is connected with estimation of ES, whose idea is to inform about average loss in case of 
extreme events, defined as values reaching over a given threshold. Dynamic development and wide variety of ES-
based risk models created the need for relevant testing procedures. However in the general case, the distribution 
of a sample average of extreme observations is unknown, thus classic statistical methods are unfeasible for ES 
value testing. Since scarcity of observations is inherent to extreme events, the statistical inference cannot be based 
on the central limit theorem either.  

Since the beginning of the 21st century several approaches have been proposed for ES model backtesting. One 
idea was to compare empirical and estimated return distribution tail in the likelihood ratio test, based on the cen-
sored normal likelihood [3]. Another ES-testing procedure circumvented the problem of the unknown distribution 
through the saddlepoint technique, which gives approximate p-values based on the Taylor expansion of the mo-
ment generating function [10]. Finally the regression-based approach, using the standard Fischer statistic, was 
proposed [5].  

The aim of the paper was to provide a comprehensive comparative analysis of parametric ES backtesting pro-
cedures. The paper presents evaluation of statistical properties of the considered tests as well as discusses practical 
aspects of their application in real-life situations. Formal test assessment included their size and power and was 
conducted through the Monte Carlo method. The analysis of the test properties and their practical utility was pre-
ceded by the overview of statistical inference methods proposed in the literature for ES models. The study of the 
regression-based approach was complemented by the analysis of the modification of Christoffersen’s statistic, 
aimed at achieving approximate stationarity of the error term in the linear regression. 

The paper is comprised of four sections. In the second section we provided the definition of the expected 
shortfall and presented available testing procedures dedicated to ES model backtesting. We also introduced a mod-
ification of the regression-based ES test. This was followed by the exploration of the size and power properties 
through the Monte Carlo study in the third section. The final section summarizes and concludes the paper. 

 

 

                                                           
1 University of Łódź, Department of Statistical Methods, 41/43 Rewolucji 1905 r., Łódź 90-214, marta.mal-
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2 ES backtesting methods 

Let us consider the random variable X  defined on ( , , ),PΩ F  such that (max{0, }) .E X− < ∞  Let (0,1)p∈  be a 

fixed real number. The definition of the expected shortfall reflects the idea of representing the average loss in case 
of extreme events and is given by  

 
{ ( )}

1
( ) ( ) ( ( ))(X) ( ( )),p

p p

p X q X
ES E X q X P X q X p

p ≤
= − − ≤ −1  (1) 

where p  denotes the level of tolerance and (X)p
q  is the upper p -quantile of X , given by 

( ) inf{ : ( ) }p
q X x P X x p= ∈ ≤ >R  [1]. In the continuous case the above definition reduces to the conditional ex-

pectation 1( ) ( | (X))
p

ES X E X X F
−

= − ≤ , where F   denotes the  distribution function of X . 

ES tests proposed in recent literature use various ways to circumvent the problem of unknown distribution of 
the sample ES and verify risk models through different aspects (another way to manage the problem of unknown 
distribution is to use bootstrap methods described eg. in [11]). The most restrictive procedure is the exception 
magnitude test, which verifies the goodness-of-fit of the return distribution tail [3].  Firstly it uses the Rosenblatt 
transformation to convert return data into normal random variables (various possibilities to construct the rate of 
return and average return in both discrete and continuous time are discussed in [4]). Then it employs the censored 
normal likelihood to test for the discrepancies in the distribution tails through the likelihood ratio statistic. The 
goodness of fit in the likelihood ratio framework is checked only through the chosen distribution moments. In 
particular if we consider the null 0 : 0,  1H µ σ= =  tested against the alternative 0 : 0  1H µ σ≠ ∨ ≠  the likeli-

hood ratio statistic takes the form  

 * * * * * *

1 2 * 1 2 *
ˆ ˆ2(log (0,1, , ,..., ) log ( , , , ,..., )ES

B T T
LR L X X X L X X Xµ σ= − −  (2) 

where µ  and σ  are the expectation and the standard deviation of the return variable 
t

X  and * * *

1 2 *
, ,...,

T
X X X  

denote tail observations exceeding a given threshold [3]. 

Another parametric ES testing procedure is based on the saddlepoint technique, which allows for calculating 
approximate p -values for the sum of random variables [10]. It uses Taylor expansion of moment and cumulant 

generating functions. Originally this method was proposed for the iid normal series, however, through the Rosen-
blatt transformation, it is possible to use it for a general class of stochastic processes.  

If X  is the sample average of the tail observations * * *

1 2 *
, ,...,

T
X X X , then through the Taylor expansion of the 

moment generating function it can be shown that  

 

3

2
1 1

( ) ( ) ( * )  for ,
( )

1  for ,

( )
p

p

T x q
P X x

x q

ξ φ ξ
η ξ

−
Φ − − + <

≤ = 
 ≥

O
 (3) 

where * ( ),
X

s T K sη
′′

=  ( ) 2 * ( ( )),
X

sgn s T sx K sξ = −  
x

x µ≠  and s  is the saddlepoint satisfying ( )
X

K s x
′
=  

[6]. In case of normally distributed variable the saddlepoint s  can be obtained as a solution to the equation 

 

2

2

( )( )
( ) .

( ) ( )

t
pX

X

X p

q tM t
K t t e x

M t q t

φ
′

′

−
= = − =

Φ −
 (4) 

The third ES test proposed in the recent literature uses linear regression to verify the potential of additional 
available random variables to explain ES value. Let us consider the regression  

 
*

1 1 1
( ) ,  

t p t t t
X ES X a b

+ + +
− − = + +X ε  (5) 

where 
t

ε  are iid for 1,...,t T=  and 
t

X  denotes the set of explanatory random variables available at time t . The 

test hypothesis is formulated as 
0

: 0,H a =  
0

: 0H b =  or jointly as 
0
: 0H a b= =  and can be verified by the 

standard Fischer statistic, denoted here as 
Ch

F  [5].  
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In the general case, the 
t

X  and ( )
tp

ES X  variables, are stochastic processes where the variable distributions 

change over time. In particular, when 
t

X  represents a rate of return from a financial variable, due to volatility 

clustering it is characterized by a time-varying variance. In the case of the non-constant variance, the stationarity 
assumption about the error term 

t
ε  is not satisfied, therefore statistical inference based on the regression (5) may 

involve serious type-one error. To reduce the error we considered the standardization of the dependent variables 
in the regression (5) with respect to the standard deviation, using its estimate ˆ

t
σ . After the standardization, the 

underlying regression takes the form  

 
*

1 1 * * *

1
,  

ˆ

( )
t p t

t t

t

E XX S
a b

σ

+ +

+

− −

= + +X ε  (6) 

and *

t
ε  is the approximately stationary variable. As in case of 

Ch
F , the modified test *

Ch
F , based on the regression 

(6), uses the Fischer statistic. 

 

3 Monte Carlo test evaluation 

The size and power evaluation experiments were designed in a way that they reflected volatility clustering phe-
nomenon, which hinders volatility prediction and is commonly regarded as a key issue in risk control. Volatility 
clustering was represented through inclusion of a GARCH process in the data generating algorithm. For the ES 
test size assessment the 

t
X  values were generated from the GARCH(1,1) process: 

 
2 2 2

1 1 1 1 1

, ~ (0,1),

,

t t t t

t t t

X Z Z N

X

σ

σ ω α β σ
− −

=

= + +

 (7) 

with parameters 
1

0,05,ω =  0,14,α =  
1

0,85β = ( the parameter values were fixed on the basis of the initial study 

for six stock market indices [7]). ES values were calculated as sample averages of the p − tail values of 
t

X , 

1,2,...,t T= (more about the estimation of ES value can be found in recent literature [8, 9]).  

For the power comparison, we assumed the data generating process in the form of the  GARCH(1,1) model 
given by (7), while ES estimates were obtained from processes with incorrect parameters. The ES values were 
generated from the model with systematically underestimated volatility. We used GARCH(1,1) with parameters 

chosen in such a way that we obtained the standard deviation on levels 0.9 ,
t
σ  0.7

t
σ  and 0.5 ,

t
σ  where 

t
σ  

denotes the true parameter value.  

The explanatory variables in the 
Ch

F  and *

Ch
F  tests included five lags of 

t
X  and past five ES predictions. Since 

the testing procedures ES

B
LR  and *

Ch
F  presented in the paper are based on asymptotic distributions, the Monte 

Carlo test technique was employed for the power comparison. Based on simulated distributions, it provided the 
empirical quantiles for a given finite sample size and guaranteed the exact test sizes. Hence the power estimates 
were comparable among different tests. 

The tests were conducted for the 5% significance level. The rejection frequencies were computed for sample 
sizes 250,500,750,1000T =  over 10000 replications.  

The results of the Monte Carlo study showed that the tests ES

B
LR and S  were comparable in terms of the test 

size. The rejection frequencies obtained under the null for both procedures were similar and close to the desired 
nominal level of 5% [Tab. 1].  

The power study, based on the rejection rates under the alternative, showed that the ES

B
LR  test outperformed 

the S  procedure in the ability to detect the incorrect ES models [Tab. 2]. The ES

B
LR  statistic was characterized by 

the rejection frequencies of over 60% in all variants of Monte Carlo experiments, which showed its excellent 

ability to detect even minor departures from the null. Thus the Berkowitz test ES

B
LR  emerged as a very restrictive 

procedure, which verifies goodness of fit of the distribution tails through chosen moments of the return distribution. 
However its construction requires the estimate of the distribution function, which largely reduces its practical 
utility. It is moreover restricted to normally distributed variables. 
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Test 
Series length 

250 500 750 1000 
ES

B
LR  0.041 0.046 0.052 0.051 

S  0.053 0.050 0.057 0.048 

Ch
F  0.121 0.203 0.265 0.309 

*

Ch
F  0.050 0.050 0.049 0.049 

Table 1 Size estimates of ES tests 

 

The S  test power performance was worse than ES

B
LR  for small departures from the null, with the rejection 

frequencies only slightly exceeding 30%. However the power estimates showed dynamic growth with lengthening 
the series, reaching over 50% for 500 observations and 70% for 1000 observations. The test also turned out pow-
erful for larger departures from the null. For undersized volatility of 70% or 50% of its original value, power 
estimates were over 50% and grew fast with increasing the number of observations. 

 

 

Test 
*

t
σ  

Series length 

250 500 750 1000 

ES

B
LR  

0,9
t
σ  0.64 0.80 0.88 0.92 

0,7
t
σ  0.67 0.83 0.91 0.94 

0,5
t
σ  0.93 0.99 0.99 1.00 

S  

0,9
t
σ  0.35 0.53 0.63 0.70 

0,7
t
σ  0.54 0.74 0.85 0.92 

0,5
t
σ  0.88 0.97 0.99 1.00 

*

Ch
F  

0,9
t
σ  0.05 0.05 0.05 0.05 

0,7
t
σ  0.06 0.04 0.05 0.05 

0,5
t
σ  0.06 0.04 0.05 0.05 

Table 2 Power estimates of ES tests 

 

The size estimates for the regression-based 
Ch

F  test showed that the procedure is burdened with a large type-

one error, which may be the result of non-stationarity of the error term in the linear regression [Tab. 1]. The 
rejection frequencies for the 

Ch
F  test more than doubled the nominal level of 5%. Moreover the results gave no 

evidence of convergence to the theoretical Fischer distribution. The corrected version of the Christoffersen’s test 

statistic *

Ch
F , which ensured the approximate stationarity of the error term, gave the desired rejection rates of 

around 5% in the size exercise. However, according to the power results, the modified regression was not capable 
of explaining the differences between the true and the incorrect ES value [Tab. 2]. The standardization procedure, 
conducted with respect to the standard deviation, guaranteed the stationarity of the dependent variables and error 
term, at the same time reducing the explanatory value of the regression. The obtained rejection frequencies of 
below 10% showed that the test had no power of detecting incorrect ES estimates. 

 

4 Conclusion 

The study presented in the paper was dedicated to evaluation of statistical properties of the parametric ES tests. 
The comparative analysis of three considered procedures indicated satisfactory statistical properties of the Berko-

witz ES

B
LR and saddlepoint S  test statistics. While ES

B
LR  procedure turned out superior in terms of the power 

against small departures from the null, the S  technique offers advantages connected with practical applicability 
of the test.  
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Evaluating the ability to model the heavy tails of

asset returns of two alternative distributions
Jǐŕı Málek1 , Quang Van Tran 2

Abstract. Financial asset returns tend to be distributed with heavier tails
than the normal one does which makes the normal less suitable for characteriz-
ing returns of financial instruments. Alpha stable distribution and generalized
hyperbolic distribution are suggested to be a good replacement for the normal
distribution. In this paper we examine and compare the ability of these two
distributions and the special cases of the generalized hyperbolic distribution
(hyperbolic distribution and normal inverse Gaussian distribution) to model
the distinctive feature of asset returns. For this purpose, first we use maximum
likelihood estimation method to estimate parameters of these distributions for
daily returns of currency pairs CZK/EUR and CZK/USD. After that a global
comparison of whole distributions as well as their selected quantiles are per-
formed to assess how accurately they can approximate returns distribution as
the whole and in segments.

Keywords: heavy tails, alpha stable distribution, generalized hyperbolic dis-
tribution, Czech financial assets

JEL classification: 91B82, 91B28
AMS classification: G10, G120

1 Introduction

There are two types of distributions, which are currently used for modeling of financial returns. They
are stable distribution and generalized hyperbolic distribution. Both types have their advantages and
disadvantages. The stable distribution has a very interesting property that the sum of several random
variables from the same distribution is a stable distribution again. In addition, according to the General-
ized Central Limit Theorem these distributions may be the standardized limit of the sum of independent
identical distributed random variables (with the same tail index). On the other hand, modeling tail
behavior is often a difficult task as the distribution does not have the variance and some even the mean
value. Further, there is no explicit formula for the probability density function and the only known form
is its characteristic function, which makes parameter estimation even more complicated. The alternative
to stable distribution is generalized hyperbolic distribution and its variants. They are not generally closed
under convolution (the sum of the two GHD may not be the GHD). But their advantage is that their
tails are ”semi-heavy” and thus it seems to be more appropriate for modeling financial assets returns.
Moreover, their probability density function exists with finite mean and variance. In this paper, we will
examine these properties on returns of two exchange rate of daily series USD/CZK and EUR/CZK from
2003-10 to 2016-4.

2 Alpha stable distribution

The standard alpha stable distribution is characterized by its characteristic function φ0(t)

log φ0(t) =




−σα | t |α {1 + iβsign(t) tan απ

2 [(σ | t |)(1−α) − 1]}+ iµ0t, α 6= 1

−σ | t | {1 + iβsign(t) 2
π log(σ | t |)}+ iµ0t, α = 1

(1)
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There are four parameters α, β, µ, σ included in this characteristic function. α, β are shape parameters,
where α is the tail power as α decreases tail thickness increases and β is skewness parameter. The meaning
of two remaining parameters is: µ is location parameter and σ is scale parameter. As the density function
of the stable distribution is not generally known in the explicit form, the integral expression [5], [3] is
often used as an alternative. After substitution ζ = −β tan πα

2 the density of standard α - stable random
variable (µ = 0, σ = 1), can be expressed as:

• when α 6= 1 and x 6= ζ

f(x;α, β) =
α(x− ζ)

1
1−α

π | α− 1 |

∫ π
2

−θ0
V (θ;α, β) exp{−(x− ζ)

α
α−1V (θ;α, β)}dθ, (2)

for x > ζ and f(x;α, β) = f(−x;α,−β) for x < ζ.

• when α 6= 1 and x = ζ

f(x;α, β) =
Γ
(
1 + 1

α

)
cos(ξ)

π(1 + ζ2)
1
2α

, (3)

• when α = 1

f(x; 1, β) =





1
2|β| exp(xπ2β )

∫ π
2

−π
2
V (θ; 1, β) exp{− exp(xπ2β )V (θ; 1, β)}dθ, β 6= 0

1
π(1+x2) , β = 0 where

(4)

ξ =

{
1
αarctan(−ζ), α 6= 1
π
2 , α = 1

and

V (θ;α, β) =





(cos(αξ))
1

α−1

(
cos(θ)

sin(α(ξ+θ))

) α
α−1 cos[αξ+(α−1)θ]

cos(θ)

2
π

(
0.5π+βθ
cos(θ)

)
exp{ 1β (0.5π + βθ) tan(θ)}

The cumulative distribution function F (x;α, β) of a standard stable random variable (in representation
S0) is

• when α 6= 1 and x 6= ζ

F (x;α, β) = c1(α, β) +
sign(1− α)

π

∫ π
2

−ζ
exp{−(x− ζ)

α
α−1V (θ;α, β)}dθ (5)

if x > ζ and F (x;α, β) = 1− F (−x;α,−β) if x < ζ, where

c1(α, β) =





1
π

(
π
2 − ξ

)
if α < 1

1 otherwise

• when α 6= 1 and x = ζ

F (x;α, β) =
1

π

(π
2
− ξ
)
, (6)

• when α = 1

F (x; 1, β) =





1
π

∫ π
2

−π
2

exp{− exp(−xπ2β )V (θ; 1, β)}dθ if β > 0

1
2 + 1

πarctan(x) if β = 0

1− F (x; 1,−β) if β < 0

(7)

These pdf and cdf functions are used for the estimation of parameters of this distribution.
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3 Generalized hyperbolic distribution

The generalized hyperbolic distribution (GHD) is characterized by five parameters θ = (λ, α, β, δ, µ) and
its probability density function is

fGH(x; θ) = κ[δ2 + (x− µ)2]
1
2 (λ− 1

2 )Kλ− 1
2

(
α
√
δ2 + (x− µ)2

)
exp(β(x− µ)), (8)

where κ = (α2−β2)
λ
2

√
2παλ− 1

2 δλKλ

(
δ
√
α2−β2

) , and Kλ is the modified Bessel function of the third kind with index

λ. All moments of a random variable from a generalized hyperbolic distribution exist and the first two
of them are

E(X) = µ+
βδ2

ζ

Kλ+1(ζ)

Kλ(ζ)
(9)

Var(X) = δ2

{
Kλ+1(ζ)

Kλ(ζ)
+

(
βδ

ζ

)2
[
Kλ+2(ζ)

Kλ(ζ)
−
(
Kλ+1(ζ)

ζKλ(ζ)

)2
]}

(10)

where ζ = δ
√
α2 − β2.

When λ = − 1
2 , we get the first special case called the normal inverse gaussian distribution (NIG) and

its density becomes

fNIG(x; θ) =
αδ

π
exp[δ

√
α2 − β2 + β(x− µ)]

K1(α
√
δ2 + (x− µ)2)√

δ2 + (x− µ)2
. (11)

If λ = 1, it becomes the second special case called the hyperbolic distribution (HD) and its density is

fH(x;α, β, δ, µ) =

√
α2 − β2

2αδK1(δ
√
α2 − β2)

exp(−α
√
δ2 + (x− µ)2 + β(x− µ)) (12)

The fat tail property of the GHD and the stable distribution comes from the fact that for the stable
distribution: P (X < x) ≈ cα|x|−α as x → ±∞3 and for the GHD: P (X < x) ≈ |x|λ−1 exp[(α + β)x] as
x → ±∞. Regarding the role of each parameters in the GDH, it is not so straightforward compared to
those of α-stable distribution. The mean and variance of the GDH are expressed by (9) and (10), but the
expressions of skewness and kurtosis are far more complicated. So we use the following transformation

τ = β
γ , ζ = δγ, χ =

β
α√
1+ζ

, ξ = 1√
1+ζ

, where γ =
√
α2 + β2, then according to [2] the parameters χ and

ξ are natural measures of the skewness and kurtosis.

4 Empirical analysis and results

We verify the ability of these two types of distributions described in the previous part to model the
behavior of financial asset returns on exchange rate of Czech crown to US Dollar and Euro. This is
daily exchange rates EUR/CZK and CZK/USD from 2013-10 to 2016-04. The original data series are
converted into the so called logarithmic returns series. The descriptive statistics of both original series
as well as their corresponding returns are shown in Table 1.

First, we use the returns series to estimate the four parameters of α-stable distribution using maximum
likelihood estimation method [1]. All estimation procedures are performed in Matlab. The results are
reported in Table 2. In both cases, the value of parameter α is less than 2 and δ is less than the value of
the sample standard deviation which means that α stable distribution captures leptokurtic behavior of
returns. On the hand, the value of α is higher than those values obtained by other methods proposed to
be used to estimate this parameter.

The same estimation technique is employed to estimate the values of parameters of generalized hyper-
bolic distribution and its two special cases. The results are reported in Table 3. Regarding the estimation
process, the convergence of the estimation procedure of hyperbolic and normal inverse gaussian distribu-
tions are quite straightforward. The estimation of parameters of the general case is far more complicated.

3The exact value of cα may be found in [7].
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Characteristic EURO/CZK rate USD/CZK rate USD/CZK returns EURO/CZK returns

Mean 27.18219 21.03019 -4.36e-05 -5.31e-05

Median 27.04400 20.30820 -0.000192 -7.28e-05

Maximum 33.32600 27.97430 0.055401 0.044700

Minimum 22.99900 14.49940 -0.052245 -0.028391

Std. Dev. 2.229902 2.963258 0.008083 0.003879

Skewness 0.779875 0.288973 -0.002037 0.386582

Kurtosis 2.969720 2.145652 6.812545 13.64204

Table 1 Descriptive statistics of analyzed data

Series α β δ γ

EUR/CZK 1.5552 1.737e-5 1.932e-3 5.51e-5

USD/CZK 1.7366 -0.0284 4.744e-3 1.031e-4

Table 2 Estimation results of α-stable distribution

We have encountered the similar issue as mentioned in [8]. To mitigate the problem of flat and non-
smooth objective function, first we localize several admissible centers by using direct search methods.
Then we look for the optimal solution by seeking for local optima around these centers and the one with
the highest value function is the global optimum.

Series Distribution γ α β δ µ

EUR/CZK

Hyperbolic 1 190.488 -5.1594 0.00285 -3.726e-4

Norm. Inv. Gaussian -0.5 119.108 -4.6901 0.00772 3.480e-4

Gen. Hyperbolic 0.5269 163.2829 -3.3686 0.0044 2.087e-4

USD/CZK

Hyperbolic 1 386.020 -1.5563 2.683e-7 7.406e-5

Norm. Inv. Gaussian -0.5 168.062 -0.4960 0.0025 6.044e-5

Gen. Hyperbolic 0.4915 291.120 -1.3795 8.222e-4 7.414e-5

Table 3 Estimation results for generalized hyperbolic distributions

Next, we use our estimation results to calculate the values of pdf function for the two series. The
results are shown in Figures 1 and 2, where the left tails of these distributions are zoomed in the right-
hand side panels. The results show that the examined distributions are better alternatives than the
normal distribution. We also see that α distribution has heavier tails than those from the GHD family.

Figure 1 The estimated PDFs of analyzed distributions of USD/CZK returns
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Figure 2 The estimated PDFs of analyzed distributions of EUR/CZK returns

Series Quantile Normal α-stable Hyperbolic NIG Gen. Hyp.

USD/CZK

0 - 10 0,0848 0,0619 0,0758 0,0698 0,0737

10 - 20 0,2114 0,0568 0,0990 0,0800 0,0924

20 - 30 0,2661 0,1946 0,3600 0,2901 0,3135

30 - 40 1,5072 1,0615 0,8618 0,6432 0,5775

40 - 50 5,0318 1,5860 1,2954 1,7940 1,9146

50 - 60 10,1598 4,7721 2,4196 3,1490 2,5216

60 - 70 4,0381 1,4434 2,3385 1,1084 1,1802

70 - 80 0,5816 0,5547 0,3350 0,2072 0,1901

80 - 90 0,3122 0,1363 0,1444 0,1025 0,0929

90 - 100 0,0645 0,0700 0,0468 0,0380 0,0390

Total 3,7209 1,6454 1,1467 1,1830 1,0567

EUR/CZK

0 - 10 0,1640 0,1502 0,1498 0,1092 0,1301

10 - 20 0,4039 0,2238 0,2212 0,2075 0,2028

20 - 30 2,7690 1,4169 0,6012 0,5723 0,5808

30 - 40 30,1321 10,0006 5,4790 3,9904 6,4670

40 - 50 19,0677 7,1071 3,169 6,2096 6,3759

50 - 60 1,7618 1,0085 0,8575 0,7064 0,9213

60 - 70 0,4213 0,2305 0,2042 0,1138 0,0976

70 - 80 0,1488 0,1676 0,1415 0,1170 0,1301

80 - 90 1,9.10−12 0,1083 0,0008 0,0144 0,0037

90 - 100 0,0779 0,0799 0,0779 0,0774 0,0779

Total 11,2632 3,8991 2,0211 2,3407 2,8780

Table 4 RMSE of PDFs wrt empirical PDF

Besides visual comparison, we also quantitatively evaluate the differences among them by calculating
the distances between them and an empirical density estimated by the kernel smoothing method. The
measure for the distance is the so call root mean squared errors (RMSE). The comparison is conducted
for the whole series as well as for each 10% observations. The results are displayed in Table 4. The results
strongly confirm the fact that normal distribution is the worst option among all alternatives taken into
account in this research. α-stable distribution as the whole is the second best option and in the case
of USD/CZK exchange rate, it models better the left tail behavior of returns. Finally, semi-heavy tail
distributions as the whole come as the best choice for this purpose.

Within this group, however, the results are difficult to be unambiguously interpreted. The generalized
hyperbolic distribution as the general case with all five parameters is expected to perform best. But it is
true only in the case of USD/CZK exchange rate as the whole. But for the left tail of this returns series,
the normal inverse gaussian, which is its special case when λ = −0.5, is a better option. For EUR/CZK
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exchange rate returns series, hyperbolic distribution is the better choice when the whole distributions are
compared and the normal inverse distribution is better option when we want to model only the left tail
of distribution of returns. For the time being, we are unable to decide whether this result comes from the
difficulties connected with estimation procedure of parameters of the generalized hyperbolic distribution
or it originates from irrelevance of value of λ. The answer to the question will be the subject of our future
research.

5 Conclusion

In this work we try to investigate the ability of α-stable distribution and the distributions from generalized
hyperbolic distribution group to capture characteristic leptokurtic property of returns of financial assets.
Our results confirm the fact that normal distribution is an unsuitable for this task and MLE seems to
be the most appropriate estimation method. Our results obtained for two exchange rate series indicate
the α-stable distribution seems to be generally less suitable for modeling returns distribution than any
distribution from generalized hyperbolic distribution group. But the stable distribution provides the most
accurate approximation left quantiles for the USD/CZK, although the remaining three distributions also
give very good results that are only slightly worse than those of the stable one. However, all distributions
show the greatest variation in middle quantiles around the peak. For the EUR/CZK NIG distribution
gives the best results in two cases in the first three left quantiles. It seems that GHD fares well, but as HD
and NIG are special cases of GHD, GHD should always give better results, which generally have not been
confirmed. Many authors ([4],[6],[8]) consider GHD as inappropriate one due to its overfitting tendency as
well as the non-convexity of its likelihood function. Our results have confirmed these problems. However,
the answer to the question, which type of distribution from this distribution family should be used to
model financial asset returns, still requires further research.
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Comparison of wages in the Czech Regions 
Lubos Marek1 

Abstract. The aim of paper is the comparison of wages in Czech regions. We have a 
time series of wages from 2000 to 2014, ie for 15 years. We work with interval dis-
tribution of wages. The data are observed in great detail. The length of interval is 
500 CZK. In addition to the absolute frequencies in individual intervals, so we can 
calculate the relative frequency and we are able to construct the empirical distribu-
tion of wages. The data file is progressively increased over time, in 2014 contains 
some 2 million observations. We work with basic descriptive characteristics - aver-
age wage, variance, quantile measures (10%, 25%, 50%, 75% a 90% quantiles) and 
working time fund. Data are presented for the second quarter of the year, because 
this quarter has the most stable working time fund. Because our data are observed in 
time, we will also be interested in the trend of the characteristics over all 15 years. 
We compute the trend function and growth rate over time for each individual time 
series. The Gini index will be very interesting for us, too. This index allows us to 
compare the rate of wage inequality in individual regions. 
 
Keywords: wage, region, average wage, quantile, Gini index. 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
One of the most frequently discussed issues not only in the economy is the amount of wages. There is a general 
opinion that wages are not the same across the country and varies from region to region. We will try to support 
this feeling and compare wages in individual regions of the Czech Republic. We work with data over years 
2000-2014. The data source is firm Trexima, which conducts regular surveys regarding wages - see [10]. Data 
are published as interval frequency table. We work with very detailed data. Our interval frequency table has the 
length of interval 500 CZK. The sample size is great – over two million observations. The basic statistical 
characteristics were computed form data – mean, standard deviation and quantile measures (10%, 25%, 50%, 
75% and 90% quantile). The very important for us is median (50% quantile). Because we work with interval 
frequency distribution, we can construct a frequency polygon, as an empirical counterpart of the probability 
density function. Since the data have the character of a time series, it is possible to study behavioral trends or the 
dynamism of these time series. We are also interested in the Gini index, which enabled the comparison of 
redistribution of wages in individual regions. 

2 Methodology 
Whole analysis is performed in MS Excel. We used the basic statistical functions and procedures for our 
computing. The theory of descriptive statistics is used, specifically working with interval frequency tables – 
details in Čermák and Vrabec [3]. 

The calculation of trend function was made in Regression procedure. This procedure is a part of Data 
Analysis  in Add Ins menu. The trend function were computed directly in procedure Graphs. We computed the 
trend equaiton and R-square in this procedure, too – details in Cipra [2].  R-square we use as a tool for quality 
model checking. When we computed Gini index, we fitted the data by 5th degree polynomial. Then was needed 
to compute the relevant integral (so we have calculated the area under the curve of the polynomial). Details on 
the methodology of calculating the Gini index can be found eg. in Gini [4] and in Marek [8]. 
Our data have the character of time series. The level of wages is affected by inflation. The level of inflation is 
not considered in our calculations. So, we work with data in current prices of the year. It is not a problem to 
include the inflation in the calculations – but general view of the results of the comparison, however, does not 
change. Empirical frequency distributions can be modeled either directly or through a mixture of probability 
distributions. We chose the first approach, the second is described in other articles or in papers Mala [7] or 
Bartosova [1].  

                                                           
1 University of Economics, Prague/Department of Statistics and Probability, W. Churchill sq. 4, Prague 3, Czech 
Republic, marek@vse.cz. 
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3 Data analysis 

3.1 Average wage 
Let's first look, how it developed average wage in individual regions. This issue is very closely involved in the 
work Marek [8] or [9]. The average wages (in CZK) are included in Table 1 and Figure 1.  At the firs look we 
can see that a special position has the region Prague. The average wage here is much higher than average wages 
in other regions. The second highest wage has region Středočeský. The average wages are significantly affected 
by  the production of cars in Mladá Boleslav and in Kolín. Among other region has such differences are not so 
significant. The average wages are comparable, the differents are small.  Long-term low wages are in region 
Karlovarský. 
 

Praha St ředočeský Jiho český Plze ňský Karlovarský Ústecký Liberecký Královehradecký Pardub ický Vyso čina Jihomoravský Olomoucký Zlínský Moravskoslezský
2000 15,570 12,977 11,762 11,883 10,969 12,436 11,721 11,436 10,848 10,272 11,271 10,897 11,395 12,454
2001 17,752 14,916 13,421 13,971 12,997 14,515 13,660 13,601 12,879 12,592 12,931 12,916 13,084 14,723
2002 19,592 15,821 14,581 15,558 14,362 15,565 14,572 14,312 14,010 13,583 14,344 14,242 13,716 15,793
2003 21,144 16,718 15,175 16,523 15,013 16,599 15,716 15,419 15,001 14,136 15,659 15,346 15,121 16,870
2004 21,289 17,130 15,960 16,499 15,706 17,124 16,453 15,903 15,558 15,258 16,054 15,778 15,530 17,099
2005 23,173 18,402 16,914 17,569 16,542 17,756 17,194 16,634 16,393 16,528 17,032 16,599 16,381 17,940
2006 25,463 19,281 17,550 18,059 17,414 18,206 18,436 17,349 17,248 17,485 18,129 17,344 17,084 18,627
2007 27,726 20,662 19,003 19,781 18,678 19,681 19,521 19,024 18,478 18,986 19,704 18,792 18,452 19,925
2008 29,780 22,184 20,186 20,953 19,482 20,567 20,492 20,203 19,776 20,427 20,997 19,662 19,489 21,262
2009 31,411 23,443 20,988 21,834 20,775 21,641 21,593 21,305 20,616 20,785 22,203 20,647 20,245 21,710
2010 31,827 24,174 21,720 22,554 21,310 22,211 22,547 21,785 20,988 21,454 22,900 21,217 20,864 22,475
2011 32,257 24,639 21,966 22,697 21,146 22,521 22,963 22,160 21,244 21,955 23,689 21,633 21,256 23,063
2012 32,506 25,449 22,357 23,389 21,441 22,909 23,341 22,827 21,742 22,381 24,130 21,936 21,485 23,515
2013 33,120 25,801 22,705 23,863 21,697 23,188 23,589 23,286 21,976 22,687 24,867 22,495 21,892 23,837
2014 33,308 26,282 23,130 24,310 21,970 23,427 23,972 23,513 22,428 23,029 25,122 22,704 22,383 23,957  

Table 1 Average wages in regions 

 

 Figure 1 Average wages in regions 

3.2 Quantile measures of wages 
We work with 14 regions, for each region we calculated 5 quantiles for each year (2000 – 2014) – details in 
Malá [6] or in Hindls [5]. So, we have 14 x 5 x 15 = 1050 different quantiles. It is not possible to show all result 
in our paper. We show only a few selected quantiles in Figure 2. We choiced regions Praha (indication Pr in 
figure) and Karlovarský (indication Ka in figure) and we compare these two regions only. The symbols have the 
following meaning: D1 – 10% quantile, Q1 – 25% quantile, Median – 50% quantile, Q3 – 75% quantile, D9 – 
90% quantile. Quantiles are sorted from top to bottom as listed in the legend. The PR D9 is 90% quantile for the 
Prague region etc. At first view it is obvious that the 90% quantile and the 75% quantile for Prague are more 
greater than the 90% quantile for the Karlovarský region. This means that 25% of the highest wages in Prague is 
equal or higher than the 10% of the highest wages in the Karlovarský region. The median for the Prague and 
75% quantile for Karlovy Vary are almost the same. Thus, 50% of the highest wages in Prague corresponds to its 
level of 25% of the highest wages in Karlovarský region. Furthermore, it is almost the same 25% quantile for the 
Prague and the median for Karlovarský region. This means that 75% of the highest wages in Prague is equal to 
or higher than 50% of the highest wages in the Karlovarský region. If we compare the Prague percentiles with 
other regions, the differences were not already so significant, but there are still great. 
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Figure 2 Quantiles – Praha and region Karlovarský  

3.3 Trend and growth rate 
Because we have a large number of results, it is not possible to show all trend functions for all regions. We 
choiced 3 regions only – Praha (the highest wages), Jihočeský region (the lowest wages)  and Jihomoravský 
region, which represents all other regions. Previously wages grew by linear trend but in the last years the growth 
rate slows and the trend is rather quadratic. But we have data only up to 2014 and it is expected that due to the 
favorable development of the economy will grow wages much faster in the next years. The R-square is very near 
to 1, the quality of trend function is very good. 

 Figure 3 Trend for selected regions 
Praha St ředočeský Jiho český Plze ňský Karlovarský Ústecký Liberecký Královehradecký Pardub ický Vyso čina Jihomoravský Olomoucký Zlínský Moravskoslezský

2000 - - - - - - - - - - - - - -
2001 1.140 1.149 1.141 1.176 1.185 1.167 1.165 1.189 1.187 1.226 1.147 1.185 1.148 1.182
2002 1.104 1.061 1.086 1.114 1.105 1.072 1.067 1.052 1.088 1.079 1.109 1.103 1.048 1.073
2003 1.079 1.057 1.041 1.062 1.045 1.066 1.078 1.077 1.071 1.041 1.092 1.078 1.102 1.068
2004 1.007 1.025 1.052 0.999 1.046 1.032 1.047 1.031 1.037 1.079 1.025 1.028 1.027 1.014
2005 1.088 1.074 1.060 1.065 1.053 1.037 1.045 1.046 1.054 1.083 1.061 1.052 1.055 1.049
2006 1.099 1.048 1.038 1.028 1.053 1.025 1.072 1.043 1.052 1.058 1.064 1.045 1.043 1.038
2007 1.089 1.072 1.083 1.095 1.073 1.081 1.059 1.097 1.071 1.086 1.087 1.084 1.080 1.070
2008 1.074 1.074 1.062 1.059 1.043 1.045 1.050 1.062 1.070 1.076 1.066 1.046 1.056 1.067
2009 1.055 1.057 1.040 1.042 1.066 1.052 1.054 1.055 1.042 1.017 1.057 1.050 1.039 1.021
2010 1.013 1.031 1.035 1.033 1.026 1.026 1.044 1.023 1.018 1.032 1.031 1.028 1.031 1.035
2011 1.014 1.019 1.011 1.006 0.992 1.014 1.018 1.017 1.012 1.023 1.034 1.020 1.019 1.026
2012 1.008 1.033 1.018 1.030 1.014 1.017 1.016 1.030 1.023 1.019 1.019 1.014 1.011 1.020
2013 1.019 1.014 1.016 1.020 1.012 1.012 1.011 1.020 1.011 1.014 1.031 1.025 1.019 1.014
2014 1.006 1.019 1.019 1.019 1.013 1.010 1.016 1.010 1.021 1.015 1.010 1.009 1.022 1.005

Average 1.056 1.052 1.049 1.052 1.051 1.046 1.052 1.053 1.05 3 1.059 1.059 1.054 1.049 1.048  
Table 2 Growth rate 

y = -61.954x2 + 250034x - 3E+08
R² = 0.9812

y = -42.373x2 + 170860x - 2E+08
R² = 0.9885

y = -27.455x2 + 111217x - 1E+08
R² = 0.9935
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The growth rate is in Table 2. This rate is more or less similar in all regions. Wages are growing by an 
average of 5% annually (impact 2005-2008 period), in recent years, growth slowed. We expect a faster growth of 
wages in the next year, because the economy is growing rapidly. 
 

3.4 Gini index 
The Gini index is a measure of statistical dispersion intended to represent the income distribution of a nation's 
residents, and is the most commonly used measure of inequality. A Gini index of zero expresses perfect equality, 
where all wages are the same. A Gini coefficient of one (or 100%) expresses maximal inequality among wages. 
In our country, the rate of redistribution classically is low. In most western economies, this index is higher, but it 
is not valid for the Scandinavian countries.  

This index is mostly show for the whole country. We computed the values of this index for each region 
for yeach year. The values of Gini index are in Table 3. As expected, the highest value are reached in Prague. 
Prague is comparable to western economies. Gini index values in other regions are significantly smaller. This 
means that in Prague is the greatest degree of redistribution. The Gini index values for year 2014 are in Figure 4. 

 
Praha St ředočeský Jiho český Plze ňský Karlovarský Ústecký Liberecký Královehradecký Pardub ický Vyso čina Jihomoravský Olomoucký Zlínský Moravskoslezský

2000 0.293 0.236 0.246 0.234 0.232 0.241 0.242 0.225 0.235 0.229 0.242 0.223 0.240 0.233
2001 0.295 0.235 0.248 0.230 0.230 0.234 0.237 0.230 0.230 0.236 0.240 0.239 0.224 0.232
2002 0.232 0.303 0.245 0.228 0.228 0.238 0.241 0.232 0.229 0.235 0.235 0.228 0.228 0.225
2003 0.298 0.235 0.235 0.228 0.230 0.230 0.224 0.224 0.225 0.237 0.235 0.235 0.222 0.236
2004 0.227 0.275 0.224 0.224 0.230 0.230 0.236 0.218 0.215 0.228 0.224 0.218 0.218 0.229
2005 0.223 0.279 0.242 0.232 0.235 0.235 0.241 0.222 0.222 0.230 0.237 0.237 0.234 0.234
2006 0.232 0.285 0.243 0.236 0.229 0.229 0.245 0.226 0.234 0.234 0.247 0.247 0.224 0.237
2007 0.237 0.306 0.237 0.237 0.236 0.236 0.243 0.230 0.230 0.231 0.231 0.227 0.236 0.236
2008 0.306 0.306 0.237 0.237 0.226 0.234 0.243 0.234 0.228 0.234 0.235 0.252 0.225 0.235
2009 0.304 0.304 0.248 0.232 0.240 0.240 0.243 0.231 0.230 0.232 0.256 0.256 0.230 0.234
2010 0.234 0.299 0.241 0.241 0.231 0.237 0.232 0.232 0.228 0.233 0.254 0.254 0.229 0.235
2011 0.304 0.304 0.249 0.241 0.231 0.231 0.244 0.229 0.229 0.234 0.236 0.258 0.230 0.233
2012 0.307 0.307 0.253 0.236 0.236 0.231 0.242 0.229 0.231 0.232 0.235 0.259 0.234 0.231
2013 0.307 0.258 0.239 0.240 0.235 0.246 0.231 0.233 0.236 0.237 0.264 0.237 0.235 0.241
2014 0.305 0.261 0.238 0.239 0.235 0.247 0.234 0.235 0.234 0.237 0.265 0.238 0.237 0.239  

Table 3 Gini index 

Figure 4 Gini index in regions 2014 

 

3.5 Frequency polygon 
Frequency polygon is the empirical counterpart probability density function. Wage developments in individual 
regions have changed over time in terms of basic measures – level, variability, skewness and kurtosis. Generally, 
the measure of the level increases, the variability of distribution increases over time, increases skewness and 
significantly decreases kurtosis. All this clearly points to the fact that the wages grow significantly over time and 
individual differences between wages are more and more greater. The wage development over time we can be 
relatively good describe by the various probabilistic models – more in articles Marek [8] or [9].  

We chose to show only a few polygons. At the Figures 5 and 6 we compare the polygons for Praha and 
region Karlovarský over years 200-2014. We can see the basic differents between these two regions in all 
statistical characteristics. At Figure 7 is comparison of all regions in year 2014. The last Figure 8 is subset of 
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Figure 7. Three choiced regions are displayed.  In terms of time, the development in all regions is very similar, 
but in different measures. The difference between regions are in all observed charasteristics. Of all the regions is 
significantly different Praha. The wages in Praha are significantly highest, there is the greatest variability and 
skewness, kurtosis is smallest. 
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Figure 5 Polygon – Prague 2000 - 2014 Figure 6 Polygon – region Karlovarsky 2000 - 2014 
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4 Conclusions 
Based on the results we can make some conclusions. 

� The average wage in individual region is different. Praha is quite different, wages here are completely 
different from other regions. The average wage in Praha is the highest and from other regions differs 
very significantly. High wages achieves even region Středočeský, which is due to production of cars in 
Mladá Boleslav and in Kolín. Among other regions, already is not a significant difference. The wages 
are lower and most regions are comparable. The lowest wages are in the region Karlovarský. 

� To quantile measures are valid similar conclusions as to the average. Interesting is the fact that the me-
dian in Prague reaches an average for the whole country. This means that 50% of wages in Prague is 
larger than the national average. Normally, the average is 68% quantile of the whole country. Thus, on-
ly approximately 32% wages are greater than average. 

� Development in time is described by trend function. The best trend function is 2nd degree polynomial. 
The R-square is very near to 1 for all our models. This means that the quality of trend function is very 
good. The growth rate is more or less similar in all regions. Wages are growing by an average of 5% 
annually, in the last years is growth smaller. We expect a faster growth of wages in the next year, be-
cause the economy is growing rapidly. The highest growth rate is in region Praha the lowest in region 
Ústecký. 
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� Gini index reached its highest level for the region Praha. From this perspective, Prague is comparable 
with developed economies. In other regions is markedly lower value. In long term, this index is approx-
imately constant in all regions. 

� Frequency polygon changes significantly over time in all regions. The difference is between individual 
regions, too. Overall, the level of statistical increases. The variability of distribution and skewness in-
crease over time, and significantly decreases kurtosis. 

� The differences among regions exist in other basic economic statistics, such are GDP per capita, unem-
ployment rate etc. It will be very interesting to compare the regions by more statistics at one time. This 
analysis goes beyond the scope of this article. We will publish it in other articles.  
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Efficient Distribution of Investment Capital 
Patrice Marek1, Tomáš Ťoupal2, František Vávra3 

Abstract. Kelly showed in his well-known paper that if a result of a bet or an invest-
ment is uncertain, it is not advisable to bet or invest the whole capital as this leads, 
with certainty, to bankruptcy. Instead of investing the whole capital Kelly proposed 
to invest a fraction of the capital. More on a proportional gambling, also known as 
Kelly gambling, was investigated by Cover and Thomas. Our paper uses principles of 
a log-optimal portfolio from both sources and an approximation of the main criteria 
is used instead. Doing this allows us effective statistical inference. 
Usual procedure is to maximize expected value of the logarithm of the capital after an 
investment. The obtained solution is not comfortable for use in real-life situations; 
therefore, we propose alternative approach where the logarithm is substituted by the 
second-order Taylor polynomial. Same as in the case of a log-optimal portfolio we 
can obtain trivial solution, i.e. to invest all or nothing but usually a fraction of the 
capital will be invested. This fraction is based on simple characteristics that can be 
easily estimated from existing data: expected value and variance. 
 
Keywords: Investment, optimal capital distribution, Kelly gambling, proportional 
gambling, log-optimal portfolio, approximation, Taylor polynomial. 

JEL Classification: G110 
AMS Classification: 91G10 

1 Introduction 
It is well known that to invest the whole capital is risky and therefore an investor wants to invest only some part 
of his capital. This paper answers the question how to find an optimal part of the capital that is invested. The 
findings obtained by Kelly [1] and Cover and Thomas [3] are used in the second section to find a log-optimal 
portfolio and an approximation of the main criteria is suggested to ensure that characteristics necessary to deter-
mine the optimal part of the capital can be estimated easily enough. 

The theory is presented in the second section of this paper where all possible situations determining the optimal 
part of the invested capital are investigated. Simple rules that can be used to decide what is the optimal invested 
part of the capital are formulated in the third section of this paper. Two examples – test case and real-life example 
– are presented in the fourth section with aim to demonstrate usage of obtained theoretical results. The fifth section 
summarizes the paper and suggests the future work. 

2 Optimizing Investment 
Let us consider a recurring investment with an initial capital 𝐹" in an asset 𝐴. In the first round a part 𝑠%, 𝑠% ∈ 0,1 , 
of the initial capital is invested in the asset 𝐴 and the rest is left uninvested, i.e. without appreciation. 𝑍, 𝑍 > 0 will 
denote a relative part of the original invested capital that is obtained after one round of investment (𝑍 > 1 means 
that the initial invested capital is increased and 𝑍 < 1 means that the initial invested capital is decreased). 𝑍 is a 
random variable described by a probability density function 𝑓. 𝑥 . Further, 𝐹0 will denote the capital after the 𝑖th 
round of an investment, 𝑠0, 𝑠0 ∈ 0,1  will denote a relative part of the capital invested in the 𝑖th round of an 
investment and 𝑍0 will denote the relative part of the original invested capital that is obtained in the 𝑖th round of 
investment. 

The capital after the first round of an investment is 

 𝐹% = 𝐹" ⋅ 1 − 𝑠% + 𝐹" ⋅ 𝑠%𝑍% = 𝐹" 1 − 𝑠% + 𝑠%𝑍% ,			0 ≤ 𝑠% ≤ 1 (1) 

                                                             
1 NTIS – New Technologies for the Information Society, Faculty of Applied Sciences, University of West Bohe-
mia, Technická 8, Plzeň, Czech Republic, e-mail: patrke@kma.zcu.cz. 
2 NTIS – New Technologies for the Information Society, Faculty of Applied Sciences, University of West Bohe-
mia, Technická 8, Plzeň, Czech Republic, e-mail: ttoupal@kma.zcu.cz. 
3 Department of Mathematics, Faculty of Applied Sciences, University of West Bohemia,  
Technická 8, Plzeň, Czech Republic, e-mail: vavra@kma.zcu.cz. 
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the capital after the second round of an investment is  

 𝐹8 = 𝐹% ⋅ 1 − 𝑠8 + 𝐹% ⋅ 𝑠8𝑍8 = 𝐹" 1 − 𝑠% + 𝑠%𝑍% ⋅ 1 − 𝑠8 + 𝑠8𝑍8 ,			0 ≤ 𝑠0 ≤ 1 (2) 

and the capital after the 𝑛th round of an investment is 

 𝐹: = 𝐹" 1 − 𝑠0 + 𝑠0𝑍0

:

0;%

= 𝐹" 1 + 𝑠0 𝑍0 − 1
:

0;%

,			0 ≤ 𝑠0 ≤ 1. (3) 

In the following parts the logarithm of (3) will be used. The reason for this modification is a computational 
complexity (it is more convenient to work with summation obtained by logarithm) and the fact that logarithm is a 
continuous strictly increasing function and therefore this change will have no effect on the position of the maxima. 
Logarithm of (3) is 

 ln 𝐹: = ln 𝐹" + ln 1 + 𝑠0 𝑍0 − 1
:

0;%

,			0 ≤ 𝑠0 ≤ 1. (4) 

Both 𝐹: and ln 𝐹: are random variables. The expected value can be used to convert (4) into a deterministic form 
given by  

 𝐸 ln 𝐹: = ln 𝐹" + 𝐸 ln 1 + 𝑠0 𝑍0 − 1
:

0;%

,			0 ≤ 𝑠0 ≤ 1. (5) 

Logarithm in (5) provides a condition that 1 + 𝑠0 𝑍0 − 1 > 0, i.e. 𝑍0 > 0, 𝑖 = 1,2, … , 𝑛 but this is the assumption 
made in the previous paragraphs and therefore we can consider it as fulfilled. Now, it is possible to use the classical 
procedure to maximize (5), i.e. using partial derivatives and investigation of the interval endpoints. The first and 
second derivatives of (5) are 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹: = 𝐸
𝜕
𝜕𝑠0

ln 1 + 𝑠0 𝑍0 − 1 = 𝐸
𝑍0 − 1

1 + 𝑠0 𝑍0 − 1
, (6) 

 
𝜕8

𝜕𝑠08
𝐸 𝑙𝑛 𝐹: = −𝐸

𝑍0 − 1
1 + 𝑠0 𝑍0 − 1

8

≤ 0.	 (7) 

It is clear that the decision made in the previous rounds of an investment will have no effect on the current 
round of investment and the current round will have no effect on the following rounds (from the point of choosing 
an optimal part of a capital to invest). Next, we are looking for the optimal fraction of a capital that will be invested 
and an amount of the current capital is therefore insignificant for the analysis. It can be seen from (5) that to 
maximize the sum we have to maximize each single term of the sum, i.e. to maximize outcome in each round of 
investment individually. Therefore, the following analysis will be restricted only on the outcome from one round 
of investment. 

Solving (6) for 𝑠0 can be problematic in a practical task and therefore, in some parts, an approximation of the 
logarithm by the second-order Taylor polynomial at 𝑥 = 1 will be used instead, i.e. 

 ln 𝑥 ≈ 𝑔 𝑥 = 𝑥 − 1 −
1
2
𝑥 − 1 8. (8) 

We can use following information to find a point 𝑠0, 𝑠0 ∈ 0,1 , where (5) reaches the global maximum (we 
recall that 𝑍0 > 0): 

• The function given by (5) is continuous in 𝑠0, 𝑠0 ∈ 0,1 ; 
• The first derivative given by (6) exists for each 𝑠0 ∈ 0,1 ; 
• The second derivative given by (7) is nonpositive, i.e. the 𝐸 ln 𝐹:  as the function of 𝑠0 is concave. 

Now, the situation will be examined in the following subsections for several possible cases that arise from the 
previous list. 

2.1 Extreme in Endpoints 
If the derivative in (6) is positive for each 𝑠0 in 0,1 , then 𝐸 ln 𝐹:  as the function of 𝑠0 is decreasing. The maxi-
mum is therefore achieved in the point 𝑠0 = 0. 
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If we use the information that the function is continuous, the first derivative exists for each 𝑠0 and the function 
of 𝑠0 is concave then we are able to make the same decision from a simple situation where only the endpoints of 
interval for 𝑠0 are investigated. The situation described above corresponds to the situation where (6) is nonpositive 
for 𝑠0 = 0 and negative for 𝑠0 = 1. This gives us the following conditions which have to be fulfilled simultane-
ously.  

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;"

= 𝐸 𝑍0 − 1 ≤ 0 (9) 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;%

= 𝐸 1 −
1
𝑍0

< 0	 (10) 

In other words, the conditions (9) and (10) ensure that the function with given properties is decreasing in 𝑠0 
and therefore the maximum is obtained for 𝑠0 = 0. 

Similar procedure leads to the conclusion that the maximum of (5) is obtained for 𝑠0 = 1 when the following 
conditions are fulfilled simultaneously. 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;"

= 𝐸 𝑍0 − 1 > 0 (11) 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;%

= 𝐸 1 −
1
𝑍0

≥ 0	 (12) 

Here, the conditions (11) and (12) ensure that the function with given properties is increasing in 𝑠0 and therefore 
its maximum is obtained for 𝑠0 = 1.  

In a special case the function is constant if both conditions, (11) and (12), are equal to zero. This also means 
that the derivative in (6) is zero on the whole interval. Using 𝑠0 ∈ 0,1  in (6) we obtain that the only way how to 
fulfill (6) is that 𝑍0 have to be deterministic and it is equal to 1 (however, this situation is almost impossible in 
a real-life case). Therefore, the capital does not change after the investment and this result is independent of 𝑠0. 
Thus, any value of 𝑠0 can be used, e.g. 𝑠0 = 0. This value is reasonable because we know for sure that the result 
will be exactly the same as the invested capital and therefore we choose to safe our time and not to invest. 

2.2 Extreme Inside Interval 
The extreme is inside the considered interval if the following conditions are fulfilled simultaneously. 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;"

= 𝐸 𝑍0 − 1 > 0 (13) 

 
𝜕
𝜕𝑠0

𝐸 ln 𝐹:
FG;%

= 𝐸 1 −
1
𝑍0

< 0	 (14) 

Remark 1. The rest situations that were not yet examined are not achievable because the function is convex, i.e. 
it is not possible to obtain these combinations of conditions: 

• 𝐸 𝑍0 − 1 ≤ 0 and 𝐸 1 − %
.G

> 0; 

• 𝐸 𝑍0 − 1 < 0 and 𝐸 1 − %
.G

= 0. 

For the situation where (13) and (14) are fulfilled the approximation of (5) with (8) is used. This results in 

 𝐸 ln 𝐹: ≈ ln 𝐹" + 𝐸 𝑔 1 + 𝑠0 𝑍0 − 1
:

0;%

,			0 ≤ 𝑠0 ≤ 1. (15) 

The same approximation is used for (6) which is set to zero and solved 

 𝐸
𝜕
𝜕𝑠0

𝑔 1 + 𝑠0 𝑍0 − 1 = 𝐸
𝜕
𝜕𝑠0

𝑠0 𝑍0 − 1 −
1
2
𝑠08 𝑍0 − 1 8 = 0. (16) 
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Using some algebra, it is obtained form (16) 

 𝐸 𝑍0 − 1 − 𝑠0𝐸 𝑍0 − 1 8 = 0 (17) 

and the solution is  

 𝑠0
IJK =

𝐸 𝑍0 − 1
𝐸 𝑍0 − 1 8 . (18) 

Next, the approximation of (7) gives 

 
𝜕8

𝜕𝑠08
𝐸 𝑔 1 + 𝑠0 𝑍0 − 1 = −𝐸 𝑍0 − 1 8 < 0.	 (19) 

We do not consider (19) to be equal to 0 as this would mean that 𝑍0 = 1 with probability 1, i.e. it would mean that 
𝑍0 is not a random variable and after each round of investment we would have the same amount of the capital as 
before the investment. This result means that (19) guaranties that 𝑠0

IJK in (18) is the point where the maximum is 
realized. Using condition 𝑠0 ∈ 0,1  and (18) we obtain 

 0 ≤
𝐸 𝑍0 − 1
𝐸 𝑍0 − 1 8 ≤ 1. (20) 

In the case where 𝐸 𝑍0 − 1 > 𝐸 𝑍0 − 1 8  we set 𝑠0
IJK = 1. Obviously, if 𝐸 𝑍0 − 1 < 0 then it is not reasona-

ble to invest and we set 𝑠0
IJK = 0. 

Obtaining a point estimate of  𝐸 𝑍0 − 1  and 𝐸 𝑍0 − 1 8  in (18) is a standard statistical task whereas to solve 
(6) can be problematic. 

3 Decision Summary 
Using the theory described in the section 2 it is possible to formulate simple rules for the decision making. This 
decision is affected by random variable 𝑍0 and it is necessary to know (or to estimate) its following characteristics: 

• 𝐸 𝑍0 − 1  which represents expected value of a net income in one round of an investment (before taxes); 
• 𝐸 𝑍0 − 1 8  which represents variability of a net income in one round of an investment (before taxes); 
• 𝐸 1 − %

.G
= 𝐸 .GL%

.G
 which represents the expected value of a relative net income in one round of an in-

vestment (before taxes); 

Decision is made by the rules in Table 1 (all rules were derived in the previous section). 

 

Conditions Decision 

𝐸 𝑍0 − 1 ≤ 0	 ∧ 	𝐸 1 −
1
𝑍0

< 0 𝑠0
IJK = 0, i.e. not to invest 

𝐸 𝑍0 − 1 > 0 ∧ 	𝐸 1 −
1
𝑍0

≥ 0 𝑠0
IJK = 1, i.e. invest the whole capital 

𝐸 𝑍0 − 1 = 0 ∧ 	𝐸 1 −
1
𝑍0

= 0 𝑠0
IJK ∈ 0,1 ; as 𝑍0 = 1 for all 𝑠0

IJK ∈ 0,1 ; use 𝑠0
IJK = 0 

𝐸 𝑍0 − 1 > 0 ∧ 	𝐸 1 −
1
𝑍0

< 0 use Table 2 for a decision, i.e. decision based  
on the approximation of the logarithm 

Table 1 Decision making rules 

Remark 2. We recall that the following situations are not achievable because the function is convex: 
• 𝐸 𝑍0 − 1 ≤ 0 and 𝐸 1 − %

.G
> 0; 

• 𝐸 𝑍0 − 1 < 0 and 𝐸 1 − %
.G

= 0. 

Table 2 contains decision for the last situation given in Table 1 (𝐸 𝑍0 − 1 > 0 ∧ 	𝐸 1 − %
.G

< 0). 
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Conditions Decision 

0 ≤
𝐸 𝑍0 − 1
𝐸 𝑍0 − 1 8 ≤ 1 𝑠0

IJK = N .GL%
N .GL% O , condition guaranties that 𝑠0

IJK ∈ 0,1  

𝐸 𝑍0 − 1 > 𝐸 𝑍0 − 1 8  𝑠0
IJK = 1, i.e. invest the whole capital 

𝐸 𝑍0 − 1 < 0 𝑠0
IJK = 0, i.e. not to invest 

Table 2 Decision making rules in the case of an approximation 

Standard statistical procedures can be used to test the rules given in Table 1 and Table 2 when a large enough 
random sample is available. This is usually not a problem when we are dealing with a financial data set that tends 
to be large.  

We recall that strategy used in a given round of an investment is independent of strategies in the previous 
rounds of an investment. Therefore, it is also possible to use information on changing distribution of 𝑓. 𝑥  (by 
change it is meant change in time). This means that an asset used for the investment can be completely different 
from an asset used in the previous rounds. The presented procedure can be easily used and generalized for an 
investment of a money or a situation with more assets. Using more assets will require usage of nonlinear program-
ing.  

A demonstration that the objective function given by (5) and its approximation introduced in (15) are similar 
and flat around the point of maximum will be shown in the following section. The fact that functions are flat 
around the point of maximum means that the obtained solution is robust and it can be used in a real-life investment 
where we have to deal with problems which are extremely hard to describe analytically, i.e. a delay between time 
of decision and time of investment (the price can differ from the price used in analysis); different time between 
listing days; a difference between function (5) and its approximation; a transaction costs and taxes. 

4 Results Presentation 
Two examples are shown in this section, the first one where generated values are used and the second one where 
real data set is used. 

4.1 Test Case 
We will use model situation to present course of the criterion (5) for one round of investment where the initial 
capital is set to one, i.e. 𝐹" = 1, this results in 

 𝐸 ln 𝐹% = 𝐸 ln 1 + 𝑠% 𝑍% − 1 ,			0 ≤ 𝑠% ≤ 1 (21) 

and the approximation of the criterion based on (8) results in 

 𝐸 ln 𝐹% ≈ 𝐸 𝑠% 𝑍% − 1 −
1
2
𝑠%8 𝑍% − 1 8 ,			0 ≤ 𝑠% ≤ 1. (22) 

 
Figure 1 Demonstration of results – test case 

Figure 1 shows comparison of (21) and (22). Optimal relative part of invested capital is 0.344 when the original 
criterion is used and 0.345 when the approximation is used (difference 0.409%). The value of the original criterion 
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function for the optimal relative part of invested capital is 8.3957 ⋅ 10LV and the value of the approximation of the 
criterion function for the optimal relative part of invested capital is 8.3958 ⋅ 10LV (difference -0.002%). The re-
sults suggest that the method is robust and provides similar results even when the approximation is used. 

4.2 Real Data 
In this part, the application of the theory from section 3 is used for an investment to Amundi Funds Equity US 
Relative Value (CZK), ISIN LU0568606221. Historical prices of this fund are available at [2]. We test the time 
frame from 2. 1. 2014 to 19. 4. 2016. The statistical inference is made each day using daily prices in the last year 
(first estimation is made from historical data in 2013 and investing starts on 2nd January 2014). This produces 
estimation of rules used in Table 1 and Table 2. According to the obtained value of 𝑠IJK (relative part of the 
invested capital) we adjust our position in this fund each day. Comparison of this strategy with strategy buy-and-
hold, i.e. where the whole capital is invested to the fund with no change during the whole interval, is shown in 
Figure 2. 

Remark 3. We do not use any limitation in this example, i.e. we assume that the fund is frictionless and that there 
are no taxes and transaction costs. On the other hand, we use a delay between time of decision and time of invest-
ment, so the fund is not bought for the price that were used for the decision but it is bought for the price that is 
available at the next day. We also assume that money left aside are not subject to interest. 

 
Figure 2 Demonstration of results – real example 

As can be seen in Figure 2, the strategy started with 𝑠IJK = 1 and maintained this value for more than one and 
half year, i.e. the same results as the strategy buy-and-hold. Courses of both strategies went to different directions 
in mid-2015 and the optimal strategy produced better results. 

5 Conclusion 
This paper showed how to allocate investor’s capital between money and a risky asset so that the log-optimal 
strategy is obtained. To achieve easy enough procedure an approximation of the main criteria was used. This 
approximation has a little impact on the solution as was presented in the fourth section of this paper and it is based 
on easily estimated characteristics.  

In the fourth section, a test case and a real-life example were presented. In the test case, it was shown that the 
main criteria and its approximation has small difference. The real-life example demonstrated that the presented 
procedure using approximation can produce better results than buy-and-hold strategy. 

Future works will be focused on investigation of a delay between time of a decision and time of an investment; 
developing simple trading strategies that will allow to avoid too frequent trading with high transaction costs. More 
work has to be done for a testing real-life data, i.e. more assets has to be evaluated to strongly support presented 
procedure. 
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Abstract. The purpose of the article is to study the dynamic and spatial changes of 
selected variables that characterize the social, economy and labour market in EU 
countries. The article analyses the scale and dynamics of the changes in selected 
economic values with the use of taxonomic measures: the HDI indicator and the 
taxonomic model measure. The socio-economic development of the EU countries is 
inhomogeneous. Each of the countries features a certain dissimilarity, dynamic of 
changes. The labour market is also inhomogeneous, which is indicated by many 
characteristics concerning economy. The paper consists of two parts. In the first one 
methods used in analyses are shown, the second one presents the most important re-
sults of research. The empirical analysis was conducted on the base of selected eco-
nomic indicators for the countries of the EU, a temporal-spatial analysis was con-
ducted. The period of study was 1980 – 2015.  

Keywords: dynamic analysis, multivariate comparative analysis, economic and la-
bour market characteristics. 
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1 Introduction 

Countries belonging to the European Union are, in comparison to other countries in the world, perceived as well 
developed socially as well as economically. This is widely confirmed by many analyses conducted by worldwide 
institutions as well as by independent sociologists and economists. Throughout decades Europe has gradually 
reached a level of development which is nowadays described as a high one. However, we can notice many dif-
ferences of a socio-economic nature amongst European Union countries, which are evaluating in time. 

In the 21st century most of the EU countries face a serious challenge connected with the change in the age 
structure of the population. The percentage of population in the past-productive age is increasing whilst the per-
centage of population in the pre-productive age is decreasing, which implicates many changes in the economic 
field, among others, it greatly influences the socio-economic indicators as well as the labour market. 

The purpose of the article is to analyse the dynamics of socio-economic changes, study the selected labour 
market characteristics and examine the relationship between the economic development and the labour market 
situation in the countries belonging to the EU.  

In economic literature concerning the ways of analysing panel data we can find articles of methodical nature 
[4, 8], as well as articles including the use of methodology in economic analyses [5, 6, 7]. 

2 Selected elements of research methodology 

In the empirical analyses we have used selected statistic methods, especially the analysis of correlation, regres-
sion and dynamics, as well as selected methods of multivariate comparative analysis [4, 10]. The conducted 
analyses have been compared with the commonly used measure of socio-economic development level, which is 
the HDI indicator. Its way of construction and interpretation can be found in articles such as: [1, 2, 3, 9]. 

2.1 Multivariate comparative analysis 

In the article we have used selected methods of spatio-temporal data classification. By characterising n objects 
(the EU countries) with the use of m variables (factors), the character of the variables has been defined (stimu-
lants, destimulants) and their normalization has been performed [10]. In multivariate methodology of compara-
tive analysis historical data is taken into consideration. Through this method we can compare different objects 
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(e.g. the EU countries), which are described using many features, for example general economic factors or la-
bour market factors. The methodology is based on the construction of the taxonomic model measure.  

We conduct the normalization of variables . For jx   arithmetic mean of feature j and for js  standard de-

viation of feature j, standardization according to the following formula has been used:   jjijij sxxz /- . 

A pattern  mzzzz 002010 ,,,   and anti-pattern for development  mzzzz 002010 ,,,      has been defined 

for:  












tdestimulanZz
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We have calculated the distance between the object and the pattern. In the article we have used the distance: 

      
 ∑

1

2
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m

j
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     (2)

 

The obtained  variable is not normalized. It has been transformed using a formula  00 /-1 ddm ii  , where im  is 

the taxonomic measure of the development of object i (EU country), 0d  is the distance between the pattern and 

the anti-pattern stated by formula  ∑
1

2
000 -

m

j

ji zzd



 . The higher the level of the phenomenon, the higher 

the value of the measure,  .1,0im  

In a classic perspective the values of the economic and financial indicators are averaged in time. However, 
taking into consideration the dynamic character of the variables, the values of taxonomic measures should be 
analysed in time [6, 7]. 

2.2 Index HDI  construction 

The HDI (Human Development Index) indicator is used to determine the level of development of the countries in 
the world. HDI was constructed in the 90s of the 20th century by Amarty Sen and Mahbuba ul Haqa. 

In the evaluation process, the synthetic indicator HDI takes into account three criteria: a long and healthy 
life, the level of education and life standard. The US programme concerning development recommends calculat-
ing the HDI indicator with the use of basic characteristics which are: 

 Health Index,  for iLE  - average lifespan in country i according to the formula: 

     
65

25
.


 i

i

LE
IndH         (3) 

 Education Index, for iIndLIT.  - illiteracy indicator and iIndENR. - schooling indicator according to the 

formula: 

       iii IndENRIndLITIndE ...
3
1

3
2           (4) 

 Welfare Index, where iy  is the income per one inhabitant in a given country: 

         
   100$log40000$log

100$loglog
.




 i

i

y
IndY .       (5) 

 The social development index per one inhabitant for a given country is calculated according to the formula: 

3

... iii
i

IndYIndEIndH
HDI


          (6) 

It is accepted that the value of HDI on a given level indicates a country which is: highly developed (0.801-1), 
medium developed (0.501-0.8), poorly developed (0-0.5). 

Mathematical Methods in Economics 2016

547



3 Selected empirical study results 

The empirical analysis was conducted on the base of selected economic indicators for the countries of the EU,  
a temporal-spatial analysis was conducted. The period of study was 1980 – 2015, however, due to data absence, 
the consideration was carried out in a narrowed period of time. The source of the data were data bases: UNDP 
Human Development Report, Eurostat, UNESCO Institute of Statistics. 

3.1 Demographic conditions of the EU countries, HDI indicator dynamics 

Analysing the data referring to the EU countries, in many of them we can observe two negative demographic 
phenomena: decreasing number of population and aging of the society.  

The following demographic characteristics for the EU countries were used in the analyses (Table 1): 
 average and anticipated lifespan, 
 the average age in 2015, 
 natural growth in 2000 – 2015, 
 the percentage of people in age groups: 0-14: 0-14, 15-64, 65+ in 2015. 
 

Percentage of people 
in age groups 

Average natural 
growth 

0-14 15-64 65+ 

Country HDI 
1990 

HDI 
2014 

HDI aver-
age change 
rate 1990-
2014 (%) 2000/2005 2010/2015 

Average 
age 

2015 

2015 
Netherlands 0.829 (1) 0.922 (2) 0.463 0.550 0.274 42.4 25.8 46.4 27.8 

Germany 0.801 (4) 0.916 (3) 0.585 0.077 -0.110 46.3 19.7 47.6 32.7 

Denmark 0.799 (5) 0.923 (1) 0.629 0.295 0.395 41.5 27.0 43.9 29.1 

Ireland 0.770 (11) 0.913 (4) 0.743 1.781 1.128 35.9 32.9 47.9 19.2 

Sweden 0.815 (2) 0.907 (5) 0.466 0.353 0.653 41.2 27.6 40.5 31.8 

United  
Kingdom 

0.773 (10) 0.907 (5) 0.697 0.450 0.565 40.5 27.4 44.5 28.1 

France 0.779 (8) 0.888 (8) 0.571 0.740 0.547 41.0 28.6 41.7 29.6 

Austria 0.794 (6) 0.885 (9) 0.473 0.537 0.368 43.3 21.6 50.6 27.9 

Belgium 0.806 (3) 0.890 (7) 0.432 0.462 0.438 41.9 26.7 44.3 29.0 

Luxembourg 0.779 (8) 0.902 (6) 0.639 0.973 1.347 39.1 25.4 53.4 21.2 

Finland 0.783 (7) 0.883 (10) 0.524 0.268 0.343 42.6 26.1 41.6 32.3 

Slovenia 0.766 (9) 0.883 (10) 0.620 0.108 0.241 43.0 21.4 52.2 26.4 

Italy 0.766 (9) 0.873 (12) 0.570 0.538 0.208 45.0 21.8 44.3 33.8 

Spain 0.756 (14) 0.876 (11) 0.643 1.485 0.436 42.2 23.4 49.0 27.6 

Czech Republic 0.761 (12) 0.870 (13) 0.584 -0.039 0.419 40.9 23.0 50.8 26.3 

Greece 0.759 (13) 0.865 (14) 0.570 0.099 0.028 43.5 22.6 46.4 31.1 

Cyprus 0.733 (16) 0.850 (16) 0.646 1.809 1.076 35.9 23.5 58.4 18.1 

Estonia 0.726 (19) 0.861 (15) 0.744 -0.610 -0.284 41.3 24.7 47.2 28.2 

Lithuania 0.730 (17) 0.839 (19) 0.607 -1.248 -0.458 39.7 22.4 54.7 22.8 

Poland 0.713 (20) 0.843 (18) 0.731 -0.076 0.012 39.4 21.7 56.2 22.0 

Slovakia 0.738 (15) 0.844 (17) 0.585 0.013 0.090 38.9 21.4 59.5 19.1 

Malta 0.729 (18) 0.839 (19) 0.613 0.351 0.304 41.4 20.8 53.3 26.0 

Portugal 0.710(21) 0.830 (20) 0.681 0.393 0.038 43.0 21.8 48.9 29.3 

Hungary 0.703 (22) 0.828 (21) 0.714 -0.252 -0.207 41.0 21.9 52.0 26.1 

Croatia 0.670 (25) 0.818 (23) 0.872 -0.390 -0.385 43.1 22.0 49.4 28.6 

Latvia 0.692 (24) 0.819 (22) 0.735 -1.252 -0.574 41.7 23.5 48.3 28.2 

Romania 0.703 (22) 0.793 (24) 0.529 -0.247 -0.260 40.0 21.8 55.9 22.3 

Bulgaria 0.695 (23) 0.780 (25) 0.503 -0.809 -0.763 43.4 21.2 48.7 30.1 

World’s mean 0.597 0.711 0.763 1.244 1.100 29.6 39.5 47.9 12.5 

Table 1 Selected demographic characteristics in the EU countries, HDI indicator dynamics 
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Analysing the characteristics we can state that: 
 the average and anticipated lifespan for all the EU countries was gradually increasing from year to year in 

1990 – 2015, 
 in many countries the demographic structure of population changed; the percentage of people in the age 65+ 

was increasing, whilst the one in the age 0-14 was decreasing, 
 the EU countries featured a low natural growth as well as a low birth rate; the lowest natural growth is ob-

served in the following countries: Lithuania, Latvia, Estonia, Bulgaria, 
 the age structure of Europe's population differs significantly compared with the world average, 
 Germany is a EU country with the greatest demographic encumbrance, 
 amongst the EU countries, the Netherlands is the country with the highest anticipated lifespan – 81 years, 

Bulgaria is the lowest with 73.5 years. 
  

It was shown that HDI values for the EU countries depend on demographic structure of these countries [6, 7]. 

The empirical study was conducted on the base of values referring to three fields of measure of the socio-
economic development level (HDI) for the EU countries in years 1990-2014, i.e. health, education and life stan-
dard, using the following data: average lifespan, schooling indicator, illiteracy indicator, income per 1 inhabitant.  

In years 1990-2014 the values for this measure for EU countries fitted in the section (0.670; 0.922). The HDI 
values in years 1990, 2014 are shown in table 1. From 28 EU countries as many as 26 could already in 2014 be 
referred to as highly developed, for 2 countries the indicator pointed to a medium development (Romania, Bul-
garia). 

For four selected countries: the Netherlands, Czech Republic, Poland and Bulgaria the HDI values in years 
1990-2014 have been presented in figure 1. In 2014, in the highest places in ranking in the world were: Norway 
(0.944), Australia (0.935) and Switzerland (0.930). The last place went to Niger (0.348). 

0,65
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0,9

0,95
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HDI

Netherlands Czech Republic Poland Bulgaria

 

Figure 1 The HDI indicator for selected EU countries in years 1990-2014 

From historical data referring to years 1990-2014 we can state that there was a systematic, slow growth of 
the HDI. On the base of the analysis of regression, analysis of dynamics and the study of the average rate of 
historic changes of the HDI value [7], we can assume that the values of the indicator in the following years will 
continue to rise very slowly in the majority of EU countries. In EU member countries, the differentiation be-
tween the HDI components is significant, it also clearly differs in comparison with the average in all countries of 
the world. The difference for selected characteristics, components of the HDI, between the maximum and mini-
mum values is significant: for anticipated lifespan it amounts to 10 years and more, for education-3.8 years. 
However, the biggest difference is present in the component referring to income per inhabitant, the income of a 
Luxembourg citizen is almost four times bigger than the income of a citizen of Bulgaria. Nevertheless, taking 
into account the analysed socio-economic features, all the countries of the EU are situated above the world aver-
age. 

3.2 Synthetic measure of labour market characteristics 
Significant differences in the labour market indicators were observed (Table 2): 
 the employment rate differed in 2013 in the EU countries by over 22%; in the Netherlands it was over 60%, 

whilst in Greece just under 39%, 
 the unemployment rate was the lowest in Austria (4.9%), the highest in Greece (27.3%), 
 the percentage of not studying and unemployed youth was also changeable in the EU countries: the lowest in 

France (5%), the highest in Italy (22.2%), 
 the GDI significantly differentiated the countries of the EU: the difference for this variable equals as much as 

43 115$ per person.  
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Country Employment  
 to population 
ratio (% ages 
15 and older), 

2013 

Labour force 
participation 
rate  (% ages 
15 and older)  

2013; 

Unemploy-
ment total  

(% of labour 
force) 
2013; 

Youth not in 
school and 

employment 
(% ages 15-24); 

2013 

Gross 
national 

income per 
capita  
2013 

im  

Netherlands 60.1 64.1 6.7 5.1 45435 0.845 (1) 

Germany 56.7 59.9 5.3 6.3 43919 0.774 (5) 

Denmark 58.1 62.5 7.0 6.0 44025 0.813 (3) 

Ireland 52.6 60.5 13.0 16.2 39568 0.579 (10) 

Sweden 58.9 64.1 8.0 7.4 45636 0.827 (2) 

United Kingdom 57.4 62.1 7.7 13.3 39267 0.693 (7) 

France 54.2 57.6 5.8 5.0 38056 0.670 (8) 

Austria 58.0 61.0 4.9 7.1 43869 0.795 (4) 

Belgium 48.8 53.3 8.4 12.7 41187 0.517 (14) 

Luxembourg 54.2 57.6 5.8 5.0 58711 0.766 (6) 

Finland 54.9 59.8 8.2 9.3 38695 0.691 (7) 

Slovenia 51.8 57.7 10.1 9.2 27852 0.540 (12) 

Italy 43.1 49.1 12.2 22.2 33030 0.239 (24) 

Spain 43.3 59.0 26.1 18.6 32045 0.266 (23) 

Czech Republic 55.4 59.5 7.1 9.1 26660 0.585 (9) 

Greece 38.7 53.2 27.3 20.4 24524 0.103 (27) 

Cyprus 53.6 63.7 15.9 18.7 28633 0.465 (17) 

Estonia 56.5 62.0 8.6 11.3 25214 0.575 (11) 

Lithuania 53.8 61.0 11.8 11.1 24500 0.534 (13) 

Poland 50.7 56.5 10.3 12.2 23177 0.459 (18) 

Slovakia 51.1 59.5 14.2 13.7 25845 0.479 (16) 

Malta 48.6 52.0 6.4 9.9 27930 0.434 (20) 

Portugal 50.4 60.3 16.2 14.1 25757 0.457 (19) 

Hungary 46.6 51.9 10.2 15.4 22916 0.336 (22) 

Croatia 42.2 51.3 17.3 19.6 19409 0.188 (26) 

Latvia 53.8 60.6 11.9 13.0 22281 0.496 (15) 

Romania 52.4 56.5 7.3 17.2 18108 0.395 (21) 

Bulgaria 46.4 53.3 12.9 21.6 15596 0.231 (25) 

Table 2 Selected characteristics of labour market, values of synthetic measure and ranking 

Taking into consideration the above mentioned labour market characteristics, a synthetic measure was con-
structed. Its values as well as the ranking of the EU countries is presented in table 2 and in figure 2. The top most 
places go to: the Netherlands, Sweden and Denmark, and the lowest places to: Greece, Croatia, and Bulgaria. 
The Pearson correlation coefficient between the values of the HDI in 2013 and the synthetic measure amounts to 
0.7, which suggests a significant interdependence between the studied synthetic measures. Therefore, anticipat-
ing a slow growth of HDI measure in the coming years, we can also expect a slow growth of labour market syn-
thetic measure, that is an improvement of the situation on this market in all the EU countries. 
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Figure 2 The labour market synthetic measure for the EU countries 

4 Conclusion 

It can be stated that the changes taking place in the EU countries in years 1990-2015 positively influenced the 
studied socio-economic indicators as well as the labour market indicators. However, taking into consideration 
the dynamics of changes, it is necessary to conduct a permanent analysis of indicators and monitor their values in 
order to prevent unfavourable trends and preserve a balanced development of economic growth in the EU coun-
tries. 

The observed demographic and economic characteristics as well as labour market characteristics are in con-
nection with each other. The interdependences which took place in the past can be used to anticipate the values 
of selected characteristics in the future. Unfavourable demographic phenomena, decreasing number of popula-
tion in many EU countries as well as changes in people's age structure for historical data, in many cases influ-
enced the growth of HDI components and increased the value of synthetic measure for labour market variables. 
However, we must remember that, during a longer period of time, with a perspective of consecutive decades of 
the 21st century forthcoming, aging of the population is a negative phenomenon and will most certainly begin to 
negatively influence the changes in the social and economic field of the EU countries. 

A dynamic and stochastic character of the changes in the socio-economic environment should always be in-
cluded in economic analyses. An element of random can disturb the obtained results (e.g.: an increased migration 
in a given period). The knowledge of the relation between the variables and of the effects of demographic 
changes is certainly very important for economists, sociologists, the EU countries' authorities and the Council of 
Europe. The increased scale of migration to EU countries, which began in 2015, should be studied and its influ-
ence in the social and economic field should be analysed in order to prevent negative and unfavourable changes.  
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Abstract. Very frequently, more sophisticated mortality models are required for 

modeling high age mortality where the lack of data is an important and significant 

problem. The lack of data not only corrupts mortality prediction attributes but may 

lead to wrong model estimates and inaccurate prediction results. In such situation, 

additional information of surrounding countries can be incorporated to the mortality 

model. Shorter prediction intervals as well as better prediction results can be ob-

tained by using credibility mixing of mortality data. This paper presents comparison 

of two methods that can improve the estimates of old age mortality models. Cohort 

approach is used.  The first improvement is recalculation of the population data with 

the Extinct cohorts method. Second improvement is incorporation of the data col-

lected from surrounding countries using credibility theory. For all three datasets 

(original data + 2 improvements), extrapolation of the mortality rate is calculated as-

suming a parametric function for the increase with age. The estimation error is com-

pared as well as the resulting expected residual lifetime and an annuity value. 

Keywords: High-age mortality, Credibility mixing data, Multi-population mortality 

models 

JEL Classification: C10, C11, J10 
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1 Introduction 

The mortality modelling for high ages has been an extremely popular and frequently discussed topic for the 

past years, especially due to the fact that the background for the new pension reform has been discussed. A 

wrong specification of these models could cause serious problems in the future. Different approaches are usually 

applied for adult ages as well as for high ages (e.g. more than 80 years). For adult ages, sufficient number of 

observations allow for specifying models through age specific parameters. For high ages on the other hand, the 

lack of data is a common issue, thus mortality models are traditionally formulated as one dimensional regression 

functions of age based on an assumption of  e.g. exponential growth [3], [4] or logistic growth [6], [7].  

Major problem related to high age mortality modelling is associated with the lack of observations as well as 

a high occurrence of errors in the data, especially for smaller populations. Two data improvements were used in 

this article and the impact on the results was tested.  The original data for the cohort population size were ac-

quired from the Human Mortality Database (www.mortality.org). The first adjustment applied was replacement 

of the cohort population size collected for the highest ages by estimates calculated using the Extinct cohorts 

method [2].  

Second adjustment focused on incorporating the information collected for similar populations (Hungary, 

Germany and Slovakia) into the Czech dataset using a credibility approach. The main advantage of this model is 

that the confidence intervals in extrapolations are narrower. The credibility approach applied in this article was 

described in [1]. Originally this methodology was applied on Lee-Carter model for adult data. In this article the 

methodology was applied for high age data and subsequently the Gompertz–Makeham model to fit the high age 

mortality in the Czech Republic was used [3].  

1.1 Data 

The source of all input data is The Human Mortality Database (HMD) [8]. The input data includes cohort 

information about population size and number of deaths for four countries Czech Republic, Germany, Hungary 

and Slovakia. These countries were selected with respect to their geographical closeness and similarities. Only 
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age above 70 years was considered. The raw data are obviously burdened with relatively high number of errors 

in comparison the population size. For some cohorts, mortality (specific death rates) are for example decreasing 

with age, which is contrary to demographic models and data observed for larger populations. For this reason, the 

population size was for age higher than 81 years replaced by estimates calculated with the Extinct Cohort meth-

od. Cohorts with last observed age 110 years were considered as extinct. The extinct cohorts available are from 

the years 1886 to1901. The extinct cohort method assumes no migration for the highest ages. Due to this reason, 

population size at some age can be estimated as the sum of deaths observed in all higher ages up to the cohort 

extinction. Details of the EC methods can be found for example in [9]. The difference between regular mortality 

data from HMD and Extinct cohort can be seen in  

Figure 1. 

 

Figure 1 Application of Extinct cohort on 1901 female cohort in the Czech Republic 

1.2 Theoretical background 

The high age mortality data are very frequently associated with higher heteroscedasticity, missing obser-

vations or even outliers. Those can be mitigated by incorporating additional information of surrounding coun-

tries. The first step of the mixing mortality data method applied is to calculate a weighted mean of age specific 

death rates of the additional countries 
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cxm ,  is the age specific death rate in country k for age x in the cohort c. Three additional countries were 

used in the model (n = 3; Germany, Hungary and Slovakia). In this article, the cohorts  
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The next step of this method is then a calculation of credible specific death rates  z
cxm ,

 calculated as  
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where zx,c  is the credible coefficient  
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where 
 k
cxE ,  is the population size in k-th country in year x and cohort c and 

 0
,cxE  is the corresponding Czech 

population size. 

Estimation of parameters 

The specific death rates in Czech Republic 
 0
,cxm  and credible specific death rates  z

cxm ,
 are then for 

each cohort fitted with an exponential curve that corresponds with the Gompertz assumptions. Dropping the 

cohort index c and the dataset index [0] or [z], we assume   

 

  
bxa

x em  , (6) 

where a and b are parameters. Parameters are consequently estimated using the maximum likelihood method. 

It is assumed that the number of deaths Dx is Poisson distributed with the expected value mxEx, where mx is the 

function specified by the equation (6). The parameters are estimated maximizing the likelihood function  

 

  
    

x xxxxxx DmEEmDl !lnln . (7) 

1.3 Results 

The following chapter describes a practical application of the presented mortality model (specified by the 

eq. 6) applied to both Czech and mixed mortality data. The main focus is on the impact of using mixed data on 

the point estimates of the age specific death rates as well as the corresponding confidence intervals. The confi-

dence intervals were calculated using standard GLM approach. 

The following table describes relative difference between point estimates based on Czech and mixed data 

for each extrapolated age and corresponding cohort of the models based on the Czech and mixed mortality data. 

The negative values indicate situation when the corresponding point estimate is smaller for the mixed data. The 

minimum relative difference of the extrapolated area is -7.7 %, the maximum relative difference is 1.3 % and the 

mean is -3.5 %. Thus it can be concluded that relative difference between point estimates is very small. The 

point estimates of mixed mortality data are smaller if compared to point estimates of the Czech mortality data. 

 

cohort/age 91 92 93 94 95 

1886 -0.0535 -0.0534 -0.0534 -0.0533 -0.0533 

1887 -0.0389 -0.0388 -0.0387 -0.0385 -0.0384 

1888 -0.0150 -0.0116 -0.0081 -0.0046 -0.0010 

1889 -0.0752 -0.0757 -0.0762 -0.0768 -0.0773 

1890 -0.0441 -0.0449 -0.0456 -0.0464 -0.0471 

1891 -0.0277 -0.0240 -0.0203 -0.0166 -0.0129 

1892 -0.0364 -0.0357 -0.0350 -0.0343 -0.0336 

1893 -0.0410 -0.0403 -0.0396 -0.0389 -0.0382 

1894 -0.0547 -0.0552 -0.0558 -0.0563 -0.0568 

1895 -0.0289 -0.0251 -0.0214 -0.0176 -0.0138 

1896 -0.0096 -0.0067 -0.0038 -0.0009 0.0020 

1897 -0.0061 -0.0014 0.0033 0.0080 0.0127 

1898 -0.0378 -0.0366 -0.0354 -0.0342 -0.0330 

1899 -0.0493 -0.0508 -0.0523 -0.0538 -0.0554 

1900 -0.0374 -0.0346 -0.0318 -0.0290 -0.0261 
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1901 -0.0506 -0.0504 -0.0501 -0.0499 -0.0497 

Table 1 Relative differences between point estimates 

 

The following table describes the relative difference between surfaces of the lower and upper bounds of 

the confidence intervals for the extrapolated ages. The negative values correspond to narrower confidence inter-

vals of the mixed data model. The minimum relative difference of the extrapolated area is -40.5 %, the maximum 

relative difference is -7.4 % and the mean is -25.2 %.  

 

Cohort Czech mixed 

relative 

difference 

1886 0.2535 0.1840 -0.2742 

1887 0.2391 0.1704 -0.2875 

1888 0.2398 0.1770 -0.2618 

1889 0.3056 0.1933 -0.3674 

1890 0.2716 0.2039 -0.2492 

1891 0.2638 0.1978 -0.2503 

1892 0.2502 0.1855 -0.2587 

1893 0.2548 0.2091 -0.1794 

1894 0.2713 0.1890 -0.3034 

1895 0.2505 0.1849 -0.2618 

1896 0.2526 0.1749 -0.3075 

1897 0.2413 0.1951 -0.1916 

1898 0.2716 0.2130 -0.2159 

1899 0.3243 0.1929 -0.4054 

1900 0.2170 0.2008 -0.0743 

1901 0.2314 0.1976 -0.1458 

Table 2 Czech and mixed surface of the confidence intervals 

Figure 2 illustrates point estimates and confidence intervals of the Czech mortality model for the first cohort, i.e. 

c = 1886.  

 

Figure 2 Point estimates and confidence intervals of the Czech mortality model 
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The following picture represents point estimates and confidence intervals of the Czech mortality model 

for the particular cohort 1886.  

 

Figure 3 Point estimates and confidence intervals of the mixed mortality model 

 

 

1.4 Conclusions 

Mortality model assuming exponential growth of mortality was used on two mortality datasets. The popu-

lation size of the first dataset was a combination of the Extinct cohorts method results and publicly available data 

from the Human Mortality database. The exposure of the second dataset was calculated using credibility mixed 

mortality death rates and cohort number of deaths. The results of this model were compared measuring the rela-

tive difference between point estimates and also surfaces obtained by comparing the lower and upper bounds of 

the confidence intervals. The overall conclusion is that the point estimates are very similar. Nevertheless the 

point estimates of the mixed mortality data models are slightly smaller if compared to results received from the 

Czech mortality model. The comparison of the confidence intervals surface shows that the mortality model based 

on the mixed data provides significantly narrower confidence intervals. 

Acknowledgements 

Supported by the grant IG 410025 Využití bayesovských metod pro modelování úmrtnosti of the internal grant 

agency of the University of economics, Prague. 

References 

 

[1] Ahcan, A, D Medved, A Olivieri, and E Pitacco.: Forecasting Mortality for Small Populations by Mixing 

Mortality Data. Insurance Mathematics & Economics, 54, 2014: 12-27. 

[2] Burcin, B, K Tesárková, and L Šídlo.: Nejpoužívanější metody vyrovnávání a extrapolace křivky úmrtnosti a 

jejich aplikace na českou populaci. Demografie 52 (2), 2010: 77-89. 

[3] Gompertz, Benjamin.: On the Nature of the Function Expressive of the Law of Human Mortality, and on a 

New Mode of Determining the Value of Life Contingencies. Philosophical Transactions of the Royal Society 

of London 115, 1825: 513–583. 

Mathematical Methods in Economics 2016

556



[4]Koschin, Felix.: Jak vysoká je intenzita úmrtnosti na konci lidského života. Demografie (2), 1999: 105–119. 

[5] R CORE TEAM 2013: R: a language and environment for statistical computing. Vienna: R Foundation for 

Statistical Computing, 2012, http://www.r-project.org/. 

[6] Thatcher, A R.: The long-term pattern of adult mortality and the highest attained age. Journal of the Royal 

Statistical Society: Series A (Statistics in Society) 162 (1), 1999: 5–43. 

[7] Thatcher, A R, V Kannisto, and J W Vaupel.: The force of mortality at ages 80 to 120. Odense University 

Press, 1998. 

[8] Wilmonth, J R, V Shkolnikov, and M Barbieri.: Human mortality database. 2012. 

[9] Wilmoth, J R, K Andreev, D Jdanov, and D A Glei.: Methods Protocol for the Human Mortality Database. 

2007. 

 

Mathematical Methods in Economics 2016

557



Various Interest Rates Models Used within Real Options   
Valuation Tools 
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Abstract. The paper is focused on real options valuation tools in corporate finance. 
The importance of valuation of real options stems from the fact that it provides more 
flexible tool for assessment of opportunities within investment projects. Hence, real 
options represent interesting managerial instrument for investment project evalua-
tion along with traditional procedures based upon cash flows scenes. First, the clas-
sical discounted cash flow method is reviewed briefly. Further, we are focused on 
analytical and numerical methods for real options pricing. Depending on assump-
tions relating interest rates, there are divided into two groups. The first group of 
methods is based upon constant interest rate, whilst the second one is based upon 
stochastic interest rates. We discuss Schwartz-Moon model, Heston model and gen-
eralized Black-Scholes model, in particular. We have elaborated numerical imple-
mentation of the Heston model and the generalized B-S model in sw Mathematica. 
Finally, we present some interesting numerical results of both models. 
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1 Introduction 
At present, real options represent interesting managerial instrument for investment project evaluation along with 
traditional procedures based upon cash flows scenes. The weakness of the discounted cash flow (DCF) method, 
the most common valuation tool in corporate finance, have become more and more obvious to practitioners and 
academicians, as well. In general, very volatile economic situation has requested more sophisticated valuation 
tools to be applied for valuation of projects and firms, too. The importance of valuation of real options stem from 
the fact it provides more flexible tool for assessment of opportunities within investment projects. The pricing and 
valuation techniques of real option analysis (ROA) are based upon methods and algorithms broadly used in fi-
nance today for pricing financial derivatives, in general. However, financial world is less complex than the real 
world of corporations with investments, projects, productions, and all kinds of business, see [3], [10]-[12].  

Traditional approach to valuing both investment projects and firms, based on net present value (NPV), essen-
tially involves discounting the expected net cash flows. The well-known formulation is following  

          V0 = φ0 + ∑ ��
∏ (���	)�

	��

���  ,            (1) 

where φt, t = 0, 1, …, T denote corresponding cash flows in discrete times, including the initial cash flow φ0, T 
stands for valuation horizon, and set of quantities ωi represents discounting factors. As usual in case of firm 
valuation, φt and ωi are called free cash flows to firm (FCFF) and weighted average capital costs (WACC), re-
spectively. Well-known book [4] brings thorough overview of investment valuation methods based upon dis-
counted cash flows and real options, as well. Highly qualified reference book presenting broad field of formulas 
and terms used in finance in compact form is [2].   

There is evident that discounting process defined by (ωi)i ≥ 1 together with risk-free interest rate play the cen-
tral role not only in (1), but in pricing problems, in general. Sure, it holds for RO pricing, too. 

2 Basic stochastic interest rate models  
The simplest framework of ROA assumes the risk-free rate used for discounting to be constant over the life of 
the option. However, much more realistic assumption is to accept a non-constant risk-free rate, which is heavily 
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supported also by empirical evidence of term structure of government bond yields and other financial instru-
ments analyzed in order to estimate market risk-free rate properly. In general, the problem of risk-free rate de-
termination becomes much more involved, as given in [8], in particular.  

In basic stochastic framework, a non-constant risk-free rate is tackled as short rate rt, which is given by in-
stantaneous forward rate f(t,T), as being well-known and given, e.g. in [2], pp.127-132.  

         rt = lim�→� �(�, �) = − � �� �(�,�)
�  ,      f(t,T) = − � �� �(�,)

�  ,             (2) 

where P(t,T) is price of zero bond with maturity time T which, as we know, guarantees payment of unit currency 
in time T being traded in time t < T.   

Now, we list the most usual stochastic models for short rate rt, which can be implemented for generation 
non-constant risk-free rates. They are defined by the SDE-s, all for t ≥ 0, as given in [4], p.354, and [11], pp. 96-
111, respectively.  

- Vasicek model:                           drt = α(γ – rt)dt + σ dBt ,   α > 0,   γ ∈ R,   σ > 0,             (3a) 

- Hull-White model:                   drt =(ϕ(t) – αrt)dt + σ dBt,  α, σ  ∈ R+.             (3b) 

- Ho-Lee model:                         drt = α(t) dt + σ dBt,    α, σ  ∈ R+.             (3c) 

- Dothan model:                         drt = α rt dt + σ rt dBt,  α, σ  ∈ R+.             (3d) 

- Black-Derman-Toy model:       d ln(rt) = ϕ(t)dt + σ dBt,  α, σ  ∈ R+.             (3e) 

- Black-Karasinski model:          d ln(rt) = (ϕ(t) – α ln(rt))dt + σ dBt,    α, σ  ∈ R+.             (3f) 

- Cox-Ingersoll-Ross model:       drt = α(γ – rt)dt + σ √|r t| dBt,    α, σ  ∈ R+.             (3g) 

where Hull-White model is sometimes called extended Vasicek model. We write all these models with positive 
volatility σ. Notice, that there exist versions in literature also with time dependent volatility σ(t) with non-
negative range. The Vasicek model was the first published in that topic, and it is also alternatively called mean-
reversion model, as it turns outlying values of rt from its pre-defined constant level γ. The first four models (3a) 
– (3d) may produce negative values of rt, while the last three allow positive values only, as (3e) and (3f) use a 
lognormal process, and (3g) a square-root one. The time dependent trends, i.e. functions α(t), and ϕ(t), are as-
sumed to be linear or exponential with positive range, in general.    

 We just remark briefly that there is available more general approach to the modeling of interest rate rt, based 
upon the HJM (Heath-Jarrow-Morton) framework, in particular. Other promising directions in this research field 
are volatility approach and pricing kernel approach, respectively. However, these are out of our scope here. 

3 Real option pricing framework  
In this section, we want to make a short overview of models, which are suitable for solving RO pricing problems 
in practice either by analytic or numerical methods. Since the topic is rather large, we make just selection under 
subjective choice of three groups of methods, and refer readers to [1], [4], [5], [7], [9] – [12], for more details. 

The methods for real options pricing, depending on assumptions relating interest rates, are divided into two 
groups. The first group of methods is based upon constant interest rate, whilst the second one is based upon 
stochastic interest rates. We follow [10] and [11] for brief description of most usual methods from both groups. 

The valuation of investment projects with strategic and operating options started in 80-ties of the last century. 
The main idea coined was to perceive discretionary investment opportunities as so called growth options. Since 
that time two main directions of real options valuations can be distinguished. 

1. Analytical methods. These methods can be divided into closed-form solutions and various methods 
providing approximate analytical solutions. In such cases, capital budgeting problems are to be written 
in analytic forms of specific simplified problems with known solutions. In continuous time models, the 
most important real options considered assume constant risk-free rate, and are following: 

• Option to defer – for the gross project value (Vt)t≥0, one can usually use a simple diffusion pro-
cess (4a) given by stochastic differential equation (SDE), with α giving the instantaneous ex-
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pected return on the project, σ its instantaneous standard deviation, and Bt denoting standard 
Brownian motion, as usual   

         dVt = αVt dt+ σVt dBt,   t ≥ 0,   α, σ  ∈ R+.             (4a) 

An alternative form providing possibility to include the payout rate D is following   

         dVt = (α – D)Vt dt + σVt dBt,   t ≥ 0,   α, σ  ∈ R+.             (4b) 

• Option to shut down or abandon – for the output price of project (Pt)t≥0, the similar SDE is used 
just with replacing (Vt)t≥0, by (Pt)t≥0, particularly. 

• Option to switch – gives a chance to exchange one non-dividend paying risky asset (Vt)t≥0 for 
another one (St)t≥0, assuming both processes are governed by SDE (4a), or (4b), but with differ-
ent constants. 

• Simple compound option – calculates the value of an option on a stock which can be seen as a 
European call option on the value of the firm assets.  

2. Numerical methods. These can be divided into methods that approximate the partial differential equa-
tions (PDE), and methods that approximate the underlying stochastic processes. The first ones include 
numerical integration methods including various methods of integral transformations, for example Fou-
rier transformation. The second group of methods consists of various lattice methods, like well-known 
Cox-Ross-Rubinstein binomial tree method, Monte Carlo simulation methods, and direct methods of 
numerical solution of SDE-s.       

The first method we select, there is the Schwartz-Moon model, and we follow [11], pp. 165-170, to formulate 
it here. Within a framework of ROA, it occupies specific position as being proposed originally for evaluation of 
research and development projects. However, it seems to be very useful and attractive for firm valuation, as well.  

The Schwartz-Moon model is a stochastic model that describes the value of an investment project (the asset) 
depending on the cost process to complete the project. It also includes an NPV solution which in the case of a 
deterministic instead of stochastic world can be used as a starting point of the numerical solution. The model 
itself is based upon three stochastic processes, which also serve as three different sources of uncertainty accept-
ed: i) the investment cost process, ii) the process describing the future payoffs from the investment, and iii) the 
process that models jump or unexpected catastrophic events. 

Its basic approach is to distinguish two stages. The first stage concerns with completing the investment/asset. 
While the second stage deals with the income generating stream which starts after completion of the investment. 
In this scope in particular, it stands in line with the well-known deterministic DCF type procedures of valuation 
of firms. 

Changes in the expected cost of project completion are assumed to follow a diffusion process with variance 
proportional to the level of investment. In general, the model assumes three sources of uncertainty in following 
forms.  

Investment cost process (Kt)t≥0  is defined as the expected cost to completion Kt = E(κt), t≥0, where (κt)t≥0 is 
assumed to be an underlying process which represents the cost to completion of project in theoretical framework, 
i.e. it exists and under corresponding probability measure yields E(κt) bounded. The process (Kt)t≥0 is to take 
behavior given by following SDE 

         dKt = –I dt + β�  "�  d1Bt,    t ≥ 0,   I > 0,  β  ∈ R,   K0 > 0 const.,             (5) 

where I gives the rate of investment, β is a parameter that is used for volatility term calibration, and (1Bt)t≥0 is the 
standard Brownian motion that is assumed to be uncorrelated with the market portfolio and with the aggregated 
wealth. 

Asset value process (Vt)t≥0  is defined as the expected future net cash flow from the project after its comple-
tion in time t. This process (Vt)t≥0 is assumed to be given by another SDE 

         dVt = μVt dt + σVt d2Bt,    t ≥ 0,   μ ∈ R,   σ ∈ R+,   V0  ∈ R const.,             (6) 

where μ gives instantaneous drift which characterizes the particular investment project, which could be positive 
or negative, σ is the instantaneous standard deviation of the proportional changes in the value received at com-

Mathematical Methods in Economics 2016

560



pletions, and rate of investment, and (2Bt)t≥0 is the standard Brownian motion that is assumed to be uncorrelated 
with the (1Bt)t≥0 process thus implying the two processes (Kt)t≥0  and (Vt)t≥0  to be uncorrelated, too. 

Jump or catastrophic process (Nt)t≥0  is modeled as Poisson process with given rate λ ∈ ]0,1[ which defines the 
probability per unit time that the project value will drop to zero prospectively. 

The value of the investment project is modeled as a contingent claim with its underlying asset formed by the 
project value at the completion time involving the expected cost to completion, too. Within continuous time 
framework, let F = F(V,K) be the function that represents the value of the investment opportunity depending 
upon variables V and K, where V represents the estimated value of an asset to be obtained at some time in the 
future, and K is the expected value of the random cost to completion of that asset. Following [11], pp.167-168, 
the function F(V,K) is formulated as an optimal solution over investment rate I of the following PDE 

           max%( 
�
& '&(& �)*

�+) + �
& -&  " �)*

��) + (. − /)( �*
�+ −  �*

�� − 012 + 345 −   ) = 0,   I ∈ R+, (7) 

where (μ – η) is the risk-adjusted drift for the asset value, and rf is the risk-free interest rate being constant in this 
setting. The investment takes place at the maximum rate Im or not as follows 

         I = Im , for  
�
& -&" �)*

��) − �*
�� − 1 ≥ 0, 

                                                           = 0, otherwise. 
(8) 

Equation (7) is an elliptic PDE with free boundary along the line V*(K) such that I = Im if V > V*(K), else I = 
0, in accordance with (8). The set of critical asset values V*(K) must be found together with the function F(V,K), 
and it satisfies the condition being issued from (8) 

         
�
& -&" �)*(+∗,�)

��) − �*(+∗,�)
�� − 1 = 0. (9) 

Concluding, one can formulate the free boundary problem for investment project in following way 

For V > V*(K), the value of investment opportunity F must satisfy the following PDE being linked to (7) 

            
�
& '&(& �)*

�+) + �
& -& <" �)*

��) + (. − /)( �*
�+ −  <

�*
�� − 012 + 345 −  < = 0, (10a) 

otherwise, it must satisfy diffusion equation  

            
�
& '&(& �)*

�+) + (. − /)( �*
�+ − 012 + 345 = 0, (10b) 

with boundary conditions 

         F(V,0) = V,   F(0, K) = 0,  lim�→= 5((, ") = 0.             (10c) 

Numerical solution of free boundary value problem (10a) – (10c) for function F: R+ x R+ → R+ can be con-
structed either by finite difference method or finite element method, as well. 

The second method belongs to stochastic volatility model group. The volatility approach, as mentioned al-
ready above in connection with interest rate modeling, is used in field of option valuation problems, too. In gen-
eral, it provides possibility to construct more realistic models, which are more general than usual Black-Scholes 
framework of option pricing based upon geometric Brownian motion with volatility σ constant, exclusively.  

Following [5], we can write a scalar value asset price process (St)t≥0 as being issued by two-dimensional cou-
pled diffusion process of the general form 

         dSt = (αt St – Dt) dt + σt St  d1Bt,     σt
2 = vt ,    E(d1Bt, d2Bt) = ρ dt ,   ρ ∈ [–1, 1],    

dvt = b(vt) dt + ξ η(vt) d2Bt,    t ≥ 0,   vt  ∈ R+,   σ ∈ R+,           
(11) 

where ρ is correlation of standard Brownian motion processes d1Bt, and d2Bt, as usual. Quantity Dt represents 
dividends which are paid by St. The process (vt)t≥0 defines volatility of process (St)t≥0, being expressed by corre-
sponding variance relation σt

2 = vt, as given in (11). Noting, volatility in finance is expressed usually either by 
standard deviation or variance, which choice depends mainly upon the context.    
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In our numerical computations which are presented in Fig. 1 and Fig. 2, we solve option pricing problem 
with underlying asset following the Heston model, sometimes called square root model, too, which is perhaps the 
most popular model in field of stochastic volatility. It is a particular case of (11) as follows  

         dSt = μt St dt + σt St  d1Bt,     σt
2 = vt ,    E(d1Bt, d2Bt) = ρ dt ,   ρ ∈ [–1, 1],    

dvt = α(γ – β vt) dt + ξ √vt  d2Bt,    t ≥ 0,   α, γ, β, ξ ∈ R+,   2αγ  ≥  ξ 2,      
(12) 

where 2αγ ≥ ξ 2 is the Feller condition ensuring strictly positive instantaneous variance vt.  

For testing numerical procedure we coded in Mathematica, we select a bench-mark problem given in [5], pp. 
53-54, 67-70, with following data: call option, asset spot price S ∈ [70, 140], exercise price K = 100, risk-free 
rate rf = 0, expiration time T = 0.5, volatility σ = 0.01, and further αγ = 0.02, ξ = 0.1, αβ = 2, ρ = 0.5, and ρ = –0.5. 
The results are depicted in Fig. 1. Further, we compared the results with well-know Black-Scholes model using 
the same data, and the result is given in Fig. 2, left panel. Inspecting these three results, we are hardly able to 
notice any difference on the first glance. However, in Fig. 2, right panel, we present the difference Δ = CH(ρ) – 
CBS, where CH(ρ) stands for call option price with underlying asset following the Heston model (12) calculated 
for given data and two values ρ, and CBS denotes the call option price calculated with Black-Scholes model as-
suming the underlying asset to obey geometric Brownian process.     

                

Figure 1 Call option price – Heston model: ρ = 0.5 ~ left panel;   ρ = –0.5 ~ right panel 

           

Figure 2 Call option price – B-S model ~ left panel;   difference Δ = CH(ρ) – CBS, ρ = 0.5 full line,                        
ρ = –0.5 dashed line ~ right panel 

 

Figure 3 Cubic shape functions φn(ξ ; ∙), n=1,…,4, where ∙ stands for unit interpolation parameter 
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Finally, the third method belongs to group of generalized Black-Scholes models. Their common feature is 
that they assume an underlying asset of option to follow more general process than geometric Brownian one. In 
Fig. 3, we present results gained from option pricing model assuming the underlying asset to follow a 
subdiffusion geometric mixed Brownian and fractional Brownian process (sg-BfB). The asset price process 
(St)t≥0 is given by (13), where H is the Hurst exponent of fB process, and α gives the order of Tα(t), which is an 
inverse α-stable subordinator controlling the time. We refer to [6] for more details and other numerical results.     

         St = S0 exp(μTα(t) + σMα,H(t)),    S0 > 0,    μ, σ ∈ R+,   α ∈ ]2/3, 1[ 

Mα,H(t)) = aB(Tα(t)) + bBH(Tα(t)),    t ≥ 0,   a, b ≠ 0,  H ∈ ]1/2, 1[ .         
(13) 

The corresponding Black-Scholes PDE for valuation of the call option on underlying asset V(St,t) is following 

            
�+
�� + 12> �+

�? + �
& '@&(�)>& �)+

�?) − 12( = 0,      '@&(�) = '& AB& �CD�

E(F) + G&(�CD�

E(F))&H(Δ�)&HJ�K. (14) 

In Fig. 3, we depict surface representing the difference Δ = CsgBfB(σ) – CBS, where CsgBfB(rf) stands for call 
option price with underlying asset following the sg-BfB process (13) with variable volatility σ ∈ [0.1,2]. The 
basic data are the same as in previous example, and further, a, b = 0.5, Δt = 0.01. We see that values of all 
CsgBfB(σ) are less than CBS, for S ∈ [70, 140], and σ ∈ [0.1,2]. 

4 Conclusions 
Within the paper, we discussed the stochastic interest rate models briefly, first. Further, we present three interest-
ing models which are useful and applicable in ROA, the Schwartz-Moon model, Heston model with stochastic 
volatility, and generalized B-S model with underlying asset following subdiffusion process, in particular.  

Our numerical results confirm that the correlation coefficient relating two standard Brownian motion pro-
cesses within the Heston model plays very interesting role. Considering the difference between Heston model 
and classical B-S one, we show reverting influence along whole underlying asset price range given. 

Finally, we also show that all values of generalized B-S model with underlying asset following the sg-BfB 
process are less than corresponding ones calculated by classical B-S model, for given ranges of asset price and 
volatility.     
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Application of Coalitional Values on Real Voting Data  

Elena Mielcová
1
 

Abstract. Simple characteristic function form games can be used for description 

of situation in voting bodies. An influence of coalitions in such types of games are 

usually measured by so-called power indices.  Kojima and Inohara proposed differ-

ent view on coalition power – they proposed two values – namely viability and 

blockability values – as a tool to evaluate coalition influence. Thus, the main aim of 

this article is to apply coalitional values - viability and blockability values - on real 

voting data. In order to cover all possible outcomes of real voting data, it was neces-

sary to add uncertainty issues into the concept of coalitional values – namely the 

concept of Atanassov’s intuitionistic fuzzy sets approach. Real voting data are in this 

case represented by a voting data from the Chamber of Deputies of the Parliament of 

the Czech Republic for two consequent periods. Results of the ex-ante and ex-post 

coalitional numbers are compared with overall voting outcome. Calculations show 

an improvement in results when uncertainty issues are considered. 

Keywords: blockability value, viability value, parliamentary voting, Chamber of 

Deputies of the Czech Republic, I-fuzzy sets. 

JEL Classification: C71 

AMS Classification: 91A80 

1 Introduction 

A voting game can be described as a simple characteristic function form game. Power indices are considered to 

be a standard way how to measure a coalition influence in such types of games. However, Kojima and Inohara  

[5] studied different methods for comparison of coalition influence of characteristic function games; they intro-

duced blockability and viability relations in order to compare influence of players.  Moreover, they defined two 

values – blockability and viability value [6] such that each of the values indicates a coalition influence by a real 

number. Both coalitional values are bound with solution concepts of a characteristic function game. 

The main aim of this article is to apply coalitional values on real voting data. In order to cover all possible 

outcomes of real voting data, it was necessary to add uncertainty issues into the concept of coalitional values – 

namely the concept of Atanassov’s intuitionistic fuzzy sets approach. The extension of fuzzy sets approach such 

that membership, nonmembership as well as an uncertainty part of a set is taken into account was introduced by 

K. T. Atanassov in 1980's as the theory of intuitionistic fuzzy sets [1].  Later Dubois et al. [3] proposed use of 

different term concerning Atanassov intuitionistic fuzzy sets in order to avoid terminological difficulties in al-

ready introduced different approach to intuitionistic fuzzy sets; thus throughout text, the term “I-fuzzy" will be 

used instead of the term “Atanassov intuitionistic fuzzy".  

Real voting data are in this case represented by a voting data from the Chamber of Deputies of the Parliament 

of the Czech Republic for two consequent periods. Results of the ex-ante and ex-post coalitional numbers are 

compared with overall voting outcome. Calculations show an improvement in results when uncertainty issues are 

considered. 

2 Preliminaries 

This part of the article covers basic definitions of weighted voting game, coalitional values (blockability and 

viability value), as well as a definition of I-fuzzy weighted coalition game.  

2.1 Coalitional values 

Any voting of players with different weights can be described as a weighted voting game for n  players 

},...,2,1{ nN   with weights },...,,{ 21 nwwww and quota q .  The triple ].,[ qwNG   is called a weighted vot-

                                                           

1
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Mathematical Methods in Economics 2016

564



ing game. A coalition T  is a subset of players NT  . A coalition T   is winning if its total weight meets or ex-

ceeds the quota q , that means .qw
Ti i 

  

Let function v   be a characteristic function of a weighted voting game. This characteristic function can ob-

tain only values 0 or 1; 1)( Tv   if T  wins and 0)( Tv  when T loses. The voting game with characteristic 

function }1,0{2: Nv  is the simple game that should satisfy these three conditions [4]:  

(i) the empty coalition never wins: 0)( v ,  

(ii) the grand coalition always wins: 1)( Nv ,  

(iii) any superset of winning coalition also wins.  

In order to compare a coalition influence, Kojima and Inohara [5] proposed to use a blockability value, and a 

viability value. These two values assign a player with a real number; the bigger the number, the higher a coali-

tion power. The blockability value of the coalition NS   is expressed as: 
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where  


NT
STvSB )\()(* . Taking into account that for simple games 1)( Nv  and 0)(* NB , expres-

sion (1) can be rearranged as: 
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Similarly, the viability value of the coalition NS   is expressed as: 
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where  


NT
TSvSV )\()(* . In simple games, when 1)( Nv , expression (3) can be rearranged as: 
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Example 1. Calculate a blockability value for A, B, C, and D, and a viability value of a coalition ABC   for a 

game  

  101),90,10,20,80(,,,,  qwDCBAŃG  

Solution:  

71111101010000000)()()()(

)()()()()()()()()()()()()(
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Similarly, 4)(* BB , 6)(* CB , 2)(* DB . Blockability values are: 
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In order to find viability values we need to calculate: 
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A viability value for coalition ABC is then 
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2.2 I-fuzzy weighted coalition game 

An intuitionistic fuzzy set is defined as a set of triples })(),(,{ 11 xxxA AAi  over a fixed set

},...,,{ 21 nxxxX  .  Functions LxA :   and LxA :   for L=[0,1] define the degree of membership and 

the degree of non-membership of the element Xxi   to XA . For an intuitionistic fuzzy set, the condition 

1)()(0  iAiA xx   holds for all Xxi   (see [1]). 

In this analysis, weights of players will be expressed as intuitionistic fuzzy numbers, defined in [2]. An intui-

tionistic fuzzy subset })(),(,{ 11 xxxA AAi   of the real Rxi   line is called an intuitionistic fuzzy number if: 

 A is if-normal;  

 A  is if-convex (its membership function is fuzzy convex and its non-membership function  is fuzzy 

concave); 

 its membership function is upper semi-continuous and  its non-membership function   is lower semi-

continuous;  

 A  is bounded }1)(:{  xXxA A . 

In general, any I- fuzzy coalition consists of a group of participating players along with their participation and 

non-participation level for each player. Any I-fuzzy coalition C
~

 is represented as CCC  ,
~
  with 

),,,(
21 n

C    and ),,,(
21 n

C    such that 10  CC   for set of players  nN ,,2,1  . Values 

i
 and 

i
  are expressing level of participation and nonparticipation of player i in coalition C

~
, respectively. The 

empty coalition    ,
~
C  where 0  and 1  for all i . The grand coalition NNNC  ,

~
  where 

1N  and 0N  for all i . Any crisp coalition NS   can be expressed as  SSSC  ,
~

 where 1S

i
  for 

all Si  and 1S

i
  for all Si ; iC

~
 denote an I-fuzzy coalition notation for a crisp set }{iS  . 

3 Data description 

This analysis is based on the data from the Czech Parliament from the 2006-2013 electoral periods. Basic infor-

mation on the Czech Parliamentary system as well as the set of all historical votes can be found at the official 

web site of the Chamber of Deputies of the Czech Parliament URL: www.psp.cz. 

The studied time period covered two different electoral periods. Data for the 2006-2010 parliamentary period 

covered 8740 voting vectors; data for the 2010-2013 parliamentary period covered 5895 voting vectors. The 

outcome of every vote for every member is one possibility from the set {yes, no, abstain, absent}. Every bill to 

be passed needs at least as many “yes” votes as quota. Quota is dependent on the number of all present legisla-

tors. That means that the possibility “abstain” in fact serves as “no” outcome. Hence, in this analysis the “ab-

stain” outcome is reclassified to “no” outcome. 
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During the 2006-2010 parliamentary period there were five political parties operating in the Chamber of 

Deputies of the Czech Parliament: 

 Civic Democratic Party (ODS), 

 Christian and Democratic Union - Czechoslovak People's Party (KDU-CSL), 

 Green Party (SZ), 

 Czech Social Democratic Party (CSSD), 

 Communist Party of Bohemia and Moravia (KSCM). 

Three political parties – ODS, KDU-CSL, and SZ – created governmental coalition; other two political parties – 

CSSD and KSCM – stayed in opposition. Distribution of seats in the 2006-2010 Chamber of Deputies of the 

Czech Republic together with party voting success index and blocking value is given in Table 1. 

 

Political party ODS CSSD KSCM KDU-CSL SZ 

Seats 81 74 26 13 6 

Party Success 0.808 0.812 0.721 0.749 0.678 

Blockability value 0.600 0.467 0.467 0.067 0.067 

Table 1 Distribution of seats in the 2006-2010 Chamber of Deputies of the Czech Republic 

Correlation coefficient between the party success and the blockability value is equal to 0.69, this correlation 

coefficient is not statistically significant at 5% level of significance (test statistic for zero hypothesis of statistical 

insignificance of correlation coefficient is t=1.64, p-value p=0.2). The viability value for governmental coalition 

(ODS. KDU-CSL,SZ) is equal to 0.  

During the 2010-2013 parliamentary period there were five political parties operating in the Chamber of 

Deputies of the Czech Parliament: 

 Civic Democratic Party (ODS) 

 TOP09 

 Veci verejne (VV) 

 Czech Social Democratic Party (CSSD) 

 Communist Party of Bohemia and Moravia (KSCM) 

Three political parties – ODS, TOP09, and VV – created governmental coalition; other two political parties – 

CSSD and KSCM – stayed in opposition. Distribution of seats in the 2010-2013 Chamber of Deputies of the 

Czech Republic together with party voting success index and blocking value is given in Table 2. 

 

Political party CSSD ODS TOP09 KSCM VV 

Seats 56 53 41 26 24 

Party Success 0.592 0.943 0.952 0.567 0.831 

Blockability value 0.5 0.5 0.25 0.25 0.25 

Table 2 Distribution of seats in the 2010-2013 Chamber of Deputies of the Czech Republic 

Correlation coefficient between the party success and the blockability value is equal to -0.046, this correla-

tion coefficient is not statistically significant at 5% level of significance (p=0.94). The viability value for gov-

ernmental coalition (ODS. TOP09,VV) is equal to 0.1875. 
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4 Uncertainty in Coalitional Values 

Let T  be a crisp coalition such that NT  .  Let C
~

be an I-fuzzy coalition. Let Te  be a fuzzy coalition cre-

ated from C
~

 such membership and nonmembership function are at basic levels for players not in coalition T , 

other membership and nonmembership functions are unchanged. The blockability value of the coalition NS    

for the referral coalition C
~

can be expressed as: 
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where 
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ST eevSB )\()(* . In this case there the referral coalition C
~

 is considered to be “a typical coalition” 

for a played game (for example in voting game it can be a most probable coalition or an announced coalitional 

partnership). Similarly, the viability value of the coalition NS  and values  



NT

TS eevSV )\()(*  for the 

referral coalition C
~

can be expressed as:  
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In the case of real world data, the characteristic function of a game is usually not known. If the number of previ-

ous votes is sufficiently high, then the characteristic function values can be obtained directly from data. Another 

possibility is to express characteristic function using interval numbers representation. Instead of interval num-

bers, the value of characteristic function for uncertainty interval can be estimated by using reasonable probability 

density function. In order to calculate a characteristic function in the case of the Chamber of Deputies of the 

Czech Parliament, a probabilistic approach was used,  values v(e
T
)) were calculated such that: 

 if the sum of participation of party members in coalition T (for simplicity called minimal(T)) is 

greater than 100, then v(T)=1 (in the Chamber of Deputies of the Czech Parliament, if all 200 mem-

bers are present, then the simple majority rule expects that more than 100 votes ensure passing a 

bill) 

 if the sum of participation of party members in coalition T and all values of uncertainty of participa-

tion for all political parties (for simplicity called maximal(T)) is smaller or equal to 100, then 

v(T)=0. 

 if the sum of participation of party members in coalition T is smaller than 100, and the sum of par-

ticipation of party members in coalition T and all values of uncertainty of participation for all politi-

cal parties is greater than 100, then the respective value v(T) is calculating as the value of v(T) = 1 - 

F(100), where F(100) is the value of a cumulative distribution function for the continuous uniform 

distribution (unif(minimal(T); maximal(T))   

Table 3 shows participation and nonparticipation levels of “a typical coalition” calculated as average partici-

pation of political parties in winning coalitions and respective participations in losing coalitions. 

 

Political party 2006-2010 CSSD ODS KSCM KDU-CSL SZ 

Participation level 0.602 0.604 0.605 0.535 0.523 

Nonparticipation level 0.205 0.196 0.278 0.196 0.217 

Political party 2010-2013 CSSD ODS TOP09 KSCM VV 

Participation level 0.392 0.672 0.761 0.453 0.592 

Nonparticipation level 0.354 0.087 0.072 0.407 0.156 

Table 3 Typical coalition participation and nonparticipation levels for 2006-2013 Parliaments. 

Blocking values for political parties based on participation and nonparticipation levels given in Table 3 are 

presented in Table 4. 
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Political party 2006-2010 CSSD ODS KSCM KDU-CSL SZ 

Blocking value 1 1 0.042 0.042 0.014 

Political party 2010-2013 CSSD ODS TOP09 KSCM VV 

Blocking value 0.621 0.889 0.759 0.282 0.395 

Table 4 Blocking values for political parties present in 2006-2013 Parliaments. 

Correlation coefficient between the party success and the blockability value is equal to 0.91 and 0.68, respec-

tively. The first correlation coefficient is statistically significant at 5% level of significance, the second one is not 

significant, however show improvement comparing to original blockability value (p=0.206).  

5 Conclusion 

The main aim of this article was to apply coalitional values on real voting data. In order to cover all possible 

outcomes of real voting data, the I-fuzzy concept was used. Real voting data were represented by a voting data 

from the Chamber of Deputies of the Parliament of the Czech Republic for two consequent periods: 2006-2010 

and 2010-2013 periods.  

Results of the ex-ante and ex-post coalitional numbers are compared with overall voting outcome. For the 

2006-2010 Parliamentary voting data the correlation coefficient of coefficient of success with ex-ante blockabil-

ity value was equal to 0.69, this correlation coefficient was not statistically significant at 5% level of signifi-

cance. The same correlation coefficient for ex-post blockability value was equal to 0.91 and was statistically 

significant. Similarly, for the 2010-2013 Parliamentary voting data the correlation coefficient of coefficient of 

success with ex-ante blockability value was equal to -0.046, this correlation coefficient was not statistically sig-

nificant at 5% level of significance. The same correlation coefficient for ex-post blockability value was equal to 

0.68; even though this correlation coefficient was not statistically significant, it showed improvement comparing 

to original correlation coefficient (p=0.206). Hence, calculations show an improvement in results when uncer-

tainty issues are considered. 
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Abstract. Portfolio analysis is one of the most important techniques for investing in 

the capital market. Its main goal is to diversify the investment risk. In recent years, 

in addition to classical methods of portfolio analysis have been developed tools that 

are both modifications of these concept as well as new, alternative  diversification 

techniques of  investment portfolio which take into account for example the 

indicators of fundamental analysis. A new approach proposed in the paper is the use 

of the measures for identifying chaos, i.e. the largest Lyapunov exponent and the 

Hurst exponent. Since determinism of chaotic time series indicates on potential 

possibility of their prediction, it is also expected that has a significant impact on the 

construction of optimal portfolio.  

The paper aims to construct optimal portfolios determined based on the largest 

Lyapunov exponent, the Hurst exponents, the TMAI measure (Taxonomic Measure 

of Investment Attractiveness) and the Markowitz portfolio. The test will be 

conducted on the basis of the financial time series. 

Keywords: portfolio analysis, largest Lyapunov exponent, Hurst exponent, measure 

TMAI. 

JEL Classification: C3, C8, G11, E4 

AMS Classification: 91B28 

 

1    Introduction 
The construction of a optimal portfolio proposed by H. Markowitz [6, 7] started intensive development of 

scientific field which is a portfolio analysis. Research conducted for many years in various scientific centers 

have provided new tools and approaches for estimating the shares in the optimal portfolio. One of them is 

method based on taxonomic measure of investment attractiveness (TMAI) [15, 16]. A new approach  proposed 

by the authors is the use to construct the optimal portfolio of two measures for identifying chaos, i.e. the largest 

Lyapunov exponent [9, 10] and the Hurst exponent [3, 18]. 

The aim of the paper will be to an attempt to diversify the risk of the investment portfolio, based on the 

constructed optimal portfolios determined on the value  of the largest Lyapunov exponent, Hurst exponent, the 

taxonomic measure of investment attractiveness (TMAI) and Markowitz portfolio. In the study we used the 

financial time series which were the shares price of selected companies listed on the Warsaw Stock Exchange 

and the indicators describing the economic and financial situation of companies. The data cover the period from 

1.01.2005 to 30.09.2013.  

2   The largest Lyapunov exponent  

Lyapunov exponents are defined as limits [17] 

   
00

,ln
1

lim xn
n

x
i

n
i




 ,           i = 1. .... m.   for 1m ,             (1) 

where  
0

, xn
i

  are the eigenvalues of the Jacobi matrix of mapping nf . nf is an n-fold submission of function 

f, and f is the function that generates a dynamic system. 
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The Lyapunov exponents measure the rate of divergence or convergence of neighboring trajectories, i.e. the 

level of chaos in a dynamic system. The largest (maximal) Lyapunov exponent allows to specify the extent of  

a change (an increase or a decrease) in the distance between the current state 
N

x  of the system and its nearest 

neighbor ix  in the evolution of the system, and also estimate the distance between the vectors 
1N

x  and 
1i

x . 

Based on this distance the value of the forecasts 
1

ˆ
N

x
 
is determined [2, 19]. 

For real-time series, if you do not know a generator function f, the largest (maximal) Lyapunov exponent is 

estimated based on the relation [17]: 

max

0

n

n
e ,                                                     (2) 

as the direction component of the regression equation [4, 5, 12]: 

n
n max0

lnln  ,                                                                     (3) 

where
0

  is the initial distance between two initially close (in the Euclidean distance sense) points of the 

reconstructed state space, 
n

  is the distance between these points after n iterations and 
max
 is the largest 

(maximal) Lyapunov exponent. 

Consider a one-dimensional time series, composed of N observation  
N

xxx ,...,,
21

. Of all the vectors d

t
x  of 

reconstructed state space we choose the vector closest to the vector d

N
x  (in terms of Euclidean distance) and it is 

denoted by 
dx
min

. Let 
min

  denote the distance between d

N
x
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, and 
1

 - the distance between d

N
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1
 and 

dx
1min  . Assuming that 

min1
  is a small change in the evolution of the system, the distance between vectors 

d

N
x

1
  and 

dx
1min   is given by [2]: 

max

min1


e ,                                                                                (4) 

where 
max

 is the largest (maximal) Lyapunov exponent. 

3   Hurst exponent 
The Hurst exponent [3] is another measure that allows for the classification of time series, i.e. to distinguish 

chaotic time series generated by deterministic dynamic systems from the stochastic time series. The exponent 

has a value in the range 1,0 . If the time series is generated by a random walk (or a Brownian motion process) 

it has the value of  H = 0.5. If 0 ⩽ H < 0.5 the time series is antipersistent or ergodic. For a series, for which 0.5 

< H ⩽ 1, the series is persistent, i.e. reinforcing trend. 

 One of the methods of calculating the Hurst exponent is the method of the rescaled range R/S. For time series 

 
N

xxx ,...,,
21

 it runs through the following steps[1, 10, 18]: 

(1) transform the above time series into m = N - 1 logarithmic rates of return:  

 
kkk
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 ,  k = 1. 2. …. N – 1.                                 (5) 

(2) Next, share a series (5) on T parts made up of t elements: T = [m/t], where [ ] denotes the integer part of the 

argument. If the quotient m/t is not an integer then tT < m and we use values 
k

y for k = 1. 2. …. tT. 

(3) In the next step, define the: 

 jijij
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 where: 
ij

y is the j-th value in the i-th interval and 
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(4) A sequence of partial sums 
lj

z  for each i,  is given by: 
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(5) The range of the i-th interval is defined as: 

    
ijijj
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(6) Calculate the rescaled range series (R/S): 

 jjjt
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where: 
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(7) Next, calculate: 
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(8) The above procedure is carried out for different lengths of time series t.  

(9) Finally, the value of the Hurst exponent is the slope of the graph of the logarithms
t

SR )/(  to the axis of 

logarithms t. 

4   TMAI – Taxonomic Measure of Investment Attractiveness  

One of the methods for the selection of companies that will be included in the optimal portfolio is to determine  

a taxonomic measure of investment attractiveness (TMAI) [15, 16]. This method allows for a comprehensive 

evaluation of the companies based on key financial and market indicators and present them in the form of 

synthetic measure. 

Building a taxonomic measure consists of three stages [8, 13, 14]. Having data matrix, we normalize 

(standardize) the values, following the formula: 

  ,...,,1;,...,1, mjniSxxy
jjijij

    (11) 

where: 
j

x  mean of feature j, 
j

S  standard deviation for j. 

Next, the module method is used, and in the normalized matrix of m variables, the highest value is taken, 

module 
j

y
0

. The Euclidean distance from the module is calculated, using the formula: 
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The shorter the distance of the given object from the module, the lower is the value 
i

d . The obtained variable is 

not normalized, which next is transformed into a stimulant using the formula: 

niddTMAI
ii

,...,1,1
0

 ,    (13) 

where: 

i
TMAI taxonomic development measure for object I, 

i
d  – distance of I object from module, 

0
d – standard to assure that variable 

i
TMAI  will take values ranging from 0 to 1, for example  

,2
0 d

Sdd   

where: 
d

Sd , - mean and standard deviation 
i

d . 

5   The optimal stock portfolio 

Contribution of shares in the portfolio were established  based on the following optimization problems:  
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Model V Model VI Model VII 
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Table 1 Optimization problems 

where: p
S - the risk of the portfolio m-shares: 
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i
S - the standard deviation for i-company, 

ij
 - the correlation coefficient of i-share with j-share, 

i
x - contribution of  i-share in the portfolio, 

p
R - the expected rate of return on the portfolio: 




m

i

iip
RxR

1

, 

i
R - the expected rate of return for i-company, 

0
R - average rate of return for companies, 

0
S - mean standard deviation, 

0
A - mean asymmetry coefficient,  

i
A - the asymmetry coefficient for i-company, 

i
TMAI - the taxonomic measure of investment attractiveness for i-company, 

imax
 - the largest (maximal) Lyapunov exponent for i-company, 

i
H - the Hurst exponent for i-company. 

6   The purpose and conduct of the study 

In the study we used the financial time series  which were the shares price of selected companies listed on the 

Warsaw Stock Exchange: Apator Group JSC (APT), Asseco Poland SA (ACP), Bank Handlowy in Warsaw JSC 

(BHW), Bank Zachodni WBK JSC (BZW), Dębica SA (DBC), ING Bank Śląski JSC (ING), KGHM Polska 

Miedź JSC (KGH), LPP JSC (LPP), mBank JSC (MBK), Mostostal Zabrze JSC (MSZ), Orange Poland JSC 

(OPL), Bank Polska Kasa Opieki (PEO), Powszechna Kasa Oszczędności Bank Polski JSC (PKO), Vistula 

Group JSC (VST) and  Żywiec Group JSC (ZWC). The data cover the period from 1.01.2005 to 30.09.2013.  

The largest Lyapunov exponent and the Hurst exponent for the analyzed companies was estimated on the 

basis of the algorithms described in points 1 and 2. For this were used financial time series which were set up 

with logarithms of daily returns of closing price indexes of selected companies in period from 1.01.2005 to 

30.09.2013
3
. To determine the value of taxonomic measure TMAI used data contained in financial reports of 

companies [11] for the third quarter of 2013
4
. 

In the next stape of the studies constructed 56 investment portfolios based on solving optimization problems:   

model I – model VII. Criteria for selection of  companies to a portfolio are shown in Table 1. Due to the value of 

the synthetic measure TMAI analyzed companies were divided into four groups:  

                                                           
3
 The data comes from stooq.com. 

4 The data come from the author's own calculations based on the financial reports of companies. 
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- the company's very good:   
TMAIi

STMAITMAI  , 

- the good company:   TMAITMAISTMAI
iTMAI
 , 

- the company's  average:   
TMAIi

STMAITMAITMAI  , 

- the weak company:   
iTMAI

TMAISTMAI  , 

where:  TMAI  - average value of TMAI for the analyzed companies, 

TMAI
S  - standard deviation of TMAI for the analyzed companies. 

Based on the above division of companies constructed portfolios 1-8. The value of the largest Lyapunov 

exponent allowed to choose the companies, whose time series are characterized by chaotic dynamics (portfolio 

3) and those for which do not detected chaos (portfolio 4). Due to the value of the Hurst exponent. companies 

divided into two groups: companies for which 6.0
i

H  (portfolio 5) and those for which 6.0
i

H  (portfolio 

6). In addition, based on the positive rate of return and  the value of the coefficient of variation constructed two 

portfolios (portfolio 8 and 7). 

 

Portfolio 1 Portfolio 2 Portfolio 3 Portfolio 4 

All companies 
Very good and good 

companies 
Chaos Absence of chaos 

Portfolio 5 Portfolio 6 Portfolio 7 Portfolio 8 

Hurst exponent > 0.6 Hurst exponent < 0.6 
The coefficient of  

variation < 10 % 
The positive rate of return 

Table 2 Conditions for selection of companies for the optimal portfolios 

Table 3 shows the value of the expected rate of return and risk of constructed portfolios. 

 
Model Portfolio 1 Portfolio 2 Portfolio 3 Portfolio 4 Portfolio 5 Portfolio 6 Portfolio 7 Portfolio 8 

I 
Rate of return 0.00249 0.00297 -0.53913 0.00278 0.00376 -0.08389 -1.24400 0.00287 
Risk 0.00003 0.00020 0.00009 0.00006 0.00016 0.00006 0.00011 0.00004 

II 
Rate of return 0.00299 0.00299 0.00293 0.00278 0.00372 0.00245 0.00338 0.00299 
Risk 0.00028 0.00029 0.00030 0.00018 0.00025 0.00019 0.00029 0.00028 

III 
Rate of return 0.00278 0.00302 0.00309 0.00278 0.00372 0.00234 0.00328 0.00287 
Risk 0.00019 0.00029 0.00026 0.00011 0.00020 0.00013 0.00029 0.00018 

IV 
Rate of return 0.00188 0.00335 -1.37010 0.00278 0.00524 0.00127 -1.24400 0.00287 
Risk 0.00011 0.00028 0.00013 0.00009 0.00021 0.00011 0.00012 0.00011 

V 
Rate of return 0.00188 0.00333 -1.37010 0.00278 0.00524 0.00127 -1.24400 0.00287 
Risk 0.00011 0.00027 0.00013 0.00009 0.00021 0.00011 0.00012 0.00011 

VI 
Rate of return 0.00248 0.00363 0.00277 0.00503 0.00491 -1.37086 0.00523 0.00287 
Risk 0.00019 0.00026 0.00019 0.00019 0.00025 0.00019 0.00020 0.00018 

VII 
Rate of return 0.00338 0.00363 0.00273 0.00483 0.00491 -0.64874 0.00524 0.00347 
Risk 0.00018 0.00026 0.00019 0.00014 0.00025 0.00016 0.00018 0.00018 

Table 3 The expected rate of return and risk of the portfolio 

On the basis of the data in Table 3 we can conclude that for the optimization models I-V the portfolio  

5 which consists of companies for which the Hurst exponent is larger than 0.6 is characterized by the highest 

expected rate of return. Whereas, for the models VI-VII the highest expected rate of return was obtained for the 

portfolio 7 (the companies with the coefficient of variation of less than 10%). For optimization problems model 

II-V and VII, the lowest level of risk was noted for portfolio 4 which included the companies with no evidence 

of deterministic chaos in the stock prices time series. The highest level of risk was characterized usually for  

portfolio 2, composed of companies with very good and good TMAI. 

 

Model Portfolio 1 Portfolio 2 Portfolio 3 Portfolio 4 Portfolio 5 Portfolio 6 Portfolio 7 Portfolio 8 

I 0.0954 0.1584 0.1604 0.1399 0.1589 -0.0091 0.1605 0.0865 

II 0.1513 0.1701 0.1526 0.1557 0.1572 0.1579 0.1594 0.1510 

III 0.1460 0.1679 0.1568 0.1528 0.1582 0.1323 0.1703 0.1450 

IV 0.0809 0.1569 0.3020 0.1351 0.1613 -0.0337 0.2760 0.0688 

V 0.0809 0.1568 0.3020 0.1351 0.1613 -0.0337 0.2760 0.0688 

VI 0.2180 0.1600 0.1715 0.1750 0.1737 0.1042 0.3453 0.2001 

VII 0.0955 0.1600 0.1727 0.1355 0.1732 0.0748 0.1998 0.0800 

Table 4 The annual rate of return for constructed investment portfolios 
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Table 4 shows the obtained rates of return for the designated portfolios in the period from 30.09.2013 to 

30.09.2014. 

Analyzing the obtained rates of return for the designated portfolios (Table 4), it can be seen that the largest 

profit in the period from 30.09.2013 to 30.09.2014 would give the investment in portfolio 7 in model VI 

consisted of companies with a coefficient of variation of less than 10%, and then in portfolio 3 in model IV and 

model V. The lowest rate of return for all optimization models except model II obtained for the portfolio  

6 created from the companies for which the Hurst exponent is less than 0.6. 

7    Conclusions 

In the paper studied attempts to construct the optimal portfolio of shares based on the value of taxonomic 

measure of investment attractiveness, the largest Lyapunov exponent and the Hurst exponent. The study has 

revealed that portfolios composed of companies whose time series do not generate chaotic behavior and the 

companies for whose the Hurst exponent 6.0
i

H , they received some of the highest expected rate of returns. 

In addition, for the portfolio constructed from companies whose time series are not chaotic, reported the lowest 

level of risk. 
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Annealing Based Integer Optimization Heuristic with

Lévy Flights

Matej Mojzes 1, Jaromir Kukal 2, Josef Bostik 3, Martin Klimt4

Abstract. Novel population based integer optimization heuristic yields from
the theory of Mean Field Annealing. Population center and covariance matrix
are estimated for given annealing temperature and then used as directional
correction of Lévy Flight mutation. The heuristic is of competitive nature like
Competitive Differential Evolution. Here, nine Lévy Flight mutations com-
pete and are selected according to their success. Resulting heuristic has four
parameters: population size, regularization factor, annealing temperature and
Lévy Flight temperature. Depending on the task complexity there is a relation-
ship between searching efficiency and regularization, annealing and heavy-tailed
flights. This heuristic is suitable integer optimization tasks with many local
extremes. One of them is the clustering problem which can be converted to
optimum partition with any penalization function. The clustering can help to
classify various states of stock market system according to time series analysis
and is used for the demonstration of novel heuristic.

Keywords: Heuristic, Mean Field Annealing, Lévy Flights, Integer Optimiza-
tion, Clustering.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Stock markets produce very interesting time series data. It may be useful to compare different time
periods together and search for patterns in such data. In our paper we are analyzing weekly periods and
logarithmic differences of individual daily returns during the week.

We have converted this problem into cluster analysis of weekly stock market data. Such task can be
solved for example using well-known k-means clustering algorithm, but this is also known for the fact
that is suffers from tendency to end in local minima.

Therefore, more sophisticated heuristics should be employed to ensure better cluster analysis yields
in terms of higher cluster quality, time complexity and reliability. In the next sections we are developing
novel algorithm for this exact purpose.

2 Meta-Heuristics

There is a variety of optimization methods and meta-heuristics including integer and binary ones. Let
n ∈ N be task dimension, x, a, b ∈ Zn be independent variable, its lower and upper bounds satisfying
a < b. The domain of integer optimization is

D = { x ∈ Zn| a ≤ x ≤ b} (1)

as a frame of objective function
f : D → R (2)
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2FNSPE CTU, Dept. of Software Engineering, Trojanova 13, Prague, Czech Republic, jaromir.kukal@fjfi.cvut.cz
3FNSPE CTU, Dept. of Software Engineering, Trojanova 13, Prague, Czech Republic, josef.bostik@fjfi.cvut.cz
4FNSPE CTU, Dept. of Software Engineering, Trojanova 13, Prague, Czech Republic, matrli@seznam.cz
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minimization. This task can be enriched by threshold

f∗ ≥ min
x∈D

f(x). (3)

Then the goal set
G = { x ∈ D | f(x) ≤ f∗} (4)

also contains global optimum of objective function. Finding any xopt ∈ G is called here as sub-
optimization task to be solved. It is useful to define range vector as d = b− a + 1 and then denote

M∗ = card(G) ≥ 1, (5)

M = card(D) =

n∏

k=1

dk ≥ 2n (6)

as number of goal states and total number of states. Meta-heuristic approach to sub-optimization task
plays main role in the case of NP-hard problems [5] as formula satisfiability [16], set covering [7], knapsack
[15], travelling salesman [3], and clustering [2] problems.

Traditional integer optimization meta-heuristics include many variants of Genetic Optimization [6] and
discrete variants of Steepest Descent [1], Random Descent [13], Simulated Annealing [9], Fast Simulated
Annealing [17], Random Descent with Lévy Flights [8], Particle Swarm Optimization [4], Cuckoo Search
[19], [10], Modified Cuckoo Search [18], and many others.

3 Mean Field Integer Flight

The novel integer optimization heuristic is motivated by Evolutionary Search (ES), Mean Field Annealing
(MFA), Parzen Estimate (PE) [14] of Probability Density Function (PDF), Lévy Flight Mutation (LFM),
and competitive approach.

The Mean Field Integer Flight (MFIF) is population based heuristic but the population of N ∈ N
vectors is unsorted. Denoting fk = f(xk) we form the population as N -tuple of pairs

P = ((x1, f1), . . . , (xN , fN )).

Traditional MFA is based on the partition function

Z =
N∑

k=1

exp(−fk/TMFA) (7)

over all N states for annealing temperature TMFA > 0. Resulting steady state probabilities of MFA are
directly

pk = exp(−fk/TMFA)/Z (8)

for k = 1, . . . , N . The MFA estimate of global minimum is the mean value

e =
N∑

k=1

pkxk. (9)

From the numerical point of view, the probabilities pk are invariant to any constant shift of function
values and therefore we can correct them to

fk,corr = fk − min
j=1,...,N

{fj} ≥ 0 (10)

to avoid overflow in partition function calculation. After this improvement we obtain Zcorr ∈ (1, N ] and
finally pk = pk,corr. Novel MFIF heuristics also employs Parzen Estimate (PE) of the probability density
function (PDF) for given population P of fixed size N , fixed width σ > 0, and Gaussian kernel in the
form

q(x) =
1

N
·
N∑

k=1

1

(2π)n/2σn
exp

(
−‖x− xk‖2

2σ2

)
. (11)
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Steady state probabilities of MFA are directly used for Weighted Density Estimate (WDE) as

g(x) =

N∑

k=1

pk
(2π)n/2σn

exp

(
−‖x− xk‖2

2σ2

)
. (12)

Very important particular cases are:

• When TMFA → +∞ then g→ q which is the Parzen Estimate.

• When xmin is unique minimum from given population P and
TMFA → 0+ then g→ N(xmin, σ

2I) which is Gaussian distribution centered in the best population
point.

Using characteristic function
ψ(t) = E exp(xTt) (13)

we explicitly obtained

ψ(t) =

N∑

k=1

pk exp
(
xT
k t− tT(σ2I)t/2

)
(14)

which is useful for direct calculation of moment characteristics. The first moment is the mean value of
sampled population which is well known from the MFA theory as

e = Ex =
N∑

k=1

pkxk (15)

in formal agreement with (9) meanwhile the covariance matrix is composed from two terms as

C = E(x− e)(x− eT) = Craw + σ2I (16)

where

Craw =
N∑

k=1

pk(xk − e)(xk − e)T (17)

is obvious covariance matrix of sampled population and the second term of (16) is resulting effect of
Parzen estimation as a kind of statistical regularization.

The main idea behind MFIF method is in directional mutation based on C of P but driven by Lévy
distribution. Novel Mean Field Integer Flight Mutation (MFIFM) consists of several steps:

• Calculate Craw for given population P and temperature TMFA > 0,

• Generate random n-dimensional Gaussian vector y ∼ N(0, I),

• Calculate directional vector z = (Craw + σ2I)1/2 · (y/‖y‖2),

• Generate d ∼ Levy(β) using Lévy distribution with 0 < β < 2,

• Real unlimited mutation of x ∈ D using mutation temperature
Tmut > 0 produces r = x + Tmut · d · z,

• Using component-wise rounding and perturbation via mirroring we calculate xnew = P([r] ,a,b).

This novel type of mutation operator yields from the properties of given population P applying MFA
theory to obtain the direction of mutation as vector z. Final mutation of x is realized as perturbed
directional integer Lévy flight with dimensionless mutation temperature Tmut.

The MFLFM operator has four tuning parameters:

• TMFA > 0 for Mean Field Annealing,

• Tmut > 0 for Lévy flights,

• β ∈ (0, 2) for Lévy distribution,

• δ > 0 for Parzen estimate.
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4 Basic Frame of MFIF

First we set N ∈ N, H ∈ N, H ≥ 2, n0 ∈ N, δ > 0, f∗, Nmax as population size, mutation portfolio
size, initial counter value, threshold, final value and maximal number of evaluations. Then we introduce
mutation family

F = {MFIFM1(x), . . . ,MFIFMH(x)} . (18)

The algorithm of Mean Field Integer Flights (MFIF) is described in detail in Algorithm 1.

Algorithm 1 MFIF

1: Set counters n = n01 ∈ NH , and mutation portfolio.
2: Init population P of size N by uniform sampling from D.
3: while fbest > f∗ and neval < Nmax: do
4: end while
5: Using systematic selection strategy find xk ∈ P
6: for k = 1, . . . , N do
7: Generate randomly index j according to mutation probabilities pj = nj/ ||n||1
8: Perform xnew = MFIFMj(x)
9: Evaluate fnew = f(xnew).

10: if fnew < f(k) then
11: Update nj = nj + 1, xk = xnew, f(k) = fnew
12: if mini=1,...,H pi = minni

||n||1 < δ
H then

13: Reset counters as n = n01
14: end if
15: end if
16: end for

Individual MFIFMj is described by parameters (TMFA,Tmut, β, σ)j for i = 1, . . . ,H. General sug-
gestion is to use fixed σ ∈ (0, 1) for all mutations in the portfolio due to integer nature of searching
domain D. The parameter of Lévy distribution can be also set to fixed value β = 1 for the first exper-
iments. Therefore, the competition of mutations is only about adaptive changing of temperature pairs
(TMFA, Tmut)j for i = 1, . . . ,H.

5 Clustering as optimization problem

Traditional k-means algorithm of cluster analysis begins with random partition of data patterns into
given number of clusters Nc. Each step of k-means consists of cluster center update and subsequent
revision of the pattern partition. The partition quality is expressed as residual sum of squares (SSQ) or
standard deviation (se) of model error, respectively. Unfortunately, k-means heuristic terminates when
any of se local minima is reached.

Finally, for any initial partition x ∈ {1, . . . , Nc}m
∗

we obtain adequate final value of f(x) = se(x) and
k-means is not very efficient heuristic beginning with x0 ∼ U(D) and terminating in any local minimum.

To overcome this effect, we used MFIF heuristics for minimization of se(x) on D and Integer Lévy
Flight (ILF) [12] heuristics as referential one.

6 Application to Stock Market State

Let {ak}mk=1, ak > 0 be stock price series. Raw data pre-processing generates return history {rk}m−1k=1

where rk = ln(ak+1/ak). The stock data were split into non-overlapping segments of constant length
w ∈ N. Therefore, we obtained statistical samples ξi ∈ Rw where

ξi = (rwi−w+1, . . . , rwi) (19)

and 1 ≤ i ≤ b(m− 1)/wc = m∗.
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Weekly segments of length w = 5 were investigated in this study. Altogether we have analyzed 150
weeks of the S&P 500 Index from 5/20/2013 to 3/28/2016.

7 Results

In the first step, we were searching for the best possible cluster quality se for Nc ∈ {2, . . . , 10} and then
run each heuristic 100 times with respective se = f∗ value.

To assess quality of the novel MFIF heuristic, we have used the following parameter setup: H = 9,
β = 1, N = 20, σ = 10−3, TMFA = 0.1, Tmut ∈ {0+, 1/10, 1/5, 1/2, 1, 2, 5, 10,+∞}, δ = 1/5, n0 = 1.
Referential ILF heuristic parameters were empirically optimized as well.

Table 1 contains basic heuristic performance measures [11]:

• REL – reliability, ratio between the number of successful runs (when f∗ was reached) and total
number of runs (100),

• MNE as mean number of objective function evaluations until optimal solution was found,

• SNE as standard deviation of the number of evaluations.

MFIF ILF

Nc se ENE REL SNE ENE REL SNE

2 0.007911 1262 1.00 663 962 1.00 950

3 0.007400 681 1.00 578 338 1.00 243

4 0.007030 1659 1.00 762 800 1.00 1076

5 0.006741 2038 1.00 905 3091 1.00 7609

6 0.006470 2981 1.00 1988 5400 1.00 8138

7 0.006275 5456 1.00 3345 17763 0.85 23255

8 0.006100 2160 1.00 1456 3293 1.00 6941

9 0.005932 2900 1.00 1597 4820 1.00 11415

10 0.005743 15955 1.00 9468 18605 0.74 21334

Table 1 Target cluster quality se and heuristic performance measures for MFIF and ILF based on number
of clusters Nc

Bold values in Table 1 indicate better performing heuristic for given Nc. Data suggests that MFIF
performs better than ILF for Nc > 4. However, it is very interesting to see that the SNE/MNE ratio
is considerably lower in the case of MFIF compared to ILF and thus MFIF could be considered much
more reliable in its search for the optimal stock market data cluster. Still, ILF can be quicker (in terms
of MNE) in some cases.

8 Conclusions

Sophisticated heuristics may be very useful when dealing with difficult multimodal optimization problems
such as stock market data cluster analysis.

We have shown that the proposed MFIF heuristic can perform more reliably and based on personal
preference of the weekly stock market returns also more quickly than the referential ILF method, which
is based on reputable Lévy flights as well.

Last, but not least, we have provided suggested parameter setup and based on our experiments it
may be also generally useful, but it should be tuned with regard to the given objective function.
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Possible and universal robustness of Monge fuzzy

matrices

M. Molnárová1

Abstract. Robustness of Monge matrices over max-min algebra is studied.
The max-min algebra (fuzzy algebra) is an extremal algebra with operations
maximum and minimum. An interval matrix A over fuzzy algebra is defined
by a lower bound matrix and an upper bound matrix. A is possibly robust,
if there is at least one robust matrix in A. If all matrices from A are robust,
A is universally robust. Equivalent conditions for robustness of Monge matri-
ces are presented. Equivalent conditions for possible robustness and universal
robustness of interval Monge matrices in binary case are presented. Necessary
condition for an interval Monge matrix to be possibly robust in general case
of max-min algebra was proved.

Keywords: (max, min) algebra, robustness, Monge matrix

JEL classification: C02
AMS classification: 08A72, 90B35, 90C47

1 Introduction

The so-called extremal algebras (at least one operation creates no new elements) are predestined to model
applications of discrete dynamic systems. In most frequented cases are operations of addition and multi-
plication replaced by operations of maximum and addition (max-plus algebra) or maximum and minimum
(max-min algebra). The max-min algebra called also fuzzy algebra is used in diverse areas (graph theory,
knowledge engineering, managing traffic or production) where the considered systems or devices can be
represented by a matrix. Properties of fuzzy matrices were described in [3], [10]. The Monge matrices
and their applications were studied in [1], [4]. Robustness of Monge fuzzy matrices was presented in [6],
[7], [8]. Robustness of interval fuzzy matrices was studied in [9].

2 Background of the problem

The fuzzy algebra B is a triple (B,⊕,⊗), where (B,≤) is a bounded linearly ordered set with binary
operations maximum and minimum, denoted by ⊕, ⊗. The least element in B will be denoted by O,
the greatest one by I. By N we denote the set of all natural numbers. The greatest common divisor
of a set S ⊆ N is denoted by gcdS, the least common multiple of the set S is denoted by lcmS. For a given
natural n ∈ N, we use the notation N for the set of all smaller or equal positive natural numbers, i.e.,
N = {1, 2, . . . , n}.

For any m, n ∈ N, B(m,n) denotes the set of all matrices of type m × n and B(n) the set of all
n-dimensional column vectors over B. The matrix operations over B are defined formally in the same
manner (with respect to ⊕, ⊗) as matrix operations over any field. The rth power of a matrix A ∈ B(n, n)
is denoted by Ar, with elements arij . For A, C ∈ B(n, n) we write A ≤ C if aij ≤ cij holds for all i, j ∈ N .

A digraph is a pair G = (V,E), where V , the so-called vertex set, is a finite set, and E, the so-
called edge set, is a subset of V × V . A digraph G′ = (V ′, E′) is a subdigraph of the digraph G
(for brevity G′ ⊆ G), if V ′ ⊆ V and E′ ⊆ E. A path in the digraph G = (V,E) is a sequence
of vertices p = (i1, . . . , ik+1) such that (ij , ij+1) ∈ E for j = 1, . . . , k. The number k is the length
of the path p and is denoted by `(p). If i1 = ik+1, then p is called a cycle. For a given matrix
A ∈ B(n, n) the symbol G(A) = (N,E) stands for the complete, edge–weighted digraph associated

1Technical University of Košice, Department of Mathematics and Theoretical Informatics, B. Němcovej 32, 04200 Košice,
Slovakia, e-mail: Monika.Molnarova@tuke.sk
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with A, i.e. the vertex set of G(A) is N , and the capacity of any edge (i, j) ∈ E is aij . In addition,
for given h ∈ B, the threshold digraph G(A, h) is the digraph G = (N,E′) with the vertex set N and
the edge set E′ = {(i, j); i, j ∈ N, aij ≥ h}.

The following lemma describes the relation between matrices and corresponding threshold digraphs.

Lemma 1. [9] Let A, C ∈ B(n, n). Let h, h1, h2 ∈ B.

(i) If A ≤ C then G(A, h) ⊆ G(C, h),

(ii) if h1 < h2 then G(A, h2) ⊆ G(A, h1).

By a strongly connected component of a digraph G(A, h) = (N,E) we mean a subdigraph K =
(NK, EK) generated by a non-empty subset NK ⊆ N such that any two distinct vertices i, j ∈ NK are
contained in a common cycle, EK = E ∩ (NK ×NK) and NK is the maximal subset with this property.
A strongly connected component K of a digraph is called non-trivial, if there is a cycle of positive
length in K. For any non-trivial strongly connected component K is the period of K defined as perK =
gcd { `(c); c is a cycle in K, `(c) > 0 }. If K is trivial, then perK = 1. By SCC?(G) we denote the set
of all non-trivial strongly connected components of G.

Let A ∈ B(n, n) and x ∈ B(n). The sequence O(A, x) = {x(0), x(1), x(2), . . . , x(n), . . . } is the orbit
of x = x(0) generated by A, where x(r) = Ar ⊗ x(0) for each r ∈ N.
For a given matrix A ∈ B(n, n), the number λ ∈ B and the n–tuple x ∈ B(n) are the so-called eigenvalue
of A and eigenvector of A, respectively, if they are the solution of the eigenproblem for matrix A, i.e.
they satisfy the equation A⊗x = λ⊗x. The corresponding eigenspace V (A, λ) is defined as the set of all
eigenvectors of A with associated eigenvalue λ, i.e. V (A, λ) = {x ∈ B(n); A⊗ x = λ⊗ x}.
Let λ ∈ B. A matrix A ∈ B(n, n) is ultimately λ–periodic if there are natural numbers p and R such that
the following holds: Ak+p = λ⊗Ak for all k ≥ R. The smallest natural number p with above property
is called the period of A, denoted by per(A, λ). In case λ = I we denote per(A, I) by abbreviation perA.

Definition 1. Let A = (aij) ∈ B(n, n), λ ∈ B. Let T (A, λ) = {x ∈ B(n); O(A, x) ∩ V (A, λ) 6= ∅}. A is
called λ–robust if T (A, λ) = B(n). A λ–robust matrix with λ = I is called a robust matrix.

In our considerations we will use the following result (adapted for λ = I) proved in [10] to study
robustness of a matrix.

Lemma 2. [10] Let A = (aij) ∈ B(n, n). Then A is robust if and only if perA = 1.

3 Robustness of Monge matrices

Definition 2. We say, that a matrix A = (aij) ∈ B(m,n) is a convex Monge matrix (concave Monge
matrix) if and only if

aij ⊗ akl ≤ ail ⊗ akj for all i < k, j < l
(
aij ⊗ akl ≥ ail ⊗ akj for all i < k, j < l

)
.

In this paper, we assume that the considered matrices are convex.

First, we have considered binary case of Monge fuzzy matrices over the set B = {0, 1}. Restricting our-
selves to matrices which satisfy the condition A ≥ Iad (only the weight of arcs (1, n), (2, n−1), . . . , (n, 1)
is equal to 1 in Iad) the following necessary and sufficient condition for a binary fuzzy matrix was proved.

Theorem 1. [6] Let A = (aij) ∈ B(n, n) be a binary Monge matrix with A ≥ Iad. Then A is robust if
and only if G(A, 1) is strongly connected and contains a loop.

Afterwards, equivalent conditions for robustness of Monge matrices in general case of max-min algebra
was proved. The existence of cycles of odd length, especially loops, in the corresponding digraphs is crucial
for robustness of matrices. Hence bellow lemmas were the basis for the proof of the obtained necessary
and sufficient condition for a Monge matrix to be robust. Obviously it is enaugh to consider only threshold
digraphs G(A, h) for h ∈ H = {aij ; i, j ∈ N}.
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Lemma 3. [7] Let A ∈ B(n, n) be a Monge matrix. Let h ∈ H. Let K ∈ SCC?(G(A, h)). Let c be
a cycle of odd length `(c) ≥ 3 in K. Then there is a node in c with a loop.

Lemma 4. [7] Let A ∈ B(n, n) be a Monge matrix. Let h ∈ H. Let for i, k ∈ N be the loops (i, i)
and (k, k) in the digraph G(A, h). Then the nodes i and k are in the same non-trivial strongly connected
component K of G(A, h).

Theorem 2. [7] Let A ∈ B(n, n) be a Monge matrix. Then A is robust if and only if for each h ∈ H
the digraph G(A, h) contains at most one non-trivial strongly connected component and this has a loop.

In bellow two examples we consider fuzzy matrices over the set B = [0, 10]. Both cases of answer are
illustrated. The given Monge matrix is not robust in first example, while the slightly modified matrix
in second example does.

Example 1. Let us check the robustness of the given Monge matrix A ∈ B(6, 6) for B = [0, 10].

A =




0 0 0 0 1 2

0 0 0 1 3 2

0 0 3 3 3 0

0 3 3 3 0 0

0 3 2 0 0 0

2 2 0 0 0 0




.

We shall verify due to Theorem 2 that G(A, h) contains at most one non-trivial strongly connected
component and this with a loop for each h ∈ H = {0, 1, 2, 3}. Since G(A, 3) contains two non-trivial
strongly connected components, namely component K1 generated by the node set NK1 = {2, 5} and K2

generated by the node set NK2 = {3, 4} (see Figure 1), the considered matrix is not robust.

G(A, 1)

j j j j j j1 6 2 5 3 4

- -

�

�

	

�

	

�

	

�

	

�

	i i

G(A, 2)

j j j j j j1 6 2 5 3 4

�

�

	

�

	

�

	

�

	

�

	i i

G(A, 3)

j j j j j j1 6 2 5 3 4

�

�

	 	

�

	i i

Figure 1: Threshold digraphs in non-robust case

Example 2. Let us check the robustness of the given Monge matrix C ∈ B(6, 6) which was derived
from the above matrix A for B = [0, 10]. Modified element is highlighted by bold character.

A =




0 0 0 0 1 2

0 0 0 1 2 2

0 0 3 3 3 0

0 3 3 3 0 0

0 3 2 0 0 0

2 2 0 0 0 0




.

In contrast to the previous example is the considered matrix due to Theorem 2 robust. The threshold
digraphs differ only for h = 3 (see Figure 2), namely G(C, 3) contains exactly one non-trivial strongly
connected component and this with a loop.
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G(C, 3)

j j j j j j1 6 2 5 3 4

�

	 	

�

	i i

Figure 2: Threshold digraph in robust case

Using the definition of a minimal component and results concerning periodicity of fuzzy matrices
proved in [3]

SCC?(A) = ∪{SCC?(G(A, h)); h ∈ {aij ; i, j ∈ N} },
SCCmin(A) = {K ∈ SCC?(A); K is minimal in SCC?(A), ordered by inclusion }

we can reformulate the equivalent conditions for a fuzzy matrix to be robust. Since G(A, h) for h
corresponding to the smallest element in the given matrix is a complete digraph the set of minimal
components is never empty. According to this fact we present a slightly modified theorem from [7].

Theorem 3. [7] Let A ∈ B(n, n) be a Monge matrix. Then A is robust if and only if SCCmin(A) = {K}
and K contains a loop.

Corresponding algorithm checks the robustness in O(n3) time. If SCCmin(A) is given, then the ro-
bustness can be verified in O(n) time.

4 Robustness of interval Monge matrices

In this section we shall deal with matrices which elements are inexact, namely they are given by intervals,
i.e. we will consider interval fuzzy matrices. Similarly to [2], [5], we define an interval matrix A.

Definition 3. Let A,A ∈ B(n, n), A ≤ A. An interval matrix A with bounds A and A is defined as
follows

A = [A,A] =
{
A ∈ B(n, n); A ≤ A ≤ A

}
.

Since an interval matrix A is in fact a set of matrices instead of the question about robustness
of the matrix we can set two sorts of questions. First, we can ask whether at least one of the matrices
in A is robust or second, whether all of the matrices in A are robust.

Definition 4. An interval matrix A is called

• possibly robust if there exists a matrix A ∈ A such that A is robust,

• universally robust if each matrix A ∈ A is robust.

Definition 5. An interval matrix AM = [A,A] is called interval Monge, if A, A ∈ B(n, n) are Monge
matrices and AM = {A ∈ A; A is Monge}.

Since A, A ∈ AM , the set AM is non-empty.

Equivalent conditions for a fuzzy interval matrix to be possibly robust were proved in [9]. However,
the resulting matrix of the described polynomial algorithm need not to have the monge property ([7]).
Moreover, there is no polynomial algorithm for checking the universal robustness of interval matrices
in fuzzy algebra.

First, we have considered binary case of Monge fuzzy matrices over the set B = {0, 1} again. Following
necessary and sufficient conditions with corresponding O(n3) algorithms were proved for interval matrices
under restriction A ≥ Iad.

Theorem 4. [8] An interval Monge matrix AM with A ≥ Iad is possibly robust if and only if A is robust.

Theorem 5. [8] An interval Monge matrix AM with A ≥ Iad is universally robust if and only if A is
robust.
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Algorithm Possible (Universal) Robustness for binary case

Input. AM = [A,A], Iad.
Output. ’non-Monge matrix’ in variable prbin if AM is not an interval Monge matrix; ’non-proper matrix’
in variable prbin if AM does not satisfied the condition A ≥ Iad; ’yes’ in variable prbin if AM is possibly
(universally) robust; ’no’ in binpr if AM is not possibly (universally) robust.

begin

(i) If A or A is not Monge then prbin :=’non-Monge matrix’; go to end;

(ii) If the condition A ≥ Iad is not satisfied then prbin :=’non-proper matrix’; go to end;

(iii) If the digraph G(A, 1) (G(A, 1)) is not strongly connected then prbin :=’no’; go to end;

(iv) If G(A, 1) (G(A, 1)) contains no loop then prbin :=’no’, else prbin :=’yes’;

end

Example 3. Let us consider an interval matrix A = [A,A] with bounds A, A ∈ B(5, 5)

A =




0 0 0 0 1

0 0 0 1 0

0 0 1 1 0

0 1 1 0 0

1 1 0 0 0



, A =




0 0 0 1 1

0 0 0 1 1

0 0 1 1 0

0 1 1 0 0

1 1 0 0 0



.

Since A and A are Monge matrices the corresponding interval matrix AM is an interval Monge matrix.
The digraph G(A, h) for threshold h = 1 contains two strongly connected components, while the digraph
G(A, h) for threshold h = 1 is strongly connected and contains a loop (see Figure 3). Consequently
the considered interval Monge matrix AM is possibly but not universally robust.

G(A, 1) j j j j j1 5 2 4 3
�

	

� �

	

�

	 i

G(A, 1) j j j j j1 5 2 4 3

-
�

	

�

	

�

	

�

	 i

Figure 3: Possible robustness

Afterwards we have considered general case of max-min algebra. We have proved a necessary condition
for an interval Monge matrix to be possibly robust.

Theorem 6. If an interval Monge matrix AM is possibly robust then for each h ∈ H holds: if the digraph
G(A, h) contains a strongly connected component K? with a loop then this is unique and all non-trivial
strongly connected components of the digraph G(A, h) are subdigraphs of K?.

Proof. Let AM be possibly robust. There exists a robust matrix A ∈ AM . Let h ∈ H = {aij ; i, j ∈
N} ∪ {aij ; i, j ∈ N} be arbitrary but fixed. By Theorem 2 the digraph G(A, h) contains at most one

non-trivial strongly connected component and this has a loop. If G(A, h) contains a non-trivial strongly
connected component with a loop then by Lemma 4 this is unique in G(A, h). We shall consider two
cases.

Case 1. The digraph G(A, h) contains no non-trivial strongly connected component. Since G(A, h) ⊆
G(A, h) neither the digraph G(A, h) does and the assertion follows.

Case 2. The digraph G(A, h) contains exactly one non-trivial strongly connected component K and
this has a loop. Since G(A, h) ⊆ G(A, h) and A is a Monge matrix by Lemma 4 the digraph G(A, h)
contains exactly one non-trivial strongly connected component K? and this has a loop. Moreover, K ⊆ K?.
The digraph G(A, h) contains eventually non-trivial strongly connected components K1,K2, . . . ,Kt. Since
G(A, h) ⊆ G(A, h) the components Ki ⊆ K, for i = 1, 2, . . . , t. Consequently Ki ⊆ K?, for i = 1, 2, . . . , t
and the assertion follows.

Mathematical Methods in Economics 2016

586



Example 4. Let us consider an interval matrix A = [A,A] with bounds A, A ∈ B(5, 5)

A =




0 0 0 0 1

0 0 0 1 0

0 0 0 0 0

0 1 0 0 0

1 0 0 0 0



, A =




0 0 0 0 1

0 0 0 1 0

0 0 1 1 0

0 1 1 1 0

1 0 0 0 0



.

The Monge property of both matrices A and A guarantees that the corresponding interval matrix AM

is an interval Monge matrix. The digraph G(A, h) for threshold h = 1 contains one non-trivial strongly
connected component K? with a loop generated by the node set NK? = {2, 3, 4}. In spite of this fact there
exists a non-trivial strongly connected component K in G(A, h) generated by the node set NK = {1, 5}
which is not a subdigraph of K? and indeed the interval matrix AM is not possibly robust (see Figure 4).

G(A, 1) j j j j j1 5 2 4 3
�

	

�

	

G(A, 1) j j j j j1 5 2 4 3
�

	

�

	

�

	 ii

Figure 4: Necessary condition for possible robustness in non-robust case

5 Conclusion

The aim of this paper is to present results concerning robustness for special class of fuzzy matrices,
namely Monge matrices with exact and inexact data as well and corresponding polynomial algorithms.

The theory of matrix robustness can reflect the following economic background. The fuzzy matrix
A = (aij) ∈ B(n, n) can represent the preferences of a customer due to different properties of a commodity
on the market. The resulting eigenvector y = Ak ⊗ x is the maximum stable vector, i.e. the final vector
of preferences.
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[8] Molnárová, M.: Robustness of Monge fuzzy matrices with inexact data, In: Proceedings of 33rd Int.
Conference Mathematical Methods in Economics 2015, Cheb, 2015, 566–571.
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Interval Fuzzy Matrix Equations
Helena Myšková1

Abstract. This paper is dealing with solvability of interval matrix equations
in fuzzy algebra. Fuzzy algebra is an algebraic structure, in which classical
addition is replaced by maximum and the second operation, multiplication, is
replaced by minimum. Fuzzy equations have found a broad area of applica-
tions in causal models which emphasize relationships between input and output
variables. They are used in diagnosis models or models of non-deterministic
systems. We shall deal with the both-sided matrix equations. If we replace
elements in matrices with intervals of possible values, we obtain an interval
matrix equation. We can define several types of solvability of interval matrix
equations. In this paper, we shall deal with four of them. We define the toler-
ance, weak tolerance, left-weak tolerance, and right-weak tolerance solvability
and provide polynomial algorithms for checking of them. We prove, that in
fuzzy algebra, weak tolerance, left-weak tolerance, and right-weak tolerance
solvability are equivalent to each other.

Keywords: fuzzy algebra, interval matrix equation, tolerance solvability,
weak tolerance solvability

JEL classification: C02
AMS classification: 15A18; 15A80; 65G30

1 Motivation

Fuzzy equations have found a broad area of applications in causal models which emphasize relationships
between input and output variables. They are used for instance in diagnosis models [9], [11], [12]. The
solution of the fuzzy relational equation of the form A⊗x = b, where A is a matrix, b and x are vectors of
suitable dimensions and classical addition and multiplication operations are replaced by maximum and
minimum, provides a maximal set of symptoms that produce the given fault.

The solvability of the systems of fuzzy linear equations is well reviewed. In this paper, we shall deal
with the solvability of fuzzy matrix equations of the form A⊗X ⊗C = B, where A, B, and C are given
matrices of suitable sizes and X is an unknown matrix. In the following example we will show one of
possible applications.

Example 1. Let us consider a situation, in which there is a supplier of components for four types of
computers T1, T2, T3, and T4. Computers shall be completed in companies C1, C2, C3 and delivered
through retail stores R1, R2 to the final consumers F1, F2 and F3. Relations between them are expressed
in Figure 1.

There is arrow (Ti Cj) if computer Ti can be completed in Cj and there is arrow (Rl Fk) if consumer
Fk purchases computers from retail store Rl. (i = 1, 2, 3, 4, j = 1, 2, 3, k = 1, 2, 3, l = 1, 2). Denote by
aij the amount of computers of type Ti, components for which the supplier is able to deliver to Cj . The
numbers clk denote the amount of computers that the retail store Rl is able to deliver to Fk. Suppose
that final consumer Fk needs bik computers of type Ti. We are looking for numbers xjl, which denote
numbers of computers completed by Cj for Rl. To meet the requirements of all consumers for computers
of type T1 the following equations must be satisfied:

max
{
min{a11, x11, c11},min{a12, x21, c11}

}
= b11,

max
{
min{a11, x11, c12},min{a12, x21, c12},min{a12, x22, c22}

}
= b12,

max
{
min{a11, x12, c23},min{a11, x11, c13},min{a12, x21, c13},min{a12, x22, c23}

}
= b13.

1Technical University in Košice, Faculty of Electrical Engineering and Informatics, Department of Mathematics and Theo-
retical Informatics, Němcovej 32, 042 00 Košice, Slovak Republic, helena.myskova@tuke.sk

1
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Figure 1 Transportation system

In the same way we can write equations which must be satisfied to ensure requirements of all consumers
for computers of types T2 and T3.

In general, suppose that there are m computers T1, T2, . . . , Tm, n companies C1, C2, . . . , Cn,
s retail stores R1, R2, . . . , Rs and r final consumers F1, F2, . . . , Fr. If there is no connection from Ti
to Cj (from Rl to Fk), we put aij = O (clk = O). to ensure requirements of all consumers for comput-
ers of types T2 and T3. Our task is to choose the appropriate capacities xjl, j ∈ N = {1, 2, . . . , n},
l ∈ S = {1, 2, . . . , s} such that we ensure requirements of all consumers for all types of computers. We
obtain

max
j∈N, l∈S

min{aij , xjl, clk} = bik (1)

for each i ∈M = {1, 2, . . . ,m} and for all k ∈ R = {1, 2, . . . , r}.
A certain disadvantage of any necessary and sufficient condition for the solvability of (1) stems from

the fact that it only indicates the existence or nonexistence of the solution but does not indicate any
action to be taken to increase the degree of solvability. However, it happens quite often in modeling real
situations that the obtained system turns out to be unsolvable. One of possible methods of restoring
the solvability is to replace the exact input values by intervals of possible values. The result of the
substitution is so-called interval fuzzy matrix equation. In this paper, we shall deal with the solvability
of interval fuzzy matrix equations. We define the tolerance, right-weak tolerance, left-weak tolerance and
weak tolerance solvability and provide polynomial algorithms for checking them.

2 Preliminaries

Fuzzy algebra is the triple (I,⊕,⊗), where I = [O, I] is a linear ordered set with the least element O,
the greatest element I, and two binary operations a⊕ b = max{a, b} and a⊗ b = min{a, b}.

Denote by M, N, R, and S the index sets {1, 2, . . . ,m}, {1, 2, . . . , n}, {1, 2, . . . , r}, and {1, 2, . . . , s},
respectively. The set of all m × n matrices over I is denoted by I(m,n) and the set of all column n
vectors over I we denote by I(n).
Operations ⊕ and ⊗ are extended to matrices and vectors in the same way as in the classical algebra.
We will consider the ordering ≤ on the sets I(m,n) and I(n) defined as follows:

• for A,C ∈ I(m,n) : A ≤ C if aij ≤ cij for all i ∈M, j ∈ N ,

• for x, y ∈ I(n) : x ≤ y if xj ≤ yj for all j ∈ N .

The monotonicity of ⊗ means that for each A,C ∈ I(m,n), A ≤ C and for each B, D ∈ I(n, s), B ≤ D
the inequality A⊗B ≤ C ⊗D holds true.
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Let A ∈ I(m,n) and b ∈ I(m). In fuzzy algebra, we can write the system of equations in the matrix
form

A⊗ x = b. (2)

The crucial role for the solvability of system (2) in fuzzy algebra is played by the principal solution of
system (2), defined by

x∗j (A, b) = min
i∈M
{bi : aij > bi} (3)

for each j ∈ N , with min ∅ = I.

The following theorem describes the importance of the principal solution for the solvability of (2).

Theorem 1. [2, 13] Let A ∈ I(m,n) and b ∈ I(m) be given.

(i) If A⊗ x = b for x ∈ I(n), then x ≤ x∗(A, b).

(ii) A⊗ x∗(A, b) ≤ b.

(iii) The system A⊗ x = b is solvable if and only if x∗(A, b) is its solution.

The properties of a principal solution are expressed in the following assertions.

Lemma 2. [1] Let A ∈ I(m,n) and b, d ∈ I(m) be such that b ≤ d. Then x∗(A, b) ≤ x∗(A, d).

Lemma 3. [3] Let b ∈ I(m) and C,D ∈ I(m,n) be such that D ≤ C. Then x∗(C, b) ≤ x∗(D, b).
Lemma 4. Let A ∈ I(m,n), b ∈ I(m) and c ∈ I. Then for each j ∈ N the following equality holds:

min{x∗j (A⊗ c, b), c} = min{x∗j (A, b), c}. (4)

Proof. In the case that x∗j (A, b) ≥ c we have x∗j (A ⊗ c, b) ≥ c, according to Lemma 3, so both minimas
are equal to c. In the second case x∗j (A, b) = bi < c for some i ∈ M , which follows that aij > bi. Then
aij ⊗ c > bi and consequently x∗j (A ⊗ c, b) ≤ bi = x∗j (A, b). Together with x∗j (A ⊗ c, b) ≥ x∗j (A, b) we
obtain x∗j (A⊗ c, b) = x∗j (A, b) and consequently (4).

3 Matrix Equations

Let A ∈ I(m,n), B ∈ I(m, r), and C ∈ I(m,n) be matrices with elements aij , bik, and clk, respectively.
We shall write system of equalities (1) from Example 1 in the matrix form

A⊗X ⊗ C = B. (5)

Denote by X∗(A,B,C) =
(
x∗jl(A,B,C)

)
the matrix defined as follows

x∗jl(A,B,C) = min
k∈R
{x∗j (A⊗ clk, Bk)}. (6)

We shall call the matrix X∗(A,B,C) a principal matrix solution of (5). The following theorem expresses
the properties of X∗(A,B,C) and gives the necessary and sufficient condition for the solvability of (5).

Theorem 5. [8] Let A ∈ I(m,n), B ∈ I(m, r) and C ∈ I(m,n).

(i) If A⊗X ⊗ C = B for X ∈ I(n, s), then X ≤ X∗(A,B,C).

(ii) A⊗X∗(A,B,C)⊗ C ≤ B.

(iii) The matrix equation A⊗X ⊗ C = B is solvable if and only if X∗(A,B,C) is its solution.

Remark 1. Equality (6) can be written in the form

X∗(A,B,C) = (X∗1 (A,B,C), X∗2 (A,B,C), . . . , X∗s (A,B,C)),

where
X∗l (A,B,C) = min

k∈R
x∗(A⊗ clk, Bk). (7)
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4 Interval matrix equations

Similarly to [5, 6, 7, 10], we define interval matrices A, B, C as follows:

A = [A,A] =
{
A ∈ I(m,n); A ≤ A ≤ A

}
,

B = [B,B] =
{
B ∈ I(m, r); B ≤ B ≤ B

}
,

C = [C,C] =
{
C ∈ I(s, r); C ≤ C ≤ C

}
.

Denote by
A⊗X ⊗C = B (8)

the set of all matrix equations of the form (5) such that A ∈ A, B ∈ B, and C ∈ C. We call (8) an
interval fuzzy matrix equation.

We shall think over the solvability of interval fuzzy matrix equation on the ground of the solvability
of matrix equations of the form (5) such that A ∈ A, B ∈ B, and C ∈ C. We can define several types
of solvability of an interval fuzzy matrix equation. Similarly to the max-plus algebra (see [8]), we define
four types of solvability:

Definition 1. Interval fuzzy matrix equation of the form (8) is

• tolerance solvable if there exist X ∈ I(n, s) such that for each A ∈ A and for each C ∈ C the
product A⊗X ⊗ C lies in B,

• right-weakly tolerance solvable if for each C ∈ C there exist X ∈ I(n, s) such that for each A ∈ A
the product A⊗X ⊗ C lies in B,

• left-weakly tolerance solvable if for each A ∈ A there exist X ∈ I(n, s) such that for each C ∈ C
the product A⊗X ⊗ C lies in B,

• weakly tolerance solvable if for each A ∈ A and for each C ∈ C there exist X ∈ I(n, s) such that
A⊗X ⊗ C ∈ B.

4.1 Tolerance Solvability

Theorem 6. Interval fuzzy matrix equation of the form (8) is tolerance solvable if and only if

A⊗X∗(A,B,C)⊗ C ≥ B. (9)

Proof. A proof is based on the same idea as those of paper [8].

Suppose that m = r = s = n, i.e., all matrices are square of order n. Checking the tolerance
solvability is based on the verifying of inequality (9). Computing X∗l (A,B,C) by (7) for fixed l requires
n ·O(n2) = O(n3) arithmetic operation. Hence, computing the matrix X∗(A,B,C) requires n ·O(n3) =
O(n4) operations.

4.2 Right-weak Tolerance Solvability

Lemma 7. Interval fuzzy matrix equation of the form (8) is right-weakly tolerance solvable if and only
if the inequality

A⊗X∗(A,B,C)⊗ C ≥ B (10)

holds for each C ∈ C.

Proof. Let C ∈ C be arbitrary but fixed. The existence of X ∈ I(n, s) such that A⊗X ⊗C ∈ [B,B] for
each A ∈ A is equivalent to the tolerance solvability of the fuzzy matrix equation with constant matrix
C = C = C, which is, according to Theorem 6, equivalent to (10). Therefore, interval fuzzy matrix
equation (8) is right-weakly tolerance solvable if and only if inequality (10) is fulfilled for each matrix
C ∈ C.
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Lemma 7 does not give an algorithm for checking the right-weak tolerance solvability. It is easy to
see that the tolerance solvability implies the right-weak tolerance solvability. The converse implication
may not be valid.

Theorem 8. An interval fuzzy matrix equation of the form (8) is right-weakly tolerance solvable if and
only if it is tolerance solvable.

Proof. Suppose that an interval fuzzy matrix equation is not tolerance solvable, i. e., there exist i ∈ M,
p ∈ R such that

[
A⊗X∗(A,B,C)⊗ C

]
ip

< bip.

Denote by C(p) the matrix with the following entries

c
(p)
lk =

{
clk for k = p, l ∈ S,
clk for k ∈ R, k 6= p, l ∈ S. (11)

We will prove that
[
A⊗X∗(A,B,C(p))⊗ C(p)

]
ip

=
[
A⊗X∗(A,B,C)⊗ C

]
ip
. (12)

The both sides of (12) we can write as
[
A⊗X∗(A,B,C(p))⊗ C(p)

]
ip

= max
j∈N, l∈S

min{aij , x∗jl(A,B,C(p)), c
(p)
lp }

and [
A⊗X∗(A,B,C)⊗ C

]
ip

= max
j∈N, l∈S

min{aij , x∗jl(A,B,C), clp}

It is sufficient to prove that

min{aij , x∗jl(A,B,C(p)), c
(p)
lp } = min{aij , x∗jl(A,B,C), clp} (13)

for each j ∈ N, l ∈ S. The left-hand side of (13) is equal to

min{aij , x∗jl(A,B,C(p)), c
(p)
lp } = min

{
aij ,min

k 6=p
x∗j (A⊗ clk, Bk), x∗j (A⊗ clp, Bp), clp

}

and the right-hand side is equal to

min{aij , x∗jl(A,B,C), clp} = min
{
aij ,min

k 6=p
x∗j (A⊗ clk, Bk), x∗j (A⊗ clp, Bp), clp

}
.

We shall prove that
min{x∗j (A⊗ clp, Bp), clp} = min{x∗j (A⊗ clp, Bp), clp}. (14)

According to Lemma 4 we obtain

min{x∗j (A⊗ clp, Bp), clp} = min{x∗j (A,Bp), clp},
min{x∗j (A⊗ clp, Bp), clp} = min{x∗j (A⊗ clp, Bp), clp, clp} = min{x∗j (A,Bp), clp}.

Since (14) is satisfied, from (12) we obtain
[
A⊗X∗(A,B,C(p))⊗ C(p)

]
ip
< bip. According to Lemma 7

an interval fuzzy matrix equation is not right-weakly tolerance solvable.

The converse implication is trivial.

4.3 Left-weak Tolerance Solvability

Lemma 9. An interval fuzzy matrix equation of the form (8) is left-weakly tolerance solvable if and only
if an interval fuzzy matrix equation of the form

C> ⊗X> ⊗A> = B> (15)

is right-weakly tolerance solvable.

Proof. A proof is similar as those of paper [8].

Theorem 10. An interval fuzzy matrix equation of the form (8) is left-weakly tolerance solvable if and
only if it is tolerance solvable.

Proof. A proof follows from Theorem 8 and Lemma 9.
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4.4 Weak Tolerance Solvability

Theorem 11. Interval fuzzy matrix equation of the form (8) is weakly tolerance solvable if and only if
it is tolerance solvable.

Proof. Suppose that (8) is weakly tolerance solvable. We obtain the following sequence of implications

(∀A ∈ A)(∀C ∈ C)(∃X ∈ I(n, s))A⊗X ⊗ C ∈ B
Th 8⇒ (∀A ∈ A)(∃X ∈ I(n, s))(∀C ∈ C)A⊗X ⊗ C ∈ B

Th 10⇒ (∃X ∈ I(n, s))(∀A ∈ A)(∀C ∈ C)A⊗X ⊗ C ∈ B,

hence (8) is tolerance solvable. The converse implication is trivial.

4.5 Application

Let us return to Example 1. Suppose that the amounts of computers given by the elements of matrices
A and C are not exact numbers, but the are given as intervals of possible values. Further, request in
provision of computers given by the numbers bik are from given intervals, too. The tolerance solvability
answers the question whether there exist the numbers of computers completed by Cj for Rl such that
for each values aij and clk from given intervals of possible values the requirements of all consumers are
fulfilled. Moreover, in the positive case we obtain the solution given by matrix X∗(A,B,C).

References
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Abstract. The trend indicator MACD (Moving Average Convergence/Divergence) 

is commonly used powerful tool of technical analysis. It allows to predict many 

profitable trades (buying and selling signal), especially when convergence and di-

vergence periods are correctly recognized. The MACD value is dependent on three 

input parameters, length of short, long and signal period respectively. Generally ap-

plied combination of periods 12/26/9 was introduced by Gerald Appel in 1979 for 

trading with silver. However there is no standard or methodology for selection of 

optimal input periods and many other combinations are utilized. 

The aim of presented contribution is the sensitivity analysis of MACD values on se-

lection of short, long and signal period lengths. In the first part MACD indicator is 

formally defined using weighted exponential averages, from this definition the de-

pendence of input parameters and resulting MACD value is more understandable. 

Case study involves three types of shares with growing, falling and changing trend 

respectively. From results we can conclude that prolonging of signal frame increases 

sensitivity of MACD indicator. Moreover combination 12/26/9 is not optimal for se-

lected shares and lengths of short and long period are in mutual relation. 

 

Keywords: MACD indicator, weighted exponential average, technical analysis, 

profitable trade, short period, long period, signal period. 

JEL Classification: G17, C61 

AMS Classification: 97M30 

1 Introduction to Technical Analysis and Indicators 
Predicting the future value of securities, especially stock prices, is constantly developing area. Discipline that 

describes methods of analysis and prediction of stock prices is called technical analysis. Main algorithms are 

based on statistical, numerical and visual analysis of share prices and sales volumes respectively. There are two 

essential groups of methods in technical analysis - the technical indicators and graphical formations known as 

chart patterns [4, 6, 7]. 

Technical indicators work with recent or close history data with goal to predict future trend of price. They 

generate so called “buying and selling signals” based on the expected rise or fall of share price. These signals 

help speculators to decide whether certain trade will be profitable [8]. 

Most popular methods of technical analysis are based on moving averages (simple, exponential or weighted) 

with given period. Moreover, for example price oscillators, are constructed using combinations of moving aver-

ages with different periods. Famous trend indicator MACD (Moving Average Convergence/Divergence) uses 

combination of three exponential averages with short, long and signal period respectively. Commonly applied 

combination of periods 12/26/9 was introduced by Gerald Appel in 1979 for trading with silver. However there 

is no standard or methodology for selection of optimal input periods and many other combinations are uti-

lized [2, 5, 9]. 

The aim of presented contribution is sensitivity analysis of MACD values on selection of short, long and sig-

nal period lengths. Following section contains definition of MACD indicator and its input parameters. In section 

Case Study three types of shares with different type of trend are analyzed for selected combinations of input 

periods using trade success rates. Major results and directions of future work are summarized in the last section.  
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2 Trend Indicator MACD (Moving Average Convergence/Divergence) 

Let us denote: 

 i time index 

 Pi stock price in time i 

 EMA Exponential Moving Average dataset 

 PO Price oscillator dataset 

 n period of EMA 

 ep exponential percentage. 

 

Exponential moving average of given stock price dataset P is defined as: 

  𝐸𝑀𝐴(𝑃, 𝑛)𝑖 = 𝑃𝑖 ∗ 𝑒𝑝 +  𝐸𝑀𝐴(𝑃, 𝑛)𝑖−1 ∗ ( 1 − 𝑒𝑝), (1) 

where 

  𝑒𝑝 =
2

𝑛+1
 . (2) 

Now it is important to denote input parameters of MACD indicator: 

 SP short period 

 LP long period 

 SgP signal period, 

and define MACD value in given time index as follows: 

  𝑀𝐴𝐶𝐷𝑖 =  𝐸𝑀𝐴(𝑃𝑂, 𝑆𝑔𝑃)𝑖 = 𝑃𝑂𝑖 ∗ (
2

𝑆𝑔𝑃+1
) + 𝑀𝐴𝐶𝐷𝑖−1 ∗ (1 −

2

𝑆𝑔𝑃+1
) (3) 

where 

 𝑃𝑂 = 𝐸𝑀𝐴(𝑃, 𝑆𝑃) − 𝐸𝑀𝐴(𝑃, 𝐿𝑃). (4) 

In words, from subtraction of first two exponential moving averages with short and long period we are get-

ting price oscillator dataset that moves around zero and indicates price general trend. Third exponential moving 

average with signal period is applied to price oscillator and it gives us MACD values. Buying and selling signals 

for selected share are detected as intersections of price oscillator and MACD datasets [10]. 

Resulting value of MACD indicator is dependent on three input parameters, length of short, long and signal 

period respectively. Their combination is commonly marked as triplet SP/LP/SgP. However there is no standard 

or methodology for selection of optimal input periods and many other combinations are utilized as summarized 

in following Table 1. 

 

Used Short period Long period Signal period 

In practice 
12 26 9 

13 26 9 

In FX market 

7 28 7 

3 11 17 

5 35 9 

8 17 9 

15 35 5 

Automatic Trading 

System (ATS) 

30 55 8 

30 55 20 

 

Table 1 Selected combination of MACD periods [3, 7, 8]  

 

 

 

Figure 1 Shares of Walt Disney 
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3 Sensitivity Analysis – Case Study 
For our sensitivity analysis we decided to choose three daily 10years long datasets of shares with different types 

of trend. Growing trend is represented by shares of Walt Disney illustrated in Fig. 1, falling trend represents 

shares of Telecom Italia shown in Fig. 2 and variable, frequently changing trend is analyzed for shares of Big 

Lots inc. illustrated in Fig. 3. 

 

 

Figure 2 Shares of Telecom Italia  

 

Figure 3 Shares of Big Lots inc. 

Boundaries of input parameters were set as: 

 

9;2

40;1

20;1







SgP

SPLP

SP

. (5) 

All possible combinations of input periods with step equal to one were analyzed in our software, which was 

developed by main author and it is not publically accessible. Each result (combination) was augmented with 

success rate based on holding duration of selected share. Simple success rate (SSR) is defined as number of 

profiting trades divided by number of all trades (6), to show how market speculations based on MACD indicator 

perform.  

 ,
n

w
SSR   (6) 

where w is number of profitable trades and n is number of all trades based on MACD indicator buying signal. 

The SSR ranges from 0 (none profitable trade) to 1 (all trades were profitable). 

 Resulting 5D dependencies are hard to visualize, this is the reason why we decided to specially cumulate in-

formation. In following figures Fig. 4, 5 and 6 , we depict these cumulated dependencies as ranges of transaction 

successfulness based on holding time (y-axis) for combinations of parameters (x-axis) that are sorted first by the 

short period, then by the long period and finally by the signal period. 

 

 

Figure 4 Ranges of MACD success rates for Walt Disney shares with increasing trend 
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Figure 5 Ranges of MACD success rates for Telecom Italia shares with decreasing trend 

Figure 6 Ranges of MACD success rates for shares of Big Lots inc. with variable trend 

Figure 4 illustrates MACD success rates for share of Walt Disney with rising trend. It is obvious that most of 

the trades with this share are profitable (success rate is higher than 0.5). Moreover 50percent threshold is broken 

only for a few combinations and only by the bottom boundary of profitability ranges. Opposite statements result 

from analysis of falling trend of Telecom Italia shares captured in Fig. 5. Only few profitable trades could be 

found, generally trades with this share are profitless for arbitrary selection of input parameter of MACD indica-

tor. Most interesting result is illustrated in Fig. 6 for changing trend of Big Lots inc. shares. Selection of combi-

nation periods highly influences trade profitability. Trades are always profitable for low values of short period 

(SP), however with rising number of short and long period variation of success rates increases. Proper combina-

tion of MACD periods has to be utilized for guarantee of profitable trade. 

3.1 Analysis of signal period length influence  

Following analysis concentrates on selection of signal period. Figure 7 illustrates dependency between hold-

ing duration and SgP value for shares of Big Lots inc. Signal period affects mainly sensitivity of MACD indica-

tor. For low values of SgP more buying and selling signals are generated and MACD sensitivity increases. 

Moreover Fig. 7 shows that shape of the graph is almost constant plane and therefore dependency between hold-

ing duration and SgP value is weak.  

 

Figure 7 Sensitivity of MACD success rate on selection of signal period and holding duration 
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Figure 8 Sensitivity of MACD success rate on selection of signal period and holding duration 

3.2 Sensitivity analysis of short and long period selection 

Last but not least analysis of short and long period selection was performed for Big Lots inc. shares. 3D graph of 

success rates for given values of short period and long period is illustrated in Figure 8. Ridge of maximal profit-

ability (around 0.6) is blue with two significant peaks for SP = 9, LP = 33 and SP = 13, LP = 14 respectively. 

Commonly applied combination of periods 12/26/9 gives resulting value of success rate equal to 0.58. All re-

markable peaks augmented with profitability are summarized in following Table 2. 

 

Short period Long period Success rate 

9 33 0.605 

13 14 0.603 

10 32 0.601 

12 15 0.6 

12 26 0.58 

 

Table 2 Selection of MACD parameters combination resulting in high profitability trades with shares of Big 

Lots inc. augmented with result of 12/26/9 combination 

 

Other interesting result is illustrated in Figure 9, where maximal success rates for different holding periods 

are depicted. This confirms that there is almost no dependency between duration of holding selected share and 

setting of MACD parameters. Trend of profitability curve is slightly increasing, however variation around it is 

very high and it is capturing periodical trading effect with length of one business week (5days). 

 
Figure 9 Maximal success rates for different holding durations of Big Lots inc. shares 
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4 Conclusion 
The aim of presented contribution is the sensitivity analysis of MACD values on selection of short, long and 

signal period lengths. Case study involves three types of shares with growing, falling and changing trend respec-

tively. To show how market speculations based on MACD indicator perform, simple success rate was calculated 

for each combination of input parameters and duration of holding of selected share. From results we can con-

clude that prolonging of signal period increases sensitivity of MACD indicator. Lengths of short and long period 

significantly influence trade profitability. Moreover combination 12/26/9 is not optimal for selected share and 

lengths of short and long period are in mutual relation. Surprisingly, there is almost no dependency between 

duration of holding selected share and setting of MACD parameters. 
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Comparison of an enterprise’s financial situation assessment 
methods. Fuzzy approach versus discriminatory models. 

Tomasz L. Nawrocki1 

Abstract. The main aim of the paper is to compare practical application of different 
enterprise’s financial situation assessment methods and identify their advantages and 
disadvantages. As subjects of this comparison have been adopted several popular 
discriminatory models on the one hand, and original model based on the fuzzy ap-
proach, on the other. Calculations were performed on the basis of financial data from 
annual reports for past ten years (2006-2015), published by selected companies 
listed on the Warsaw Stock Exchange and classified into different sectors of econo-
my: services and trade, industry, finance. Conducted in the paper comparative analy-
sis shows some advantages and disadvantages of considered approaches. For dis-
criminatory models big advantage is the simplicity of use, but on the other hand, 
fuzzy approach offers far greater flexibility, which inevitably influences the greater 
objectivity generated in time results. 

Keywords: discriminatory models, financial situation assessment, fuzzy logic, sol-
vency. 

JEL Classification: C69, G33 
AMS Classification: 94D05, 26E50  

1 Introduction 
A feature of the market economy is operating in conditions of uncertainty and risk, which implies the need  
to control the corporate financial situation. Evaluation of this situation, as a part of the economic analysis,  
is an important tool for business management, since the information obtained due to it are the foundation  
for investment and financing decisions. Because of the imperfections of traditional ratio analysis (increasing  
the number of indicators rather than lead to a better orientation, results in information noise) for many years has 
been sought a synthetic measure allowing to evaluate enterprise’s condition with the greatest possible accuracy.  

In the literature term „financial situation” in context of enterprises has usually two meanings – narrow  
and wider. In the first it is associated with creditworthiness of entity and concentrate on its financial liquidity  
and indebtedness analysis. I the second one it is treated as a general financial condition of an enterprise including 
also issues of profitability, wildly understood efficiency as well as competitive advantages [3]. For purposes  
of this paper, the first – narrow – meaning of financial situation term was used. 

Although the first quantitative assessment models of creditworthiness date back to the 1930s (P.J. Fritz Pat-
rick), a significant development acceleration in this field occurred in 1960s, along with the wider use of statistics  
and econometrics (W.H. Beaver, E.I. Altman), especially discriminant analysis [4]. At the same time, however, 
with the increasingly common use of computers and perceiving certain drawbacks and limitations of statistical 
and econometrical methods [4], [5], it can be seen further develop broadly defined methods of enterprises finan-
cial condition assessment, which focus on the neural networks or fuzzy modeling use [5].  

Therefore, the main goal of this article is to present a comparative analysis results of corporate financial situ-
ation assessment with the use of several popular in the literature discriminatory models and Author’s original 
fuzzy model. Calculations were performed on the basis of financial data from annual reports for past ten years, 
published by selected companies listed on the Warsaw Stock Exchange and classified into different sectors  
of economy: services, industry and finance.  

2 Research methodology 
Among the many discriminatory models, for the purpose of realization the main article goal it was decided to use 
five of them, which had no certain industry restrictions [4] (in brackets were given the years of model creation): 
Mączyńska (1994), Gajdka & Stos (2006), Hołda (2001), Prusak (2005) and Hamrol – „poznański model” (1999-
-2002). The reason that probably the most popular in the world Altman’s discriminatory model [1] was ignored 
is this, that the Altman's Z-score model has industry limitation (manufacturers). Discriminatory functions with 
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characterization of used variables are given below. In order to harmonize the limit values in considered models, 
with regard to the Gajdka & Stos model it was adopted subtracting from the final outcome 0.44, and in the case 
of the Prusak model adding 0.13. In result, for each considered model the limit value separating enterprises with 
bad financial situation from the others was 0. 

Mączyńska: 654321 1,03,051008,05,1 XXXXXXWM ⋅+⋅+⋅+⋅+⋅+⋅=  (1) 

X1 – (Profit before tax + Depreciation and amortization) / Reserves and liabilities 
X2 – Total assets / Reserves and liabilities 
X3 – Profit from operations (EBIT) / Total assets 
X4 – Profit from operations (EBIT) / Revenues from sales 
X5 – Inventories / Revenues from sales 
X6 – Total assets / Revenues from sales 

 

Gajdka & Stos: 54321 341096,0965963,0760975,0001303,020099,0 XXXXXWGS ⋅−⋅+⋅+⋅+⋅=  (2) 

X1 – Revenues from sales / Total assets 
X2 – Current liabilities x 365 / Cost of goods sold, general administration, selling and distribution 
X3 – Net profit / Total assets 
X4 – Profit before tax  / Revenues from sales 
X5 – Reserves and liabilities / Total assets 

 

Hołda: 54321 157,0000672,000969,00196,0681,0605,0 XXXXXWH ⋅+⋅+⋅+⋅−⋅+=  (3) 

X1 – Current assets / Current liabilities 
X2 – Reserves and liabilities / Total assets 
X3 – Net profit / Total assets 
X4 – Current liabilities x 360 / Cost of goods sold, general administration, selling and distribution 
X5 – Revenues from sales / Total assets 

 

Prusak: 4321 1754,24061,0148,05245,65685,1 XXXXWP ⋅+⋅+⋅+⋅+−=  (4) 

X1 – Profit from operations (EBIT) / Total assets 
X2 – Cost of goods sold, general administration, selling and distribution / Trade and other payables 
X3 – Current assets / Current liabilities 
X4 – Profit from operations (EBIT) / Revenues from sales 

 

Hamrol - „poz-
nański model”: 4321 719,6288,4588,1562,3368,2 XXXXW pozH ⋅+⋅+⋅+⋅+−=−  (5) 

X1 – Net profit / Total assets 
X2 – (Current assets – Inventories) / Current liabilities 
X3 – (Equity capital + Non-current liabilities) / Total assets 
X4 – Net profit on sales / Revenues from sales 

 

In contrast to the approach used in mentioned above statistical and econometrical methods [9], assessment 
criteria selection in proposed by the Author original solution based on the fuzzy logic was carried out arbitrarily,  
on the basis of author’s knowledge and practical experience in the field of financial analysis. Proposed model 
generally bases on an earlier concept [6], but for purposes of this research more efforts were made to limit num-
ber of variables and, at the same time, take into account all the dimensions of enterprises financial condition 
assessment, that are crucial from the viewpoint of bankruptcy risk, or creditworthiness. 

Therefore, in the proposed model it was assumed that the financial situation of an enterprises can be analysed 
and assessed in two basic dimensions considered in the literature on financial analysis [8]: its financial liquidity 
and indebtedness. In the assessment of financial liquidity there were three basic dimensions included: static, 
income (cash flows) and structural (net working capital), and in the case of indebtedness two: debt level  
and ability to service the debt. 

The structure of the suggested enterprise’s financial situation assessment model, along with the most detailed 
assessment criteria within the particular modules, is presented in Figure 1. 

In the proposed model firstly it is intended to obtain partial assessments within the distinguished basic  
assessment criteria of financial situation. These assessments will result from the ratios calculated on the basis  
of data from financial statements. Next aggregated assessment results may be obtained in the areas of financial 
liquidity in static, income and structural dimension, debt level and ability to service the debt. Furthermore, these 
results constitute foundations for calculating general situation measures in the areas of financial liquidity  
and indebtedness, so that in the final stage, on their basis, it is possible to achieve overall financial situation 
assessment for the analysed enterprise.  
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The calculation tool in the suggested solution is based on the fuzzy set theory, which is one of the approxi-
mate reasoning methods [7], [10].  

 

Figure 1 General structure of an enterprise’s financial situation assessment model 

CA – current assets, STD – short-term debt, CFo – cash flows from operations, NWC – net working capital (cur-
rent assets – short-term liabilities), RNWC – request for net working capital (non-financial current assets – non-
financial short-term liabilities), TA – total assets, FD – financial debt, BV – book value (equity capital),  
TD – total debt (liabilities and reserves), LTD – long-term debt, ND – net debt (FD – cash), NPS – net profit 
from sales, ITS – interests. 

It was assumed, that the financial data for calculation purposes (regarding both discriminatory models  
and original fuzzy model) will be obtained from financial reports of analyzed companies. In all cases of variables 
based on balance sheet (financial situation statement) values it is also assumed to use their average values from 
two-year period. 

Detailed assumptions of fuzzy model construction 

In relation to the construction of proposed fuzzy model, based on the Mamdani approach [7], the following  
assumptions were made: 

• for all input variables of the model, the same dictionary of linguistic values was used, and their value 
space was divided into three fuzzy sets named {low, medium, high}; 

• for output variables of the model, in order to obtain more accurate intermediate assessments, the space  
of linguistic values was divided into five fuzzy sets named {low, mid-low, medium, mid-high, high}; 

• in case of all membership functions to the particular fuzzy sets, a triangular shape was decided  
for them (Figure 2 and Figure 3); 

• the values of fuzzy sets characteristic points (x1, x2, x3) for the particular input variables of the model were 
determined partly basing on the literature on enterprises financial analysis and partly arbitrarily, basing on 
the distribution of analysed variables values and on the author years of experience in the area of compa-
nies financial situation analysis (Table 1); 

• for fuzzification of input variables, the method of simple linear interpolation was used [2]; 
• fuzzy reasoning in the particular knowledge bases of the model was conducted using PROD operator  

(fuzzy implication) and SUM operator (final accumulation of the conclusion functions received within  
the particular rule bases into one output set for each base) [7]; 

• for defuzzification of fuzzy reasoning results within the particular rule bases simplified Center of Sums 
method was used [7]. 
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Figure 2 The general form of input variables mem-

bership function to distinguished fuzzy sets. 
Figure 3 The output variables membership function  

to distinguished fuzzy sets
 

 x1  
µ(x) = 1/low 

x2  
µ(x) = 1/medium 

x3  
µ(x) = 1/high 

Current Ratio (-)  0 1 2 
Current Assets Turnover (-) 0 2 4 

Operating Cash Flow Ratio (-) 0 0,5 1 
Liquidity Balance-Assets Ratio (-) -0,1 0,0 0,1 

Financial Debt-Equity Ratio (-) 0 0,5 1 
Debt Structure by Time (-) 0 0,5 1 

Net Debt Repayment Period by EBIT (years) 0 3 6 
Interests Coverage Ratio (-) 0 2 4 

Total Assets (’000 PLN) 0 172.000 344.000 
Revenues from Sales (’000 PLN) 0 200.000 400.000 

Table 1 The values of fuzzy sets characteristic points for particular input variables  
of the enterprise’s financial situation assessment fuzzy model 

Next, taking into consideration the general structure of the financial situation assessment model presented  
in Figure 1, author, basing on his knowledge and experience in the area of analysed issue, designed 12 rules 
bases in the form of „IF – THEN” (11 bases with 9 rules and 1 base with 27 rules), achieving this way a „ready 
to use” form of the financial situation assessment fuzzy model. 

The intermediate and final assessments generated by the model take values in the range between 0 and 1, 
where from the viewpoint of analysed issue, values closer to 1 mean a very favourable result (better  
financial situation, lower risk of financial problems and bankruptcy), while values closer to 0 indicate a result 
less favourable (worse financial situation, higher risk of financial problems and bankruptcy). It also needs  
to be noted, that due to the fuzzy model assumptions, since the outputs of the fuzzy rule-based model are defuzz-
ified, the information about the uncertainty of an assessment is to some extent lost. However, on the other hand 
this procedure provides an information about narrower areas of financial situation assessment. 

All calculations related to the presented fuzzy model were performed in MS Excel. 

3 Research results 
In order to compare results generated by considered discriminatory models and proposed original fuzzy model, 
the financial situation assessment was conducted for 12 companies from different sectors of the economy, which 
shares are listed on the WSE – Orange PL (telecommunications), MW Trade (finance), Neuca (wholesale trade), 
Sfinks (restaurants), Polnord (real estate developer), Marvipol (real estate developer/retail trade), PBG (construc-
tion), Budimex (construction), JSW (coalmine), KGHM (copper mine), Żywiec Group (brewery), PKM Duda 
(meat industry). According to the adopted methodology, the basis for the financial situation assessment of men-
tioned above entities were data acquired from published by them in the years 2006-2016 annual reports.  

Despite methodological differences, both discriminatory models and proposed original fuzzy model inform 
about the same category – financial situation of enterprises. This informational (and not strictly numerical) sur-
face was adopted as the basis for comparative analysis of investigated companies. The main issue was to com-
pare a general perception of the enterprises’ financial situation through the prism of general results, obtained 
with the use of different methods. For this reason it was considered, that the graphical form of results presenta-
tion and their comparison will be adequate and sufficient at the same time. The results obtained during the re-
search are presented in Figures 4-9. Analyzed companies were grouped according to similarity of business ac-
tivity – service and trade, real estate developers and construction, manufacturers.  
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Figure 4 Financial situation of servicing and trading companies based on discriminatory models 

 

Figure 5 Financial situation of servicing and trading companies based on original fuzzy model 

 

Figure 6 Financial situation of re developers and construction companies based on discriminatory models 

 

Figure 7 Financial situation of re developers and construction companies based on original fuzzy model 

 

Figure 8 Financial situation of manufacturing companies based on discriminatory models 

 

Figure 9 Financial situation of manufacturing companies based on original fuzzy model 
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Taking into account carried out research the attention should be paid to two issues. The first is significant dif-
ferences in financial situation assessments of companies analyzed over the concerned period, which were ob-
tained using the discriminatory models. Most often the lowest results, including signalling the possibility  
of bankruptcy, indicated the Gajdka & Stos model, which in most cases was not however covered in the future.  
On the other hand, the results obtained on the basis of the Hołda model were less susceptible to changes in time 
and remained at relatively high levels despite rather turbulent changes in the financial situation of investigated 
companies, with the interim systemic bankruptcy inclusive (Sphinx, PBG, PKM Duda).   

The second issue concerns whereas the main purpose of the article, which is a comparison of investigated 
companies financial situation assessment results, obtained using discriminatory models and original fuzzy mod-
el. As it can be seen in Figures 4-9, in several cases, these results differ quite substantially (Orange PL,  
MW Trade, Neuca, Polnord, Budimex, JSW, KGHM, Żywiec Group). The reasons for this situation can be 
traced to excessive referencing of discriminatory models on values or indicators, which in recent years are often 
subject to distortion by one-off events (profit from operations, profit before tax, net profit), or specific character-
istics of the business activity (current assets, current liabilities), which also affects in minus objectivity of gener-
ated assessments. On the other hand, when it comes to the directions of financial situation changes in analyzed 
companies, both in the case of discriminatory models and the original fuzzy model they were generally similar. 

4 Conclusions 

Comparative analysis of corporate financial situation assessment, that was conducted on the purpose of this pa-
per with the use of selected discriminatory models and original fuzzy model, shows some advantages and disad-
vantages of each of these approaches. For discriminatory models big advantage is the simplicity of use, which 
boils down to a calculation of several indicators based on published financial statements and discriminant func-
tion of a specific formula. The issue of application is in turn a significant barrier to the wider use of an approach 
based on fuzzy logic, where there is no simple formula, but a complex fuzzy model, in which the final result  
is obtained usually through the use of specific software. On the other hand, an approach based on the fuzzy logic 
is characterized by a far greater flexibility (eg. the possibility of selection a universal from sectoral viewpoint 
variables or replacing the variable distorting the final results, burdened by one-off events), which inevitably 
influences the greater objectivity generated in time results than in the case of discriminatory models (here a con-
siderable importance for the results quality has quantitatively-sectoral scope of the research sample, based  
on which the discriminant function is developed). 

Although discriminatory models are, and probably will still continue to be, popular in the quick testing of en-
terprise’s financial situation assessment, it is undoubtedly the use of fuzzy logic provides ample opportunities  
for the development in this research area. 
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Prediction of Daily Traffic Accident Counts and Related 

Economic Damage in the Czech Republic 
Dana Nejedlová

1
 

Abstract. Free datasets describing weather and traffic accidents in the Czech Re-

public have been used for the training of neural network that would predict the num-

ber of traffic accidents and the level of economic damage for a given day. The aim 

of the research is to find out whether there are enough statistical dependencies in the 

available data so that a practically usable predictor could be trained from them. The 

Pearson’s chi-squared test was used to select input attributes for the neural network. 

The selected attributes are month, day of week, temperature in two selected preced-

ing days and in the current day, precipitation, and snow. The neural network has 

been trained on the daily data of the years 2009 till 2014 divided into training and 

development test sets. The accuracy of the network after this training on more recent 

days is higher than majority voting, which can motivate a future research. 

Keywords: Pearson’s chi-squared test, feed-forward neural network, traffic 

accidents. 

JEL Classification: C32, C45, R41 

AMS Classification: 68T, 62H 

1 Introduction 

Predicting traffic accidents is a challenging task because they are not planned and apart from e.g. insurance 

frauds everyone wishes to avoid them. Scientific studies of traffic accidents focus on identifying factors that 

influence their incidence. Article [6] models by logistic regression the influence of rainfall on single-vehicle 

crashes using the information about crash severity, roadway geometries, driver demographics, collision types, 

vehicle types, pavement conditions, and temporal and weather conditions from databases available in Wisconsin, 

United States of America. Article [8] models by linear regression traffic volume in Melbourne, Australia. It 

identifies weather as a significant factor influencing the traffic volume as well as daytime and nighttime periods, 

day of the week, month, and holidays. The traffic volume is then used to predict the count of accidents by a non-

linear model that takes into account the observation that the number of accidents is directly proportional to the 

traffic volume and to the severity of weather conditions, but at the same time the inclement weather deters mo-

torists from venturing onto the road and thus reduces the traffic volume, which justifies the used nonlinear re-

gression model. Article [2] presents autoregressive time-series model of daily crash counts for three large cities 

in the Netherlands. This study uses data about daily crash counts, accurate daily weather conditions (wind, tem-

perature, sunshine, precipitation, air pressure, and visibility), and daily vehicle counts for each studied area. This 

article also shows that if information on daily traffic exposure is not available, the information about day of the 

week is a good substitute. Article [15] uses autoregressive time-series model of annual road traffic fatalities in 

Great Britain and the monthly car casualties within the London congestion charging (CC) zone to investigate the 

impact of various road safety measures and legislations (seat-belt safety law, penalty points for careless driving, 

driving with insurance, and seat-belt wearing for child passengers). This study uses also the data about the traffic 

volume in the form of annual vehicle-kilometers travelled in Great Britain. Article [1] suggests a negative bino-

mial model as the most appropriate for predicting traffic accidents using various details about studied location of 

traffic and about the drivers (age and gender). Available databases allowed assigning accidents to particular 

segments of State Road 50 in Central Florida, United States of America. Each segment was characterized by 

roadway geometries, traffic volumes, and speed limits. Weather was not included in the variables that contribute 

to accident occurrence. Results of this research identify combinations of qualities of drivers and roads which are 

most likely to result in an accident, which can be used as a source for arranging preventive interventions. 

This contribution identifies attributes significantly influencing traffic accident counts in the Czech Republic. 

It draws these attributes from free publicly available datasets about daily traffic accident counts, related econom-

ic damage, and weather. These datasets do not contain as much details as those that were available to the above-

mentioned studies. It is not surprising that the precision of prediction of traffic accidents using these datasets is 

low but when this precision is higher than the precision of a mere guessing then it indicates the existence of 
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statistical dependencies that hold true in the whole studied time period. The existence of prevailing statistical 

dependencies can motivate future research using longer data series, additional data sources that could possibly 

become available, and various data models, the result of which could be a practically usable predictor of the 

number of accidents and the economic damage caused by these accidents for a given time period of the future. 

The data modeling technique used in this study is Pearson’s chi-squared test to identify the input data for the 

feed-forward neural network. 

2 Data sources 

Datasets used in this study are sources of information about traffic accidents, weather, and geomagnetic activity 

as some studies, e.g. [17, 18], indicate a possible effect of solar and geomagnetic activity on traffic accidents. 

2.1 Traffic accidents 

Dataset of traffic accidents is published by the Police of the Czech Republic on their web page [14]. The earliest 

record in this source is for February 10, 2009. The dataset is updated on a daily basis, and the data can be down-

loaded separately for each day. The data are structured by date and by 14 Czech regions, each pair of day and 

region having the following attributes: number of accidents, fatalities, severe injuries, minor injuries, and eco-

nomic damage in thousands of Czech crowns (CZK). The accidents are classified also by their causes (speeding, 

not giving way, inappropriate overtaking, inappropriate driving, other cause, alcohol) in such a way that the sum 

of the number of accidents having a certain cause is equal or higher than the number of accidents, suggesting that 

some accidents have been assigned to more than one cause. There is an error in this database: on August 26, 

2012 there are no data. 

2.2 Weather 

Weather dataset [11, 12] was acquired from the National Centers for Environmental Information. The earliest 

record in this source is for January 1, 1775. The dataset is updated on a daily basis with a several day delay. Data 

for the Czech Republic can be ordered from [13] by clicking the “Add to Cart” button, “View All Items” button, 

selecting the “Custom GHCN-Daily CSV” option, selecting the Date Range, clicking the “Continue” button, 

checking all Station Detail & Data Flag Options flags, selecting Metric Units, clicking the “Continue” button, 

entering email address, and clicking the “Submit Order” button. The data are structured by meteorological sta-

tion and date of observation. For each of this pair the following attributes are available: precipitation in mm, 

snow depth in mm, and maximum and minimum temperature in degrees C. There are some errors in this dataset: 

records for March 18, 2007 and September 9, 2013 are missing. Some other days exhibited missing measure-

ments in all meteorological stations. For these days the missing values have been added to the dataset from inter-

net weather service [4] that presents measurements of a number of Czech meteorological stations for a selected 

day. Of all available meteorological stations the data from station Ruzyně were used. 

2.3 Geomagnetic activity 

Dataset of geomagnetic activity can be downloaded for a submitted time period from web page [5]. The earliest 

available date of observation is January 1, 2000. The data are structured by days. 

3 Data preprocessing 

Available time series of days have been divided into 3 parts defined by Table 1. The first two parts called Train-

ing Set and Development Test Set have been used for selecting useful attributes for the feed-forward neural net-

work that would predict the number of accidents and related economic damage for a given day and for the esti-

mation of parameters of this neural network. The third part called Test Set is used for the presentation of results 

in Section 5. This methodology of dividing the data into three sets is recommended e.g. in [7] and also in [3] 

where the Development Test Set is called Validation Set. 

 

Set From Date To Date Number of Days 

Training 2009.02.10 2014.02.09 1826 

Development Test 2014.02.10 2015.02.09 365 

Test 2015.02.10 2016.04.19 435 

Table 1 Division of available data 
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In order to obtain meaningful results of analysis the acquired data have been transformed into values as de-

scribed below. 

3.1 Traffic accidents 

Of all available information in [14] the total number of accidents and the total economic damage per day for all 

Czech regions have been selected as the values that will be predicted. 

The number of accidents 

There is a rising tendency in this time series that demanded transforming the original values into their differences 

from quadratic trend of the period spanning the Training and Development Test sets. The values of these differ-

ences have been transformed into three approximately equifrequent categories defined by Table 2. Without ap-

plying the quadratic trend the count of the “Low” category would be inadequately low in Development Test and 

Test sets containing late days, see Table 1, which would make the prediction of the Test Set from the Training 

and Development Test sets impossible. 

Economic damage 

This time series has been processed the same way as the number of accidents, see Table 2, but before this step 

the original values have been deprived of outliers. The outliers have been defined as the values above 50,000 

thousand CZK. The outliers have been substituted by the mean value of the joint Training and Development Test 

sets equal to 16,876 thousand CZK, which resulted in classifying them into the “High” category. 

 

Time Series 

Quadratic Trend 

The Number of Accidents 

y = x – 6.37E-06 ∙ t
2
 – 0.00471 ∙ t – 196 

Economic Damage 

y = x – 6.69E-04 ∙ t
2
 + 1.5025 ∙ t – 13297 

Border Values 
Lower than 

–20 

>= –20 and 

< 22 

>= 22 Lower than 

–2000 

>= –2000 

and < 1300 

>= 1300 

Set / Category Low Medium High Low Medium High 

Training 602 628 596 611 611 604 

Development Test 132 100 133 119 126 120 

Test 141 123 171 131 139 165 

Table 2 Division of daily values in the traffic accidents dataset into categories 

In Table 2 the x symbol stands for the original number of accidents and the number of thousand CZK with outli-

ers substituted by the mean value, t stands for the order of the day in the time series where the date 2009.02.10 

has t equal to 1, and y is the resulting value which is assigned the category defined by border values. 

3.2 Weather 

From weather dataset [11, 12], where each row is an observation of a single meteorological station for a single 

day, all available information has been utilized. To predict traffic accidents for a given day, weather for this day 

had been transformed into single values of attributes listed in Section 2.2. 

Precipitation and snow depth 

Two columns for a binary value of either precipitation or snow have been added to the weather dataset [11, 12] 

with value equal to zero when the observed value of precipitation or snow in a meteorological station in this row 

was either zero or missing. When the observed value was above zero, its binary value was equal to one. A single 

value of either precipitation or snow depth for a single day has been computed as arithmetic mean of these binary 

values for all meteorological stations respectively for precipitation and snow depth. 

Temperature 

For each meteorological station a single temperature for a single day has been computed as arithmetic mean of 

its maximum and minimum temperature. Missing values have been ignored. Missing values of both maximum 

and minimum temperature resulted in a missing value of arithmetic mean. A single value of temperature for a 

single day has been computed as arithmetic mean of these mean values for all meteorological stations ignoring 

missing values. The resulting temperature has been classified into categories Low, Medium, and High using 

border values 5 and 14 degrees C in a similar way to the border values –20 and 22 or –2000 and 1300 in Table 2. 
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3.3 Geomagnetic activity 

Each row of the dataset obtainable from web page [5] contains values of 8 K-indices measured in a three-hour 

interval in a given day characterizing geomagnetic activity of this day. Missing measurements denoted as “N” 

have been replaced by a preceding measurement. The underlying theory is explained in [16]. Each day has been 

classified into one of possible categories Quiet, Unsettled, Active, Minor storm, Major storm, and Severe storm 

according to rules stated in [9]. 

4 Pearson’s chi-squared tests 

Pearson’s chi-squared tests [19] employ categorical values obtained in data preprocessing described in Section 3. 

Data involved in their computation come from merged Training and Development Test sets. The results are 

summarized in Table 3. 

 

Row Test 
Degrees of 

Freedom 

0.995 

Quantile 
Χ

2
 

1 Temperature and the Number of Accidents 4 14.8643 48.567 

2 Temperature and the Level of Economic Damage 4 14.8643 40.686 

3 Geomagnetic Activity and the Number of Accidents 6 18.5490 6.0727 

4 Precipitation and the Number of Accidents 2 10.5987 0.2950 

5 Precipitation and the Level of Economic Damage 2 10.5987 6.9586 

6 Snow and the Number of Accidents 2 10.5987 41.0788 

7 Snow and the Level of Economic Damage 2 10.5987 44.3082 

8 Month and the Number of Accidents 22 42.7958 229.361 

9 Month and the Level of Economic Damage 22 42.7958 130.746 

10 Day of the Week and the Number of Accidents 12 28.2995 1094.896 

11 Day of the Week and the Level of Economic Damage 12 28.2995 745.122 

12 Week after the Transition to or from Daylight Saving Time 

(DST) and the Number of Accidents 

4 14.8643 14.263 

Table 3 Tested dependencies 

Remarks to the rows of Table 3 are in Table 4. 

 

Row Commentary to the Statistical Tests for a Given Row in Table 3 

1, 2 There is a low number of accidents and a low level of economic damage on days with low temperature 

and vice versa. 

3 The influence of geomagnetic activity on the number of accidents is not significant. Only 4 categories of 

the lowest levels of geomagnetic activity listed in Section 3.3 have been observed, that is why there are 6 

degrees of freedom: (4 – 1) ∙ (3 – 1), 3 standing for Low, Medium, and High number of accidents. 

4, 5 The influence of precipitation on and the number of accidents and on the level of economic damage is not 

significant. Precipitation was treated as a binary value. The first category was for days with zero precipi-

tation and the second category was for days with the precipitation above zero. The computation of precip-

itation is described in Section 3.2. 

6, 7 There is a low number of accidents and a low level of economic damage on days with non-zero snow 

depth and vice versa. Snow depth was treated the same way as precipitation in a contingency table. 

8-11 Month and day of the week are strongly correlated with the number of accidents and the level of econom-

ic damage, suggesting that the primary cause of accidents and economic damage is the level of traffic. 

12 Week after the transition to or from daylight saving time and the number of accidents might be somewhat 

correlated. Days have been classified into three categories: days of the week after the transition to the 

DST, days of the week after the transition from DST, and the other days. The week begins on Sunday. 

Table 4 Details about tested dependencies in Table 3 

Tested dependencies with Χ2
 very close to a 0.995 Quantile (i.e. 1 – 0.995 is the probability that the tested 

pairs of attributes are independent) have been examined more closely in a series of contingency tables differing 

in a shift of the attributes Temperature, Week after the Transition to or from DST, Precipitation, and Geomagnet-

ic Activity relatively to the other attributes The Number of Accidents and The Level of Economic Damage. The 
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result can be seen in Figure 1. The horizontal axis shows the number of days by which the attributes have been 

shifted. Had there been a peak around the zero shift, a significant dependency could have been detected in this 

way. Peaks in the negative part of the horizontal axis mean that the shifted attributes have a delayed effect on 

accidents and related economic damage. Peaks in the positive part of the horizontal axis mean that the categories 

of accidents and related economic damage have counts different from random distribution on days preceding the 

change in the shifted attributes. 

 

Figure 1 Pearson’s chi-squared tests with a time shift in days 

It can be seen from Figure 1 that Precipitation and Geomagnetic Activity do not have a significant influence 

at least in the used categorical representation. 

The Transition to or from DST has a significant peak distant approximately a month from the zero shift in the 

positive part of the horizontal axis. Approximately 2 weeks after the time shift to or from DST the Number of 

Accidents becomes randomly distributed. Examining the related contingency table reveals that there is a relative-

ly low number of accidents before the spring time shift to DST and a relatively high number of accidents before 

the autumn time shift from DST. Two biggest peaks at –60 and –276 are probably a manifestation of a yearly 

temperature and traffic cycle described in the next paragraph. It is probable that all significant peaks on the Tran-

sition to or from DST dataset in Figure 1 are caused by this cycle. 

The data series involving Temperature in Figure 1 suggest that accidents and related economic damage have 

a cyclic character and that they react to the change in temperature with approximately a month’s delay. This 

delay suggests that the primary cause of accidents and economic damage is the level of traffic. There is a low 

number of accidents and low level of economic damage in days with low temperature and vice versa in the con-

tingency table for a minus-32-day shift. And there is a high number of accidents and high level of economic 

damage in days with low temperature and vice versa in the contingency table for a minus-219-day shift. It means 

that these two peaks in Figure 1 are anticorrelated. Although having correlated (or anticorrelated) attributes in 

the input of a predictor is not recommended, see e.g. [3], the neural network described in Section 5 has been 

usually more accurate when it used both of them. 

5 Prediction using the feed-forward neural network 

A feed-forward neural network has been reported in paper [10] dealing with traffic crashes occurred at intersec-

tions as a better solution than the Negative Binominal Regression employed also in articles [1, 2, 15]. 

A feed-forward neural network has been programmed in C language according to the algorithm described in 

[20] and used to predict separately the category of the number of accidents and the level of economic damage 

from month, day of week, temperature 219 days ago, temperature 32 days ago, temperature for the current day, 

precipitation and snow depth. All categorical attributes have been encoded in the form of the so-called dummy 

variables described in [3]. Precipitation and snow depth have been represented respectively as a single value 

described in Section 3.2. The network has been trained according to the Training Set and the training has been 

stopped when its accuracy of prediction of the Development Test Set was maximal. Neural network with final 

weights after this training has predicted correctly the category of the Number of Accidents in the range of 53% to 
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64% of days and the category of the Level of Economic Damage in the range of 43% to 50% of days in the Test 

Set, while guessing the most frequent category has accuracy of 39% and 38% respectively. 

6 Conclusion 

Artificial neural network can predict the number of accidents and the level of economic damage with accuracy 

slightly above majority voting. Its low accuracy is most likely caused by imprecise data. It would be possible, 

however, to create training data for a specific region and use the neural network trained with the similar method-

ology as described in this contribution for e.g. assessing the impact of local preventive police interventions. 
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Wage rigidities and labour market performance in

the Czech Republic

Daniel Němec1, Martin Maćıček2

Abstract. The main goal of our contribution is to evaluate the impact of
structural characteristics of the Czech labour market on the business cycle and
to quantify the role of wage rigidities in the labour market performance. The
Czech economy is represented by a small dynamic stochastic general equilib-
rium model of an open economy. The model economy consists of three types of
agents: firms, households and central bank. Model parameters are estimated
using the quarterly data of the Czech Republic for the period from the first
quarter of 2000 to the last quarter of 2014. The comparison of two alternative
wage setting model schemes shows that the Nash bargaining wage setting with
the real wage persistence fits the data better than the Calvo type of wage rigidi-
ties modelling approach. The existence of hiring costs in the Czech economy
was proved as significant and the estimated hiring costs account for 0.77% of
the gross domestic product.

Keywords: wage rigidities, labour market frictions, DSGE model, hiring costs,
Czech labour market

JEL classification: E32, J60
AMS classification: 91B40

1 Introduction

The aim of this paper is to evaluate the impact of structural characteristics of the Czech labour market
on the business cycle and to quantify the role of wage rigidities in the labour market performance in the
period of growth and prosperity on one hand and the deep fall into the worldwide recession, that initiated
in 2008 in the USA by the severe problems of a mortgage sector and spread rapidly throughout the whole
world, on the other hand. To achieve this goal we make use of a Dynamic Stochastic General Equilibrium
(DSGE) model of the small open economy. Our paper extends the previous investigations of the efficiency
and flexibility of the Czech labour market carried out by Němec [5] and Němec [6]. We incorporate two
types of wage rigidities into the model in order to take into consideration the complicated process of wage
setting and permit involuntary unemployment in the model. Since firms are nowadays changing their
hiring strategies and are far more prone to find and train their own talents, rather then relying on a short
time working relationships, the model considers hiring costs which could be considerably high.

2 The Model

We use a medium-scale small open economy (SOE) DSGE model presented in Sheen and Wang [7]. The
authors build the model by further developing the works of Adolfson et al. [1] and Blanchard and Gaĺı [2].
The model economy consists of three types of agents: firms, households and central bank. We assume that
government distributes all taxes to households as a lump sum payment, so there is no need to introduce
government in the model explicitly. Firms are divided into four categories. Domestic intermediate goods-
producing firms employ labour and capital services from households, depending on the relative wage
and rental price of capital, to produce intermediate goods. These goods are further sold to domestic
final producers, who combine intermediate goods and transform them into a homogeneous goods. These

1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00 Brno,
Czech Republic, nemecd@econ.muni.cz

2Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00 Brno,
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Figure 1 Simplified diagram of the model flows

goods, that can be used either for consumption and investment, are sold both to domestic households and
abroad. Trading with foreign economies is ensured by the existence of importing and exporting firms. The
New Keynesian framework assumes monopolistic competition, thus the firms themselves set their prices
optimally subject to Calvo [3] type pricing mechanism. Since inflation is assumed to be well maintained
by the central bank, firms which do not optimize their prices in current period simply index their prices to
the inflation. Firms have to finance all their wage bills by borrowing at the nominal cash rate. Infinitely
long lived optimizing households gain utility from leisure, real balances and consumption, that is subject
to the habit formation. They offer capital and labour to intermediate goods producing firms. These
employers face hiring costs when employing a new worker. These costs can take a form of initial trainings
for a new employee, time until she starts to do her job properly, time of her colleagues when giving
her advices, the processes of choosing the right candidates, the costs of assessment centers etc., firms
internalize these costs when making their price decisions, making inflation dependent on lagged, current
and future expected unemployment rate. Further two alternative schemes of wage setting are considered.
Nominal wage rigidities are arising from assumption that the labour is differentiated, thus giving workers
power to set wages according to the Calvo [3] type of nominal rigidities. Real wage rigidities alternative
is introduced by making real wages depend on the lagged real wage and the current Nash bargaining
wage. A central bank conducts monetary policy by applying a Taylor type interest rate rule. Further
insight into the model functioning provides simplified model diagram displayed in Figure 1.

3 Data and methodology

To estimate the model we use Czech quarterly time series from 2000Q1 to 2014Q4. The data are taken
from databases of Czech National Bank, Czech Statistical Office, Ministry of labour and Social Affairs
and Eurostat. Economic and Monetary Union of the European Union is perceived as a foreign economy.
More detailed description of original time series is offered in Table 1. Kalman filter is employed to
evaluate the likelihood function of the model and two Metropolis-Hastings chains are run to estimate the
posterior density. One milion draws are taken and 70% are discarded in order to minimize the impact of
initial values. We also try to control the variance of the candidate distribution to achieve the acceptance
ratio of draws around 0.3. Foreign economy is modeled independently as a VAR(1) process. Many of the
model parameters are calibrated. Discount factor β and steady state–level of unemployment U are set
to match the observed interest rate and unemployment rate of the data sample. Parameter ϑ is set to
1, according to Blanchard and Gali [2], implying the unit elasticity of hiring cost to the current labour
market conditions. Following Jääskelä and Nimark [4], steady–state level of domestic goods inflation πd

is set to 1.005 and the shares of consumption and investments in imports are set to ωc = 0.2, ωi = 0.5
respectively. The curvature of the money demand function σq = 10.62, constant determining the level
of utility the households gain from real balances Aq = 0.38, elasticity of labour supply σL = 1 and
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Time series Description Detail

CPI Consumer price index Seasonally adjusted, 2014 = 100

Wnom Nominal wages

C Real consumption

I Real investment Gross fixed capital formation

X Real exports

M Real imports

Y Real GDP

Ynom Nominal GDP

R Nominal interest rate 3M Interbank Rate - PRIBOR

U Unemployment rate

E Nominal exchange rate Exchange Rate CZK/EUR

Yst Foreign real GDP GDP EMU

CPIst Foreign CPI CPI EMU, 2014 = 100

Rst Foreign nominal interest rate 3M EURIBOR

RER Real exchange rate = E × (CPI/CPIst)

DI GDP deflator =100 × (Ynom/Y)

W Real wages =100 × (Wnom/DI)

L labour force Seasonally adjusted

Lgr labour force growth = log(Lt) − log(Lt−1)

Table 1 Original time series description

utilization cost parameter σa ≡ a
′′

(1)

a′ (1)
= 0.049 are set according to Adolfson et al. (2007) [1]. Capital

share α, separation rate δ, depreciation rate δk are set to match the Czech macroeconomic conditions.

Parameter Description Value

β discount factor 0.99

δ separation rate 0.1

ϑ elasticity of hiring cost to labour market condition 1

δk depreciation rate 0.02

α capital share 0.35

ωc import share of consumption good 0.2

ωi import share of investment good 0.5

σq money demand curvature parameter 10.62

σL labour supply elasticity 1

AL labour dis-utility constant 1

Aq money utility constant 0.38

σa utilization cost parameter 0.049

πd steady-state level of domestic goods inflation 1.005

U steady-state level of unemployment 0.071

Table 2 Calibrated parameters

All model calibrated parameters are summarized in Table 2. In prior definition we use the setting of
Adolfson et al. [1] and Jääskelä and Nimark [4]. We set this priors as symmetrical as possible to prevent
a potential distortion of the posterior estimates.

4 Estimation results and model assessment

In this paper two rival models are considered. RWHC model containing real wage rigidities and hiring
costs and the alternative NWHC model that assumes nominal wage rigidities with the assumption of hiring
costs. We compare the posterior log-likelihoods of the models using the Bayes factor. The RWHC model
provides a better data fit compared to its rival. The logarithm of Bayes factor under the null hypothesis
of nominal wage rigidities extends to 15, meaning the model with real wage rigidities is strongly favored
by the data. The results of the benchmark model estimation are thoroughly depicted in Table 3 and
Table 4. The posterior estimate of a habit formation parameter b is 0.78. This indicates substantially
high level of households preference of a smooth consumption paths, i.e., households are willing to save
and borrow money to keep their level of consumption relatively stable in time. The key parameter in
labour market setup is the constant B, which determines the steady state level of hiring costs. The
point estimate of this parameter is 0.19 with 90% confidence interval ranging from 0.12 to 0.26. This
result indicates the significant support of hiring costs by the data. Although the hiring costs are not
included in the theoretical model’s output we are able to derive the hiring costs to GDP ratio using some
algebraic manipulations. The resulting share is 0.77% with the 90% confidence interval between 0.48 to
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1.08 percent. The estimated posterior mean of parameter B is a bit smaller under nominal wage rigidity,
with the value of B = 0.15 and the resulting hiring cost to GDP ratio of 0.60%.

Prior Posterior

Parameter Description Distribution Mean Std Mean Std 5% 95%

b habit formation Beta 0.65 0.10 0.78 0.05 0.71 0.86

B tightness coefficient Normal 0.12 0.05 0.19 0.04 0.12 0.26

S̃′′ curvature of investment adjustment cost Normal 7.694 4.00 11.31 2.68 6.83 15.57

φ̃a risk premium InvGamma 0.01 0.01 0.52 0.36 0.09 1.00

f real wage AR(1) persistence Normal 0.50 0.20 0.42 0.09 0.27 0.57

ηc imported consumption elasticity InvGamma 1.20 5.00 4.44 1.22 2.51 6.27

ηi imported investment elasticity InvGamma 1.20 5.00 1.18 0.14 1.05 1.36

ηf export elasticity InvGamma 1.20 5.00 6.01 1.20 4.03 7.90

µz steady-state growth rate Normal 1.0025 0.001 1.004 0.001 1.002 1.005

λ
d

s–s. markup: domestic InvGamma 1.20 3.00 1.91 0.26 1.47 2.32

λ
mc

s–s. markup: imported-consumption InvGamma 1.20 3.00 1.09 0.03 1.04 1.13

λ
mi

s–s. markup: imported-investment InvGamma 1.20 3.00 1.11 0.04 1.05 1.17

Calvo lottery

ξd domestic firm Beta 0.60 0.15 0.35 0.07 0.23 0.45

ξmc consumption import firm Beta 0.60 0.15 0.36 0.06 0.25 0.46

ξmi investment import firm Beta 0.60 0.15 0.56 0.15 0.31 0.80

ξx exporter Beta 0.60 0.15 0.57 0.06 0.47 0.68

Monetary policy parameters

ρR interest rate smoothing Beta 0.85 0.05 0.78 0.03 0.73 0.83

rπ inflation response Normal 1.70 0.30 2.46 0.22 2.10 2.82

ry output response Normal 0.125 0.05 0.04 0.03 -0.02 0.10

rs real exchange rate response Normal 0.00 0.05 0.004 0.04 -0.07 0.08

r∆π inflation change response Normal 0.00 0.10 0.15 0.08 0.02 0.27

r∆y output change response Normal 0.00 0.10 0.16 0.05 0.07 0.24

Persistence parameters

ρζc consumption preference Beta 0.50 0.15 0.55 0.11 0.37 0.73

ρζN labour preference Beta 0.50 0.15 0.57 0.14 0.34 0.79

ρµz permanent technology Beta 0.50 0.15 0.66 0.08 0.55 0.79

ρε temporary technology Beta 0.50 0.15 0.89 0.05 0.82 0.97

ρφ risk premium Beta 0.50 0.15 0.59 0.16 0.33 0.85

ρΓ investment-specific technology Beta 0.50 0.15 0.59 0.08 0.45 0.72

ρz̃∗ asymmetric foreign technology Beta 0.50 0.15 0.52 0.15 0.27 0.77

ρ
λd

markup: domestic Beta 0.50 0.15 0.83 0.09 0.70 0.95

ρλmc markup: imported-consumption Beta 0.50 0.15 0.88 0.05 0.81 0.95

ρλmi markup: imported-investment Beta 0.50 0.15 0.50 0.15 0.26 0.75

ρλx markup: export Beta 0.50 0.15 0.87 0.07 0.78 0.96

Table 3 Prior and posterior

The elasticity of investment with respect to price of an existing capital can be derived from the first
order condition of households choosing the level of investment maximizing their utility function and
linearizing this condition around the steady state. Solving the resulting equation forward and inserting
back the original model variables we obtain the expression from which the elasticity can be easily derived.
We use the equation to determine the elasticity of investment to a temporary rise in the price of current
installed capital as 1

(µz)2S̃′′
and the elasticity of investment to a permanent rise in the price of installed

capital as 1
(µz)2S̃′′ (1−β)

. The posterior estimate of an investment adjustment cost S̃
′′

is 11.31. Evaluating

these expressions at our point estimates delivers the elasticities of 0.088 for a temporary rise of a price and
8.78 for a permanent rise respectively. The posterior estimate of the risk premium parameter φ̃a = 0.52
implies (using the uncovered interest rate parity condition), that a 1 percent increase in net foreign assets
reduces the domestic interest rate by 0.52 percent. The point estimate of real wage persistence f reached
the value 0.42 implying a significant degree of real wage rigidity in the labour market. The comparison
of values of consumption ηc and investment ηi imported elasticity parameters reveals, that the demand
for a consumption of a foreign goods is significantly more sensitive to the changes of relative prices than
the demand for investment goods. The export elasticity is with its value ηf = 6.01 most sensitive. The
point estimate of µz at 1.004 suggests, that the economy is growing only slowly in the steady state, this
could well be caused by the time period chosen, where the economic crisis covers the substantial part
of a data range. From the estimates of steady–state markups we can derive the information, that the
domestic firms have the most market power compared to other types of firms, since they can afford to
set a highest markup. The estimates of the Calvo lottery parameters vary greatly across the different
firm types. The lowest estimate of Calvo parameter belongs to the domestic firm. The value ξd = 0.35
implies the average price fix duration of slightly more than 1.5 quarters. The second least rigid price
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setting mechanism goes to consumption importing firms with average price fix duration of 1.6 quarters.
The results indicate that the investment importing firms together with exporters are unable to adjust
their prices most frequently with average price fix durations of 2.27 and 2.32 quarters respectively.

Prior Posterior

Parameter Description Distribution Mean Std Mean Std 5% 95%

σζc preference shock: consumption InvGamma 0.50 3.00 3.29 0.83 2.05 4.46

σζN preference shock: labour supply InvGamma 0.50 3.00 2.70 0.58 1.77 3.61

σµz permanent technology shock InvGamma 0.50 3.00 0.50 0.10 0.35 0.66

σε temporary technology shock InvGamma 0.50 3.00 0.43 0.06 0.32 0.53

σφ risk premium shock InvGamma 0.50 3.00 0.41 0.18 0.15 0.66

σΓ investment specific technology shock InvGamma 0.50 3.00 11.21 3.16 6.28 16.13

σz̃∗ asymmetric foreign technology shock InvGamma 0.50 3.00 0.22 0.07 0.12 0.32

σR monetary policy shock InvGamma 0.50 3.00 0.28 0.06 0.18 0.37

σ
λd

markup shock: domestic production InvGamma 0.50 3.00 1.22 0.38 0.70 1.71

σλmc markup shock: imported-consumption InvGamma 0.50 3.00 3.89 0.93 2.58 5.21

σλmi markup shock: imported-investment InvGamma 0.50 3.00 0.45 0.33 0.12 0.90

σλx markup shock: export InvGamma 0.50 3.00 4.96 1.03 3.43 6.41

Table 4 Standard errors of exogenous shocks

The point estimates of monetary policy parameters reveal that the central bank makes an effort
to keep the interest rate path relatively smooth, ρR = 0.78, and responses more than proportionately
to inflation when setting the nominal interest rate, rπ = 2.46. The parameter of response to the real
exchange rate is not significant, therefore it seems that the Czech national bank is not influenced by
its changes directly when targeting interest rates. The direct response to the output turned out to be
insignificant too. Although the values of last two parameters are small, they are significant. Thus the
central bank puts a little weight on direct responses to the inflation change and output change.

number of hiring

H
t

2000 2003 2006 2009 2012 2015
−10

−5

0

5

10

unemployment after hiring

U
t

2000 2003 2006 2009 2012 2015

−2

0

2

labor market tightness

x
t

2000 2003 2006 2009 2012 2015

−10

0

10

20

hiring cost

g
t

2000 2003 2006 2009 2012 2015

−10

0

10

20

real wage

w
t

2000 2003 2006 2009 2012 2015

−15

−10

−5

0

labor supply preference

ζ
N t

 

 

2000 2003 2006 2009 2012 2015

−5

0

5

10

 Steady state level  90% HPD sup (inf) Smoothed variable

Figure 2 Smoothed paths of labour market variables

We proceed with the evaluation of the Czech labour market and its structural changes throughout the
last 15 years, using our benchmark model. To analyze the development of the Czech labour market we
focus on the following variables: Ht (number of hiring – number of hires is the difference between current
and lagged employment, after accounting for separation), Ut (unemployment after hiring – due to the
assumption of normalized labour force, we can write Ut−1 = 1−Nt−1, where Nt is the employment after
hiring ends in time t), xt (labour market tightness – can be interpreted as the job-finding rate from the
perspective of the unemployed), gt (stationary hiring cost), wt (real wage – compiled as a weighted sum
of a Nash bargaining wage and its own lagged value), ζNt (labour supply preference – the time varying
weight that households assign to the labour dis-utility relatively to the utility gained from consumption
and real balances). In Figure 2 the smoothed paths of these variables, together with 90% HPD interval,
are depicted. The shaded area denotes the period of the latest recession starting in 2008. This moment
is a clear break point for the Czech labour market and the worldwide economy in general. The number
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of hiring oscillated until 2006 when the short period of growth started. In 2008 it reached its peak and
then collapsed during the most severe period of financial crisis. From 2011 until now this variable gained
again the stability and returned on its original path. The unemployment was declining continuously till
2008, where the unemployment rate hit the bottom. After a short period of a gradual rise the variable
returned to the steady state level. In the last year the unemployment seems to be at the beginning of the
another period of a decline. The labour market tightness and hiring cost are tightly bounded together.
Both variables were growing steadily and hit the peak in 2008 corresponding to the lowest value of the
unemployment rate. When the number of unemployed is low, the labour market is tight and therefore it
is more expensive for firms to hire new workers. Following a sudden dip both labour market tightness and
hiring costs fluctuated slightly and in 2014 took a growth path. The real wage experienced a long period
of a remarkable growth. In 2006 the level of real wages had stabilized and since then fluctuated around
the steady state level. During the last periods it seems that the real wages are slightly decreasing. The
last variable depicted in the Figure 2 is the labour supply preference. We can see that from 2002 to 2005
the households were giving a relatively small weight to the dis-utility from working. In 2008 this variable
shot up and returned to the steady state level in 2012. During this period the labour supply preference
was very high relatively to the consumption and real balances preference, meaning agents were hesitating
a lot, whether to actively participate in the working process. During the last periods the variable has
been decreasing significantly.

5 Conclusion

The comparison of two alternative wage setting model schemes revealed that the Nash bargaining wage
setting with the real wage persistence, reflecting the cautious approach of agents, fits the data better than
the Calvo type of wage rigidities modeling approach. During the conjuncture preceding the crisis, number
of hiring were exceptionally high, corresponding with the period of the lowest unemployment throughout
the last fifteen years. This boom was accompanied with the increased labour market tightness which
further resulted in costly hiring for firms hiring new employees. The outbreak of a sharp economic slump
that followed decreased the new hires rapidly, the unemployment shot up and households started to
consider their labour supply preferences more seriously. The latest improvement in the unemployment
rate, tendencies in the labour market related variables and the optimistic economic atmosphere indicate
the hints of hope to the Czech labour market and the economy in general.
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Parametric rules for stochastic comparisons 
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Abstract. In the financial literature, the second-degree stochastic dominance (2-SD) 
and the increasing and convex order (icx) are frequently used to rank distributions in 
terms of expectation and risk aversion. These dominance relations may be applied to 
the empirical distribution functions, obtained by the historical observations of the fi-
nancial variables, or to parametric distributions, used to model such variables. In this 
regard, it is well documented that empirical distributions of financial returns are often 
skewed and exhibit fat tails. For this reason, we focus on the stable Paretian distribu-
tion, that has been shown to be especially suitable for modeling financial data. We 
analyze these two different approaches, namely parametric and non-parametric, and 
compare them by performing an empirical study. The analyzed dataset consists of the 
returns of a set of financial assets among the components of the S&P500. 

Keywords: stochastic dominance, heavy tails, risk aversion, stable distribution. 
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1 Introduction 
Stochastic dominance relations are aimed at ranking probability distributions according to an order of preference. 
Their usefulness in many fields of study, such as economics and finance is well known. In this regard, in a financial 
framework, investors are generally interested in ranking distributions of financial random variables, such as asset 
returns, according to their gain/loss expectations and their attitude towards risk. Several dominance rules have 
been proposed in the financial literature that conform to different risk profiles. These rules may be applied to the 
empirical distribution functions or, sometimes, to parametric models used for fitting financial distributions. In the 
latter case, dominance rules can be re-formulated as a comparison between parametric values, that is clearly an 
advantage in terms of computation as well as ease of interpretation. 

With regard to parametric models, in the financial literature it is well known that asset returns are not normally 
distributed. Several studies by Mandelbrot (see e.g. [3,4]) and Fama (see e.g. [1]) recognized an excess of kurtosis 
and skewness in the empirical distributions of financial assets, that lead to the rejection of the assumption of nor-
mality. It has been widely documented that the distribution of financial assets is generally heavy tailed, so that the 
main alternative models that have been proposed in the literature, among which we may cite the Student’s t distri-
bution, the generalized hyperbolic distribution [8] and the stable Paretian distribution [9] do not necessarily have 
finite variance. In particular, the stable Paretian distribution is mainly justified by a generalized version of the 
central limit theorem, ascribable to Gnedenko and Kolmogorov [2], which basically states that the sum of a number 
of i.i.d. random variables with heavy tailed distributions (the classical assumption of finite variance is relaxed) can 
be approximated by a stable Paretian model. 

This paper is concerned with the issue of analyzing the stochastic dominance rules that are the most suitable 
for dealing with heavy tailed distributions, such as the stable Paretian one. Generally, one of the concepts most 
frequently employed for comparison of financial random variables is the second-degree stochastic dominance  (2-
SD) which conforms to the idea that distributions with higher expectation and an inferior degree of dispersion (to 
be understood as the risk) should be preferred. Complementarily to the 2-SD, we may also recall the increasing 
and convex order (icx), which conforms to the idea that distributions with higher expectation and higher degree of 
dispersion should be preferred. However, it may often happen that the 2-SD is not verified, so that some finer 
ranking criteria need to be introduced. We may cite the i-th-degree stochastic dominance (i-SD) with i>2, such as 
the 3-SD, that obeys to the principle of downside risk aversion, although i-SD requires finite moment of order i-1, 
in order to be defined. Hence, it is sometimes more suitable to deal with stochastic dominance relations that are 
based on i-th degree integration of the quantile distribution, that is, the i-th degree inverse stochastic dominance 
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(i-ISD Muliere and Scarsini 1989). Both i-SD and i-ISD attach more weighting to the low tail of the distribution, 
emphasizing the degree of risk aversion towards the worst case scenario. Differently, some alternative approaches 
have been recently proposed in order to emphasize both tails of the distribution, such as the moment dispersion 
order [5], that is especially suitable for dealing with stable Paretian distributions. 

Recently, Ortobelli et al. [5] studied the parametric relations that allow one to verify the 2-SD and the icx 
order, under the assumption that the random variables are stable distributed. In an empirical context, these para-
metric rules can serve as an approximation to 2-SD or to icx. In this regard, we argue that it would be useful to 
understand if these approximations are close to what observed, that is, 2-SD or icx between empirical distributions.  

In section 2, we study the different approaches (non-parametric and parametric) from a theoretical point of 
view and propose some parametric ranking criteria, based on the results in [5], namely the asymptotic 2-SD and 
the asymptotic icx. These ordering rules serve as proxy to the 2-SD and the icx, respectively. Then, in section 3 
we perform an empirical analysis of a set of financial assets (among the components of the S&P500) with the aim 
of identifying the couples of distributions that cannot be ranked according to the different orderings. In particular, 
we compare the results obtained with the parametric and the non-parametric approaches. 

 

2 Methods 
Let �� be the distribution function of the random variable �. Stochastic dominance relations generally determine 
preorders in the set of random variables, or, equivalently, distribution functions. We recall that a preorder is a 
binary relation ≤ over a set � that is reflexive and transitive. In particular, observe that a preorder ≤ does not 
generally satisfy the antisymmetry property (that is, � ≤ � and � ≤ � does not necessarily imply � = �) and it is 
generally not total (that is, each pair �, � in � is not necessarily related by ≤). 
The main stochastic dominance rules can be defined as follows. 

Definition 1. We say that � first-degree dominates (1-SD) 
, � ≥� 
, iff  

����� ≤ �����, ∀� ∈ ℝ 

or, equivalently, ������� ≥ ����
�� for every increasing function � such that the expectations exist. 

The 1-SD relation is quite a strong condition, often referred to as the concept of one random variable being 
“stochastically larger” than another. The 1-SD implies the following two weaker criteria, that conform to the idea 
that distribution with higher dispersion and inferior (or greater) dispersion, or “risk”, should be preferable for any 
investor who is risk averse (or risk lover, respectively). 

Definition 2. We say that � second-degree dominates (2-SD) 
, � ≥�� 
, iff  

� �������
�

��
≤ � �������

�

��
, ∀� ∈ ℝ 

or, equivalently, ������� ≥ ����
�� for every increasing and concave function � such that the expectations 
exist. 

Definition 3. We say that � increasing-convex dominates (icx) 
, � ≥ !" 
, iff  

� �1 − �������� ≥
�

�
� �1 − ��������

�

�
, ∀� ∈ ℝ 

or, equivalently, ������� ≥ ����
�� for every increasing and convex function � such that the expectations exist. 

 
When 2-SD and/or icx cannot be verified, some weaker orders need to be introduced. In particular, we shall need 
the following order of dispersion with respect to a center, that can also be interpreted as an order of tailweightness. 
 
Definition 4. Let � and	
 be random variables such that � ∈ &', i.e. ��|�|'� < ∞ for + ≥ 1. We say that � 
dominates	
 with respect to the central moment dispersion (cmd) order and write � ≥!,- 
 if and only if 
.��/����+� ≤ .��/����+�, ∀+ ≥ 1, where .0�+� = sign�+���|5|'�. 
 

Stable distributions depend on location and scale parameters, moreover they are identified by a parameter which 
specifies the shape of the distribution in  terms of skewness (to be intended as the disproportion between the left 
and the right tails) and, more importantly, a parameter that describes the asymptotic behavior of the tails. In this 
paper we stress the critical role of the tail parameter (also known as the stability index).  
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Let � be a random variable in the domain of attraction of a stable law with finite mean ���� = 6 and infinite 
variance. Let {� } ∈ℕ  be  independent and identically distributed observations of �.  Thus, we know there exist a 
sequence of positive real values  {� } ∈ℕ  and a sequence of real values {� } ∈ℕ, such that, as n→+∞: 1

�:
; � 

:
 <=

+ �:
-→ �@ 

where �@~�B�C, D, 6� is an α-stable Paretian random variable, where 0 < F ≤ 2  is the so-called stability index, 
which specifies the asymptotic behavior of the tails, C > 0 is the dispersion parameter, D ∈ I−1,1J is the skewness 
parameter and 6 ∈ ℝ is the location parameter. Observe that, in this paper, we consider the parameterization for 
stable distributions proposed by Samorodnitsky and Taqqu [10]. We recall that, if < 2 , then ��|�|'� < ∞ for any 
+ < F and ��|�|'� = ∞ for any + ≥ F. Therefore, stable distributions do not generally have finite variance, this 
happens only when F = 2 (i.e. the Gaussian distribution, ��|�|'� < ∞ for any +). In this paper, we shall focus on 
the case F > 1.  

Unfortunately, except in few cases, we do not have a closed form expression for the density (and thereby the 
distribution function) of stable Paretian distribution, which is identified by its characteristic function. Therefore, it 
is not possible to verify 1-SD, 2-SD and icx by applying directly definitions 1,2,3. However, in a recent paper, 
Ortobelli et al. [5] have determined the parametric conditions under which it is possible to verify the 2-SD and the 
icx, under stable Paretian assumptions. We briefly summarize them in what follows. 

 
Theorem 1. Let �=~�BK�C=, D=, 6=� and ��~�BL�C�, D�, 6��.  

1. If F= > F� > 1, D= = D�, C= ≤ C� and 6= ≥ 6�, then �= ≥�� ��. If 6� ≥ 6= then �� ≥ !" �=. 
2. If F= = F� > 1, C= = C�, 6= = 6� and |D=| < |D�|, then �= ≥!,- ��. 

Theorem 1 states that i) the stability index is crucial for establishing a dominance (2-SD or icx), whilst ii) the 
skewness parameter may yield the cmd order, that is, a weaker order of dispersion (or risk) around the mean value. 
Put otherwise, an inferior degree of skewness generally corresponds to a less spread out distribution. Therefore, 
we argue that a risk averse investor would generally prefer �=to �� if F= ≥ F� > 1, |D=| ≤ |D�|, C= ≤ C� and 6= ≥
6�, whilst a risk lover would generally prefer �� to �= if F= ≥ F� > 1, |D=| ≤ |D�|, C= ≤ C� and 6� ≥ 6=. This can 
be formalized by the following two definitions. 

 
Definition 5. Let �=~�BK�C=, D=, 6=� and ��~�BL�C�, D�, 6�� stable distributed random variables. We say that 

�= dominates	�� with respect to the second degree asymptotic dominance (2-ASD) and write �= ≥M�� �� iff F= ≥
F� > 1, |D=| ≤ |D�|, C= ≤ C� and 6= ≥ 6�, with at least one strict inequality. 

 
Definition 6. Let �=~�BK�C=, D=, 6=� and ��~�BL�C�, D�, 6�� stable distributed random variables. We say that 

�� dominates	�= with respect to the asymptotic increasing and convex order (A-icx) and write �� ≥M� !" �= iff 
F= ≥ F� > 1, |D=| ≤ |D�|, C= ≤ C� and 6� ≥ 6=, with at least one strict inequality. 

 
Note that the value of the location parameter plays a critical role in both definitions 5 and 6. 
We expect that 2-SD and 2-ASD, as well as icx and A-icx, tend to be equivalent when the stable distribution is 

well fitting to the empirical distribution (see the recent studies of [5] and [6]). The following empirical analysis is 
aimed at the verification and the analysis of the dominance rules represented by definitions 2,3,5,6.  

  

3 Empirical analysis 
 
The results of section 3 have several applications in different areas of study, because of the fundamental role of 
the stable distribution, discussed in the introduction. It is well known that the stable Paretian model is especially 
suitable for approximating the empirical distribution of the returns of financial assets. In this section, we apply the 
stochastic dominance rules stated in the above to real financial data, in order to verify empirically the conformity 
between the parametric and the non-parametric approaches.  

The dataset consists of the components of S&P500, starting from 7/1/1998 until 7/4/2016. We assume that the 
number of trading days per year is 250 and, accordingly, we consider two different timeframes for collecting data: 
125 days (6 months) or 500 days (2 years). Moreover, we update (recalibrate) the datasets within a moving window 
of historical observations (i.e. 125 or 500 days) every 20 days (monthly) or 125 days (6 months), thus we obtain 
2×2 different sequences of empirical distribution functions.  

We are mainly concerned with the differences between the parametric and non-parametric rules. The non par-
ametric approach consists in applying definitions 2 and 3 (2-SD and icx) to the empirical distribution function. 
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This is done for each couple of distributions, that is, for each couple of assets, within a given timeframe. If we 
assume that the S&P500 at time t consists of n(t) assets (generally 500), we approximately have n(t)×(n(t)-1) 
couples of distributions (yielded by 125 or 500 observations, according to the different moving window) at each 
recalibration time. 

Differently, the parametric approach is performed as follows. For each empirical distribution, we estimate the 
unknown parameters (F, C, D, 6) of the stable Paretian distribution with the maximum likelihood (ML) method (see 
[7]), then we apply definitions 5 and 6 in order to verify whether the conditions for 2-ASD or A-icx are satisfied, 
for each couple of distributions.  

In our analysis, we especially focus on the number (of percentage) of assets that are not dominated by any of 
the other assets. Non-dominated distributions may consist of one distribution that dominates all the others and 
especially a set of distributions among which is not possible to establish a ranking. The results are summarized in 
Table 1. 

 

criteria 

6 months 2 years 

rec 20 rec 125 rec 20 rec 125 

2-SD 0.058 0.059 0.074 0.078 

2-ASD 0.127 0.117 0.151 0.142 

icx 0.018 0.017 0.030 0.031 

A-icx 0.079 0.078 0.090 0.087 

Table 1 Percentages of non-dominated distributions according to different timeframes and different recalibration 
times 

 
Surprisingly, the percentage of couples that cannot be ranked, according to any preorder, is always very low, 

in that the ranking between the assets is “almost” complete in some cases. In particular, icx and A-icx obtain the 
inferior percentages of non-dominated couples, thus risk seekers could almost reach complete unambiguous rank-
ings. We observe that, by increasing the timeframe of historical observations, the percentage of non-dominated 
couples generally decrease (slightly). With regard to the 2-SD and the icx, this means that, by increasing the num-

ber of observations, the number of cases when the curves N ��������
��  or N �1 − ���������

�  intersect, generally 
increase, as the shape of the empirical distribution may change with more freedom, in that it exhibits more flexi-
bility. Similarly, with regard to the parametric approach, we argue that, by increasing the number of observations, 
the probability of obtaining couples of parametric values that do not comply to the criteria of definitions 5,6 gen-
erally increase. Moreover, it should be stressed, that the parametric rules (def.’s 5 and 6) represent a good indicator 
of the 2-SD and the icx, although they generally overestimate the percentage of non-dominated couples. In fact, 
this conversely means that the set of ranked couples is generally larger, so that if we verify the dominance relation 
of def. 5 (or 6) w.r.t. the estimated parameters, it is likely that conditions of def. 2 (or 3) are verified as well. Put 
otherwise, the set of ranked couples, according to def.’s 5 and 6, is approximately contained in the set of ranked 
couples according to def.’s 2 and 3. 

4 Conclusion 
We have examined the impact of different types of preoders on a real dataset. The aim was to stress the differences 
and the links between the parametric and non-parametric approaches by computing and investigating the number 
(percentages) of couples of distributions (i.e. empirical or fitted distributions) that can (or cannot) be dominated 
by others. The parametric approach may be useful for approximating the number of non-dominated empirical 
distributions. Moreover, we stress that the main advantage of the parametric method is its computational speed, 
compared to the non-parametric approach, that require the verification of an integral condition on the whole sup-
port. 
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Vehicle Scheduling with Roundabout Routes to

Depot

Stanislav Palúch1, Tomáš Majer2

Abstract. Minimum fleet size vehicle scheduling problem is to arrange a given
set of trips into the minimum number of running boards. This problem can be
modeled as an assignment problem or maximum flow problem both with poly-
nomial complexity. Slovak and Czech bus providers often require that vehicles
visit depot during working day in order to deliver money or to make a vehicle
maintenance or refueling. Just mentioned procedure is called a roundabout
route to depot. This paper studies ways how to manage that every running
board contains a feasible roundabout route to depot.
The proposed procedure is like that: First calculate bus schedule with the
minimum number of vehicles. Then create a large set of fictive dummy trips
starting and finishing in depot with time duration equal to the required time
length of stay in depot. Afterwards calculate bus schedule with the minimum
number of vehicles that contains exactly so many fictive trips as the number of
vehicles.
A maximum group matching formulation of this problem is proposed and some
computer experiments with Gurobi solver for corresponding MILP model are
discussed.

Keywords: vehicle scheduling, mixed linear programming, group matching.

JEL classification: C44
AMS classification: 90C15

1 Introduction

A bus trip is a quadruple (dk, ak, uk, vk) where dk is departure time, ak is arrival time, uk is departure
bus stop and vk is arrival bus stop of the trip k.

Let M =
{
m(u, v)

}
be a time distance matrix determining the travel time m(u, v) from bus stop u

to bus stop v.

Trip j can be carried immediately after trip i by the same bus if

dj ≥ ai +m(vi, uj), (1)

i.e. if a bus after arriving to the arrival bus stop vi of trip i can pull to the departure bus stop uj of the
trip j sufficiently early. In this case we will say, that the trip j can be linked after trip i and we will write
i ≺ j.

A running board of a bus is sequence of trips i1, i2, . . . , ir such that for very k, 1 ≤ k < r it holds
ik ≺ ik+1. By other words, a running board is a sequence of trips which can be carried by the same bus
in one day. It represents a day schedule of work for one bus.

The goal of bus scheduling with minimum number of buses is the following: Given the set S of trips
to arrange all trips from S into minimum running boards. Resulting set of running boards is called a bus
schedule.

Relation ≺ on the set S can be modeled by a digraph G = (S, E) where E = {(i, j)|i ∈ S, j ∈ S, i ≺ j}.

1University of Žilina, Department of mathematical methods and operations analysis, Univerzitná 8215/1, 010 26 Žilina,
e-mail: stanislav.paluch@fri.uniza.sk.

2University of Žilina, Department of mathematical methods and operations analysis, Univerzitná 8215/1, 010 26 Žilina,
e-mail: tomas.majer@fri.uniza.sk.
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Suppose that S = 1, 2, . . . , n. Denote by xij a decision binary variable with the following meaning

xij =

{
1 if the trip j is linked immediately after trip i in a running board

0 otherwise
(2)

Imagine that we have a bus schedule with n = |S| buses – every bus makes only one trip. This
situation corresponds to xij = 0 for all (i, j) ∈ E. When we realized one linkage for (i, j) ∈ E (what is
indicated by setting xij = 1) we have saved one bus. Therefore the more variables are equal to 1 the less
vehicles are used in corresponding bus schedule. In order to obtain a feasible bus schedule, at most one
trip j can be linked after arbitrary trip i and at most one trip i can be linked before arbitrary trip j.
Just mentioned facts lead to the following mathematical model.

Maximize
∑

ij,
(i,j)∈E

xij (3)

subject to:
∑

i,
(i,j)∈E

xij ≤ 1 for j = 1, 2, . . . , n (4)

∑

j,
(i,j)∈E

xij ≤ 1 for i = 1, 2, . . . , n (5)

xij ∈ {0, 1} (6)

Mathematical model (3) – (6) is an instance of assignment problem, therefore condition (6) can be
replaced by

xij ≥ 0 (7)

and linear program (3) – (5), (7) has still integer solution.

2 Model with depot visiting

Slovak and Czech bus providers often require that vehicles visit depot during working day in order to
deliver money or to make a vehicle maintenance or refueling.

A visit of the depot can be modeled as a special trip with both arrival place and departure place
equal to depot and arrival and departure times determined by time interval necessary for all procedures
required. In most cases this time interval is at least 30 minutes long and can be considered as a safety
break for a driver.

In practice, bus staying in depot do not have assigned fixed time positions, they are scheduled in weak
traffic hours.

Suppose, we have calculated a bus schedule with the minimum number of vehicles r till now without
roundabout routes to depot.

We propose following procedure in order to manage desired visits of all r buses in depot:

Propose the set D of dummy trips representing bus stays in depot. Define digraph

G = (S ∪D,A) (8)

where S∪D is the union of the set of original set of trips together with the set of all dummy trips – visits
of depot. The arc set A of G is the set of all ordered pairs (i, j) of elements of S ∪D such that i ≺ j.

The goal is to arrange all trips from S and r trips from D into minimum number of running boards.
We introduce two decision variables xij and zk with following meaning:

xij =

{
1 if the trip j ∈ S ∪D is linked immediately after trip i ∈ S ∪D in the same running board

0 otherwise
(9)

zi =

{
0 if the dummy trip i ∈ D is chosen into a running board

1 if the dummy trip i ∈ D is not used in any running board
(10)
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The number of chosen depot stays should be equal exactly to r (the minimum number of running
boards without roundabout routes) therefore |D| −∑i∈D zi = r

If the dummy trip i ∈ D was not used then all variables xij have to be equal to zero for all j ∈ V .
This is ensured by the constraint

zi +
∑

j;
(i,j)∈A

xij ≤ 1 (11)

since zi = 1 for any unused trip i ∈ D.

Similarly if dummy trip j ∈ D is not used in any running board then zero values of all xij for all
i ∈ V are guaranteed by

zj +
∑

i;
(i,j)∈A

xij ≤ 1 (12)

On the other hand, if dummy trip i ∈ D is used what is indicated by zi = 0 then the constraint (11)
guarantees that at most for one j ∈ S is xij = 1. Similarly, if trip j ∈ D is used what is indicated by
zj = 0 then the constraint (12) guarantees that at most for one i ∈ V is xij = 1.

Hence, now we deal with the following optimization problem:

Maximize
∑

ij
(i,j)∈A

xij (13)

subject to:
∑

i,
(i,j)∈A

xij ≤ 1 for j ∈ S (14)

zj +
∑

i,
(i,j)∈A

xij ≤ 1 for j ∈ D (15)

∑

j,
(i,j)∈A

xij ≤ 1 for i ∈ S (16)

zi +
∑

j,
(i,j)∈A

xij ≤ 1 for i ∈ D (17)

|D| −
∑

i∈D

zi = r (18)

xij ∈ {0, 1} for all i, j such that (i, j) ∈ A (19)

zi ∈ {0, 1} for all i ∈ D (20)

2.1 Design of the set D of dummy trips

A deficit function f(x) is a function with domain 〈0, 1440) defined as follows

f(x) = | { i | x ∈ 〈di, ai〉, i ∈ V } | (21)

Every x ∈ 〈0, 1440) represents time in a day in minutes, value f(x) is the number of trips running in
time moment x. A deficit function can help us to determine rush and weak traffic time interval. Typical
deficit function has its rush hours in the morning and after noon and weak hours between 10:00 and
12:00 o’clock before noon. Roundabout routes should be placed into weak hour in order not to raise the
number of vehicles.

Remember that a trip is a quadruple (dk, ak, uk, vk) where dk is departure time, ak is arrival time, uk
is departure bus stop and vk is arrival bus stop of the trip k.

Every dummy trip representing stay in depot should have departure and arrival place equal to depot.
Let W ⊂ V be a set of trips running in week hours. If (di, ai, depot, depot) is a dummy trip then its latest
time position is such that there exist a trip (dj , aj , uj , vj) such that

ai = dj −m(depot, uj) (22)
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otherwise this dummy trip could be shifted later. Therefore the set D of possible dummy trips can be
defined as follows:

D = { (a− 30, a, depot, depot) | a = dj −m(depot, uj), j ∈W} (23)

When creating digraph G = (V ∪D,A), exclude all arcs (i, j) such that i ∈ D and j ∈ D from arc set
A in order to get away of possibility that two roundabout routes will be assigned to the same vehicle.

Another possibility how to reduce the possibility of assigning two dummy trips to the same running
board is following. If there are two dummy trip i ∈ D, j ∈ D such that there exist a trip k ∈ V such
that i ≺ k ≺ j then remove one of dummy trips from D.

3 Computational experiment

We used Gurobi MILP solver on Intel Xeon with 4 CPU Cores to solve linear model (13)–(20).

We had available real world data for municipal bus public transport in Slovak town Martin–Vrútky.
The public transport system of this town consisted of 725 trips organized in 18 lines. Corresponding
deficit function is presented on Figure 1.
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Figure 1 Deficit function of typical working day

Depot is close to the bus stop 59. Using deficit function we have planed time positions of roundabout
dummy trips to depot between 8:00 and 12:00 – in hours with weak traffic.

First calculation of the minimum number of running boards (without roundabout routes to depot)
solved by model (3)–(7) yielded 39 buses. Therefore we tried first to use r = 39 dummy trips – r = 39
in equation (18). The result was not satisfactory since sometimes two dummy trips were placed into one
running board and so another running boards remained without roundabout trip.

So we incremented the number of dummy trips to depot (constant r in equation (18)) and re–solved
model.
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We repeated this procedure until every running board contained at least one dummy trip. A feasible
solution without need for more buses appeared for r = 58 wheres the number of running boards remained
equal to 39. Computational steps are shown on Table 1.

Number of dummy trips taken (r) 39 40 41 42 43 44 45 46 47 48

Number of running boards 39 39 39 39 39 39 39 39 39 39

Number of boards without depot 11 10 9 9 8 7 6 6 5 6

Computational time [s] 6.40 7.16 6.18 6.82 7.51 6.25 6.13 6.58 6.24 6.41

Number of dummy trips taken (r) 49 50 51 52 53 54 55 56 57 58

Number of running boards 39 39 39 39 39 39 39 39 39 39

Number of boards without depot 3 3 2 2 2 2 2 2 2 0

Computational time [s] 7.09 6.22 6.75 6.79 7.01 6.93 7.34 6.52 6.84 7.44

Table 1 Dependence of the number of running boards without roundabout route
on the number r of included dummy trips.

It can be easy seen that the solution with 39 running boards and 58 roundabout trips has to contain
many running boards with more that one roundabout trip. An example of a running board with more
than one dummy trip is shown on Table 2.

Line Trip Dep.stop Dep.time Arriv.stop Arriv.time

10 1 31 04:35 91 04:55

10 2 91 05:00 31 05:20

13 3 59 05:29 43 06:06

30 12 10 06:21 59 06:42

27 13 59 06:47 70 07:20

27 16 70 07:25 59 07:58

70 27 81 08:20 91 08:37

11 16 91 08:53 31 09:20

*** *** 59 09:23 59 10:23

70 37 59 10:32 91 10:52

*** *** 59 11:12 59 12:12

1 10 10 13:25 102 13:45

2 7 59 13:50 26 14:07

52 18 44 14:10 56 14:25

12 15 18 14:43 24 15:05

30 74 10 15:26 59 15:47

30 81 59 15:48 10 16:11

30 84 10 16:26 59 16:47

30 90 10 17:11 59 17:32

30 101 59 18:13 10 18:36

30 106 10 19:21 56 19:37

10 129 31 20:40 91 21:00

30 112 10 22:36 59 22:57

Table 2 Example of a running board with more than two dummy trips

Solution containing exactly one dummy trip in every running board can be simply obtained by dis-
carding abundant dummy trips.

Mathematical Methods in Economics 2016

627



4 Conclusion

We have defined problem of vehicle scheduling with roundabout routes to depot. We have formulated
MILP mathematical model and computed running boards for public transport system in Slovak town
Martin–Vrútky. Computation experiment showed that this model can be applied for real world instances
of vehicle scheduling problem to find time positions of roundabout routes to depot. However, the presented
model does not guarantee that chosen dummy trips are assigned to every running board – therefore some
experiments are needed.

Therefore, the further research will be focused on ways how to prohibit assignment of more than one
dummy trip to one running board.

Authors of this paper have taken part in bus public transport of more than twenty Czech and Slovak
towns, cooperation with everyone of them was only temporary.
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[3] Palúch, S.: Two approaches to vehicle and crew scheduling in urban and regional bus transport.
In: Proceeding of the Quantitative Methods in Economics (Multiple Criteria Decision Making XIV),
Iura Edition, Bratislava, 2008, 212–218.
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Monetary Policy in an Economy with Frictional

Labor Market - Case of Poland

Adam Pápai1

Abstract. The aim of this paper is to investigate the impacts and effective-
ness of the monetary policy in the Polish economy during the last 14 years.
Furthermore, we are interested in the effects of the Great Recession, which was
caused by the financial crisis in 2007, on the behavior of key macroeconomic
variables. To achieve our goals, we choose and estimate a dynamic stochas-
tic general equilibrium model specified for a small open economy. The model
is characterized by an explicitly defined labor market. The model version of
this sector of the economy contains several frictions in form of a search and
matching function, wage adjustment costs, hiring costs and wage bargaining
processes. We implement a few different Taylor-type equations, which repre-
sent the decision making rule of the monetary authority. This approach helps
us identify the main relationships, which the monetary policy maker takes into
consideration while setting the interest rates. We then examine the impacts of
monetary policy shock on the output and labor market.

Keywords: DSGE model, monetary policy, labor market frictions, Polish
economy.

JEL classification: E32, J60
AMS classification: 91B40

1 Introduction

In this paper, we focus on the influence of the monetary policy maker’s decisions on labor market. It
might not be the principal goal of the central banks to interfere in the movements on the labor market,
however the decisions of the monetary authority may affect the preferences of employers and workers
nonetheless. It is therefore desirable to investigate the connections between the monetary authority and
the variables describing the labor market. To be able to assess these relationships, we follow up on our
previous research (Pápai and Němec [5] and Pápai and Němec [6]), and estimate a dynamic stochastic
general equilibrium (DSGE) model for a small open economy. In this paper we choose to focus more
on the monetary policy rather than the labor market. We selected the economy of Poland, although it
hardly classifies as small. Therefore, our goal is also to test, whether such model can replicate the low
dependence of Poland on the foreign sector.

DSGE models are widely used tools for forecasting and decision making in the macroeconomic sec-
tor. The great degree of modifiability increased their popularity in the last two decades. The literature
regarding DSGE models is vast. Some, like Christiano et al. [3] incorporated financial frictions and
labor market rigidities into a otherwise standard small open economy model. Their estimation results
on Swedish data suggest, that introducing such limitations improve the accuracy of the model’s behav-
ior. They conclude, that ”labor market tightness (measured as vacancies divided by unemployment) is
unimportant for the cost of expanding the workforce. In other words, there are costs of hiring, but no
significant costs of vacancy postings.”

Antosiewicz and Lewandowski [2] analyze the factors behind the financial crisis and their transmission
into labor markets of selected European countries, including Poland and the Czech Republic. They find
a significantly higher effect of productivity shock to the wages in the Czech Republic than in Poland. Also,
in all analyzed countries except of the Czech Republic, job destruction shocks influenced consumption
significantly. For Poland, this suggests a decrease of consumption in times of high job loss probability.

1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, Brno, Czech
Republic, papai@mail.muni.cz
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In both countries, the unemployment rate is mostly influenced by foreign demand and job destruction
shocks. However, the model of these authors does not contain monetary policy in any form.

Tonner et al. [7] expand the core model of the Czech national bank by various implementations of
labor market. They provide results of multiple predictions to assess the ability of the different model
specifications to match the development of the selected macroeconomic variables. Their findings indicate,
that altering the baseline model within acceptable bounds, the linking of unemployment with the labor
market markup gives more accurate forecasting results.

2 Model

We selected a DSGE model originally developed by Albertini et al. [1], who used New Zealand data
for their estimation. This model focuses on the analysis of the driving forces on the labor market and
hence uses a detailed description of relationships among labor market variables. The model contains
several types of rigidities. First, search and matching mechanism, created by Mortensen and Pissarides
[4] is present to describe the flows on the labor market. This function matches unfilled and therefore
unproductive job positions with unemployed workers. The search and matching introduces a rigidity to
the model, because not all people who search for job and not all firms who want to fill their vacancies can
do so. Another friction in the model has the form of vacancy posting costs. Firms cannot create vacant
job positions freely, but must decide, whether the potential gains outweigh the induced costs. Finally,
there are price and wage adjustment costs, which similarly to the previous frictions, induce actual costs
to the firms.

The model does not contain capital and government and consists of households, firms and the monetary
authority. The representative household decides between consumption and labor. Current consumption
depends on habit to achieve a smoother level over time. Labor brings disutility to the households.
However, if the people decide to work, they get a compensation in form of hourly wages. There are three
types of firms, each facing some kind of rigidity. Producers create intermediate goods and sell them on
a perfectly competitive market. They hire employees and negotiate their wages and the hours using a
Nash bargaining process. Retailers buy the unfinished products and combine them to sell final goods
on a monopolistically competitive market to the households. This gives them the ability to adjust the
prices. Finally, like the domestic retailers, importers sell foreign finished goods on the domestic market
for consumption. They can also adjust their prices, while facing price adjustment costs. The last agent
in the model is the monetary authority.

Monetary authority

The monetary policy maker has a key role in the macroeconomic realm. It is therefore desirable to
incorporate the monetary authority into the DSGE model. The most common way is to define it using
the Taylor rule.

it = ρrit−1 + (1− ρr)(ρππt+1 + ρyyt + ρ∆y∆yt + ρ∆e∆et) + εm (1)

it = ρrit−1 + (1− ρr)(ρππt+1 + ρyyt + ρ∆y∆yt) + εm (2)

it = ρrit−1 + (1− ρr)(ρππt+1 + ρyyt) + εm (3)

it = ρrit−1 + (1− ρr)(ρππt+1 + ρ∆y∆yt) + εm (4)

Equations (1)–(4) show the slight modifications to the Taylor rule (presented in log-linearized forms),
which were used for our estimations. Equation (1) represents the original variation taken from Albertini
et al. [1], where the central bank sets the current nominal interest rate (it) based on its previous value,
the expected inflation gap (πt+1), output gap (yt), difference between the current and previous output
(∆yt) and nominal exchange rate (∆et) gaps. Parameter ρr is the interest rate smoothing parameter,
while the other ρ-s represent the dependence of the interest rate on the development of the previously
mentioned variables. The other three specifications of the Taylor rule leave out, among other things, the
nominal exchange rate (et). We leave out this variable to investigate this way, whether the monetary
policy maker reacts to the impulses arising from the interactions between Poland and other economies.
The omission of output shows us, whether the central bank makes a decision based on the current output
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gap or also takes into consideration the difference of the output gaps and vice versa. We evaluate the
plausibility of different model specifications using impulse response functions.

3 Data, methodology and calibration

Our sample covers the period between the first quarter of 2002 and the last quarter of 2015, which
is 56 periods in total. We chose our observed variables as in Albertini et al. [1] with one exception,
given the unavailability of quarterly time series for hours worked. Seven time series were selected to
characterize the domestic economy. The harmonized unemployment rate (ut), number of vacancies (vt),
hourly earnings (wt), CPI (for calculation of inflation (πt)), gross domestic product (yt) and three month
interbank interest rate (it) were acquired from the OECD database. The exchange rate between Polish
zloty and euro was downloaded from the sites of the European central bank. The foreign sector (y∗t , π∗

t ,
i∗t ), represented by the Eurozone is present in the model in the form of AR(1) processes. The variables
are entered into the model in per capita terms. Each of the time series is seasonally adjusted. We use
demean (for πt, it, π

∗
t and i∗t ) and Hodrick-Prescott filter (for the rest of the variables), with smoothing

parameter λ = 1600 to detrend the time series and get the cyclical components of the data.

We use Bayesian techniques to estimate models (1)–(4). This allows us to impose additional informa-
tion for the model in the form of prior densities. Furthermore, the Kalman filter allows us to investigate
the trajectories of unobserved variables. For each estimation, we generate two chains of Metropolis-
Hastings algorithm, while targeting acceptance ratio of 30%. Matlab and its toolbox Dynare is used to
acquire our estimation results.

Standard parameter calibration methods are used to help pinpoint the steady state. Some parameter
values are taken form the literature, while others are calculated from the data. The discount factor was
set to a widely used value of 0.99. The share of labor in production was set to 2/3. The parameter of home
bias in consumption was calculated from the data as the import share on GDP (0.2843). This relatively
small number supports our presumption of Poland not being a small open economy. The steady state of
unemployment (0.1227) was calculated as a sample mean of unemployment rate. The prior densities of
estimated parameters are presented in Table 1.

4 Estimation results

Description Prior density Model 1 Model 2 Model 3 Model 4

Habit ϑ β(0.5, 0.15) 0.6766 0.6833 0.6035 0.6750

El. of substitution (dom. & for.) η Γ(1, 0.2) 0.4454 0.4875 0.3926 0.5137

Bargaining power of firms ξ β(0.5, 0.2) 0.6790 0.5847 0.7292 0.5627

Elasticity of matching ν β(0.5, 0.2) 0.8591 0.8825 0.7307 0.8862

Price and wage setting

Back. looking price (dom. good) γH β(0.75, 0.1) 0.9108 0.9109 0.8875 0.9044

Back. looking price (for. good) γF β(0.75, 0.1) 0.6457 0.6922 0.6974 0.6880

Back. looking wage parameter γW β(0.75, 0.1) 0.3603 0.3626 0.4484 0.3865

Price adj. cost (dom. good) ψH Γ(50, 15) 83.1461 83.0849 80.6558 81.4520

Price adj. cost (for. good) ψF Γ(50, 15) 54.5994 53.3332 59.9069 52.5602

Wage adj. cost ψW Γ(50, 15) 19.5984 21.2508 13.8994 20.1162

Monetary policy

Interest rate smooth. ρr β(0.5, 0.15) 0.6666 0.6768 0.6081 0.6570

Inflation ρπ Γ(1.5, 0.25) 2.9685 3.0574 2.8051 3.0736

Output gap ρy N (0.25, 0.1) 0.2693 0.2180 0.2930 –

Difference of output ρ∆y N (0.25, 0.1) 0.1154 0.1418 – 0.1310

Difference of exchange rate ρ∆e N (0.25, 0.1) -0.0702 – – –

Table 1 Estimation results - parameter means (’–’ means not estimated)
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Table 1 shows the results of parameter estimates for all four models. Our first finding is, that the
differences in the results of parameter estimates for these models are small and mostly insignificant. This
could be given by the fact, that the changes made are really small. Therefore, we first describe the results
of parameter estimations and not the differences between the models. Second, most of the posterior values
are different from our priors. The deep habit parameter (ϑ) is relatively high, meaning the households
try to smooth their consumption. The firm’s bargaining power parameter (ξ) varies across the models,
but is not extraordinarily high. This could suggest, that there are some relatively powerful trade unions
in Poland (see [8]). On the other hand, the elasticity of matching function with respect to the number of
job seekers (ν) is estimated to be around 0.88. This means, that the number of matches depends more
on the unemployed than on the vacancies.

The price and wage setting parameters show us the degree of rigidities in the Polish economy. The
backward looking parameters (γ) indicate how much the current value depends on its previous level. Our
estimation results suggest, that the prices of the domestically produced goods are the stickiest, followed
by the prices of the imported products. Wages are the least rigid among these three frictions. The
price and wage adjustment cost parameters (ψ) indicate the size of costs induced by the changing of the
product’s price or worker’s wage. Again, the value for the prices of domestic goods is the highest and the
wage setting parameter is the lowest. Meaning, it is cheaper for producers to change the wage than for
retailers to adjust the price. These results show low degrees of rigidities on the labor market of Poland.

Lastly, the parameters important for the monetary policy maker are also presented in table 1. The
main reason for leaving out the dependency of interest rates in the Taylor rule on the nominal exchange
rate was the estimation result of the first model. Here, the posterior mean resulted in a negative number,
while the 90% posterior density interval was between −0.1567 and 0.0071, so we could not rule out
statistical insignificancy. The interest rate smoothing parameter was estimated in all cases above 0.6 which
suggests relatively stable values. The parameter describing the dependency on inflation is estimated to be
around 3, which is in line with the current literature. The monetary policy maker takes into consideration
the output gap more than the differences of this variable.

If we look at the differences among the four models, we find that the parameter estimation results are
similar in models 1, 2 and 4. Model 3 sticks out the most. This is even more visible in the two following
figures. Figures 1 and 2 show the results of impulse responses to monetary and technology shocks
respectively. Models 2 and 4 behave in both cases almost identically and are at the very least at the
boundaries of the 90% highest posterior density interval (HPDI) of model 1. These three models behave
in accordance with the literature and our expectations. Model 3 however exhibits different behavior,
which in several cases contradicts with the actual behavior of the real economy. Therefore, we will focus
our further interpretation only on the three similar models.

Figure 1 Impulse responses to a monetary shock
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Figure 2 Impulse responses to a technology shock

At this point we would also like to note, that the variables of vacancy and unemployment are divided
by economically active population and their volatility is smaller than the volatility of the rest of the
variables. High deviations from steady state therefore do not mean high changes of the actual number of
vacancies and number of unemployed. Furthermore, the impulse responses of vacancies, unemployment
and wages contain zero in the 90% HPDI, so we cannot rule out statistical insignificancy.

The transmission mechanism of monetary policy is presented as a monetary shock in figure 1. It
causes an initial increase of interest rates. This restrictive monetary policy causes a drop of output and
decrease of inflation. Because the unemployment does not change substantially, the firms lower the hours
of workers to compensate for the lower production. Wages and vacancies also decrease, as is expected,
when the output drops. Finally, this monetary policy creates an appreciation of exchange rate.

Figure 2 shows the reactions of selected variables to a positive technology shock, that increases the
output. The reactions of labor market variables are limited. Only models 2 and 4 indicate a lagged
increase of vacancies created by the firms during expansion periods. The initial decrease of hours worked,
when the labor is improved by the better technology, fades away during 4− 5 periods. These two models
also show a slight increase of wages, while the unemployment remains without change and the exchange
rate depreciates.

Figure 3 Historical shock decomposition of output
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The models are not able to capture the counter cyclical changes in the variable of unemployment.
This could be given by the unavailability of the time series of hours and the model therefore interprets
the changes in the workforce as intensive (hours) and not extensive (unemployed).

Finally, in figure 3 we present the historical shock decomposition of output from the results of model 2.
There were some substantial negative labor market shocks at the beginning of the observed period. The
most interesting conclusion of this figure is, that the foreign shocks influenced the Polish output mainly
during the Great Recession. Their presence was very little in the other periods. This could suggest, that
the Polish economy is, in fact, not so small and open.

5 Conclusion

In this paper we estimated four slightly different model specifications for a small open economy. We
used quarterly data of Poland for the last 14 years. Our findings suggest that there are significant
price rigidities in the Polish economy, while the frictions on the labor market are not so grave. The
impulse response functions indicate, that the monetary policy is able to affect the real economy, though
its influence on labor market is marginal. Also, the decision making by the monetary authority does not
depend on the development of the exchange rate, however omission of output difference from the Taylor
rule causes serious distortion in the estimated results. Finally, given that we indicated the size of the
Polish economy, it would be more suitable to estimate models that capture its size better.
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[5] Pápai, A., and Němec, D.: Labour market rigidities: A DSGE approach. Proceedings of 32nd In-
ternational Conference Mathematical Methods in Economics (Talašová, J., Stoklasa, J., Talášek, T.,
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Adaptive parameter estimations of Markowitz model

for portfolio optimization

Josef Pavelec1, Blanka Šedivá 2

Abstract. This article is focused on a stock market portfolio optimization.
The used method is a modification of traditional Markowitz model which ex-
tends the original one for adaptive approaches of parameter estimations. One of
the basic factors which significantly influence optimal portfolio is the method
of estimations of return on assets, risk and covariance between them. Since
the stock market processes tend to be not stationary we can expect that pri-
oritization of recent information will lead to improvement of these parameter
estimations and thus to better results of the entire model. For this purpose
a modified algorithm was design to estimate expected return and correlation
matrix more stable. For implementation and verification of this algorithm we
needed to build a program which was able to download historical stock market
data from the internet and compute optimal portfolio using either traditional
Markowitz model and its modified approach. Obtained results will be compared
to the traditional Markowitz model provided real data.

Keywords: Markowitz model, estimation of parameters, adaptive method.

JEL classification: G11
AMS classification: 91G10

1 Introduction

There are many articles about optimal portfolio in the science of mathematics. The reason is that
investing on a stock market with potential of profit is interesting for a large amount of people in the
world. Thanks to this fact, there is also many approaches how mathematicians try to model the stock
market. Some of them tend to believe that there is no relationship between the history and the future.
This group use methods of random walk and tries to simulate large number of scenarios to forecast the
future. The other group of scientists believe that there is a strong relation between historical prices and
the future ones. In this article will focus on this approach and try to treat one of the biggest milestones of
these methods - stability of the model provided the parameter estimation. We will introduce two different
ways to improve the stability of optimization - matrix cleaning and data weighting.

2 Portfolio theory: basic results

Suppose we have a set of N financial assets characterized by their random return in chosen time period,
so the random vector is the vector X = (X1, X2, . . . , XN ) of random returns on the individual assets.

The distribution of vector X is characterized by vector of expected value with elements EXi = ri
and by covariance matrix V whose i, jth element is the covariance between the Xth

i and the Xth
j random

variables. The elements on diagonal σ2
i of matrix V represent variances of asset i.

The Markowitz’s theory of optimal portfolio is focused on the problem to find optimal weight of
each assets such that overall portfolio provides the best return for a fixed level of risk, or conversely the
smallest risk for a given overall return [5]. More precisely, the average return Rp of a portfolio P of N

assets is defined as Rp =
∑N

i=1 wiri where wi is the amount of capital invested in the assets i and ri
are expected returns of the individual assets. Similarly the risk of a portfolio P can by associated with
the total variance σ2

P =
∑N

i,j=1 wiVijwj or in alternative form σ2
P =

∑N
i,j=1 wiσiCijσjwj where σ2

i is the

1University of West Bohemia, Plzeň, Czech Republic, Department of Mathematics, jpavelec@kma.zcu.cz
2University of West Bohemia, Plzeň, Czech Republic, Department of Mathematics, sediva@kma.zcu.cz
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variance of asset i and C is the correlation matrix. The optimal portfolio which minimizes σ2
P for a given

value of Rp can be easily found introducing a Lagrange multiplier and leads to a linear problem where
the matrix C has to be invertible [3],[2].

The resulting from a Markowitz optimization scheme, which gives the portfolio with the minimum
risk for a given return RP =

∑
wiri

wiσi = Rp

∑
j C

−1
ij rj/σj∑

i,j ri/σiC
−1
ij rj/σj

(1)

By redefining wi as wiσi the σi is absorbed in ri and wi and the equations (3) can be write in matrix
notation

wC = Rp
C−1r

rTC−1r
(2)

and the corresponding risk of the portfolio over the period using this construction is

σ2
P =

R2
p

rTC−1r
(3)

From mathematical equation (2) is obvious that usability of Markowitz model strongly depends on
input data which are used for asset mean return estimations and the dominant role for stability is given
by quality of estimation of the covariance matrix.

3 Parameter estimations - stability of the model

3.1 Empirical correlation matrix

Suppose we have N stock return series with T elements each. If we want to measure and optimize the
risk of this portfolio, it is necessary to use a reliable estimate of the covariance matrix V or correlation
matrix C.

If rti is the daily return of stock i at time t, the empirical variance of each stock is given by

σ2
i =

1

T

∑

t

(
rti − ri

)2
(4)

and can be assumed for simplicity to be perfectly known. We also suppose, as usual, the daily return of
stock rti is demeaned (ri = 0). The empirical correlation matrix is obtained as

Eij =
1

T

∑

t

xtix
t
j , where xti = rti/σi (5)

or in matrix form E = (1/T )XTX, where X is the normalization T ×N matrix of return Xit = rti/σi.

3.2 Random matrix theory and matrix cleaning

For a set of N different assets, the correlation matrix contains N(N − 1)/2 entries, which must be
determined from N time series of length T . If T is not very large compared to N , we can expect that
the determination of covariances is noisy and therefore that the empirical correlation matrix is to a large
extent random. Because a covariance matrix is positive semidefinite, that the structure of it can by
describe by real eigenvalues and corresponding eigenvectors. Eigenvalues of the covariance matrix that
are small (or even zero) correspond to portfolios of stocks that have non-zero returns, but extremely low or
vanishing risk; such portfolios are invariably related to estimation errors resulting from insufficient data.
One of the approaches used to eliminate the problem of small eigenvalues in the estimated covariance
matrix is the so-called random matrix technique. Random matrix theory (RMT), first developed by
authors such as Dyson [4] and Mehta [9] for physical application, but there are also many results of
interest in a financial context [7], [1], [11].
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The spectral properties of C may be compared to those of random correlation matrix. As described
by [7], [11] and others, if R is any matrix defined by R = (1/T )ATA, where A is an N×T matrix whose
elements are i.i.d random variables with mean zero and fixed variance σ2, than in the limit T,N → ∞
keeping ratio Q = T/N ≥ 1 constant, the density of eigenvalues of R is given by

P (λ) =
Q

2πσ2

√
(λmax − λ)(λ− λmin)

λ
, λmin ≤ λ ≤ λmax, (6)

where the maximum and minimum eigenvalues are given by

λmax/min = σ2

(
1±

√
1

Q

)2

. (7)

The distribution P (λ) are known as the Marčenko-Pastur density [8] and the theoretical maximum
and minimum eigenvalues determined the bounds for random matrix. If the eigenvalues of matrix are
beyond these bounds, it is said that they deviate from random. If we apply this theoretical background
of RMT to the correlation matrix we can separate the noise and non-noise parts of E. We cleaned the
matrix by following procedure: 1. to construct the empirical correlation matrix as (5), 2. separate the
noisy eigenvalues from non-noisy eigenvalues as (6), 3. to keep the non-noisy eigenvalues the same and
to take average of the noisy eigenvalues, 4. to replace each eigenvalue associated with the noisy part by
average of the eigenvalues, 5. to reconstruct correlation matrix. The simple repair mechanism, based on
the spectral decomposition of the correlation matrix, is described for example in [6].

3.3 Exponential weights - parameter estimation

Another method how we can minimize the non-stability of the model is weighting. Since we suppose
that the most recent data are the most relevant and the older ones influence the future less, we designed
model, which weights the data exponentially to the history. This idea was introduced in [10], where we
can also find more details. The parameters we need to estimate are:

• Return - estimate of expected return on asset Xi is in this case calculated by weighted mean:

r̂i =

(
T∑

t=1

rti · δt
)
/

(
T∑

t=1

δt

)
(8)

• Risk - the estimated expected return of asset Xi is in this case calculated by sample weighted
variance:

σ̂i =

√√√√√√√√

T∑
t=1

δt · (rti − ri)2

T∑
t=1

δt
· T

T − 1
, (9)

• Empirical correlation matrix is computed using exponentially weighted by

Eij =

(
T∑

t=1

δtxtix
t
j

)
/

T∑

t=1

δt, where xti = rti/σ̂i (10)

where δ ∈ (0, 1〉 is weighting parameter. This parameter δ is sometimes called a ”forgetting coeffi-
cient” and should be close to 1. The smaller it is, the faster older data get unsignificant.

This approach is implemented and tested in created program StockMaTT, where we can either analyse
our data using traditional Markowitz model (uses linear data weights) or using this adaptive approach
with exponential weighting. The results of these two methods vary and depend on its parameters - on
data history length for linear model and on λ for the adaptive model.
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4 Data analysed

4.1 Program StockMaTT

So that we can verify the model and figure out it’s results we needed to build a programme tool. A
satisfying environment needs to have sufficient mathematical and statistical background and also needs
to be fast enough to implement quite a complicated algorithm on complex data.

A tool that fitted our needs was the programming language MATLAB R© in combination with its GUI
environment that makes the user’s controlability comfortable. The main screen where we update data
and compute the optimal portfolio can be found in the Figure 1.

Figure 1 Window for data update and portfolio optimization

4.2 Real data

The model was also tested on real data. Since the focus of this article is on portfolio optimization we
chose to use the data from the stock market. As a prefered server was chosen server yahoo.finance.com.

For our analysis we used the time series of daily closing prices of stocks available mainly on NASDAQ,
which is the biggest stock market in the USA with over 3900 assets from about 39 countries. The financial
instruments that can be traded here besides stocks are also options and futures.

Asset split and dividends

Downloaded data also needed to be ”smoothened” for unexpected jumps caused by splitting the stocks
and also for dividends. The stock spilt is a phenomenon that happens usually for expensive assets when
the stakeholders want to support the stock liquidity. Usually they decide to split the stock in the rate
of X:1 which means that suddenly all stock holders have X times more assets with 1

X of its value. This
phenomenon causes this obvious jumps that can bee seen for example on the Apple Inc. stock in the
Figure 2.
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Figure 2 Sample asset split - Apple Inc. - before and after smoothening

4.3 Matrix cleaning based on random matrix theory

For better understanding of the data we applied the method described in subsection 3.2. Firstly we con-
structed the empirical measured correlation matrix E by using several different numbers of observations
(T ) and we analysed the distribution of the eigenvalues. We compared the empirical distribution of the
eigenvalues of the correlation matrix with the theoretical prediction given by (6) based on assumption
that the correlation matrix is purely random. The results are summarized in Table 1.

# observation % of λ < λmin % of λmin < λ < λmax % of λmax < λ

15 7% 91% 3%

30 20% 75% 5%

50 33% 60% 7%

100 54% 38% 8%

200 74% 19% 8%

Table 1 Comparing eigenvalues of empirical correlation matrix and Marčenko- Pastur bounders.

From these results we can see that the important information about asset mutual connections is carried
by 3 to 7% of eigenvalues of the correlation matrix. By increasing the number of observations on which
is based the correlation matrix estimation, slightly increases the number of non-random correlations, but
also increases the instability of the correlation matrix since its eigenvalues are very small. As an optimal
number of observations in this case seems to be number between 30 and 50.

Figure 3 shows the results of our experiments on the data with 50 observations used for estimation
of the correlation matrix. There is histogram of eigenvalues of the empirical correlation matrix and for
comparison we plotted the density of (6) for Q = 3.8462 and σ = 0.660. A better fit can be obtained
with a smaller value of σ = 0.462 (dashed blue line).

This result is in accordance with similar articles, for example [7] or [11] and shows problems related
to correct market risk estimation.

5 Conclusion

The goal of this article was to develop an advance approach for stability treatment of portfolio optimiza-
tion. We have developed two methods to minimize the effects of unstability and tested these methods on
real data. For purposes of comparison of traditional Markowitz model and the weighting modification we
created a SW solution StockMaTT, where we could try to simulate investments with both methods and
different parameters. As we expected the traditional Markowitz model is very sensitive on input data and
using the weighting we obtained different results. To sum up, as a possible treatment of the unstability
can be recommended both methods described in this article. A potential topic for the following studies
could be the correct estimation of weighting parameter.
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Figure 3 Empirical and prediction distribution of eigenvalues for T = 50.
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Fuzzy Decision Matrices Viewed as Fuzzy

Rule-Based Systems

Ondřej Pavlačka1, Pavla Rotterová2

Abstract. A decision matrix represents a particular problem of decision
making under risk. Elements of the matrix express the consequences if a
decision-maker chooses a particular alternative and a particular state of the
world occurs. Assuming the probabilities of the states of the world are known,
alternatives are compared on the basis of the expected values and variances of
their consequences.

In practice, the states of the world are often described only vaguely; they are
expressed by fuzzy sets on the universal set on which the probability distribu-
tion is given. In literature, the common approach in such a case consists in
computing crisp probabilities of the fuzzy states of the world by formula pro-
posed by Zadeh. In the paper, we first discuss the problems connected with the
common approach. Consequently, we introduce a new approach, in which a de-
cision matrix with fuzzy states of the world does not describe discrete random
variables but fuzzy rule-based systems. We illustrate the problem by examples.

Keywords: decision matrices, decision making under risk, fuzzy states of the
world, fuzzy rule-based systems.

JEL classification: C44
AMS classification: 90B50

1 Introduction

In decision making under risk, decision matrices (see Tab. 1) are often used as a tool of risk analysis (see
e.g. [1, 3, 8]). They describe how consequences of alternatives x1, . . . , xn depend on the fact which of
possible and mutually disjoint states of the world S1, . . . , Sm will occur. The probabilities of occurrences
of the states of the world are given by p1, . . . , pm. Thus, the consequence of choosing an alternative xi,
i ∈ {1, . . . , n}, is a discrete random variable Hi that takes on the values hi,1, . . . , hi,m with probabilities
p1, . . . , pm. The alternatives are usually compared on the basis of the expected values EH1, . . . , EHn and
variances var H1, . . . , var Hn of their consequences.

S1 S2 · · · Sm

p1 p2 · · · pm

x1 h1,1 h1,2 · · · h1,m EH1 var H1

x2 h2,1 h2,2 · · · h2,m EH2 var H2

· · · · · · · · · · · · · · · · · · · · ·
xn hn,1 hn,2 · · · hn,m EHn var Hn

Table 1 A decision matrix.

In practice, the states of the world are often specified only vaguely, like e.g. ”inflation is low”, etc.
Talašová and Pavlačka [7] showed that in such a case it is more appropriate to model the states of the
world by fuzzy sets on the universal set on which the probability distribution is given. They proposed to

1Palacký University Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathemat-
ics, 17. listopadu 1192/12, 771 46 Olomouc, Czech Republic, ondrej.pavlacka@upol.cz

2Palacký University Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathemat-
ics, 17. listopadu 1192/12, 771 46 Olomouc, Czech Republic, pavla.rotterova01@upol.cz
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proceed in the same way as in the case of crisp (i.e. exactly described) states of the world; they set the
probabilities of the fuzzy states of the world applying the formula proposed by Zadeh [9] and treated the
consequences of alternatives as discrete random variables.

However, Pavlačka and Rotterová [4] showed that Zadeh’s probabilities of fuzzy events lack the com-
mon interpretation of a probability measure. Another problem is what does it mean to say that the
particular fuzzy state of the world will occur (see the discussion in Section 2). Therefore, in Section 3,
a new approach to this problem will be introduced, in which a decision matrix with fuzzy states of the
world does not describe discrete random variables but fuzzy rule-based systems.

2 A decision matrix with fuzzy states of the world according to [7]

First, let us describe and analyse the approach to the extension of a decision matrix to the case of fuzzy
states of the world that was considered by Talašová and Pavlačka [7].

Let us assume that a probability space (Ω,A, P ) is given, where Ω denotes a non-empty set of all
elementary events, A represents the set of all considered random events (A forms a σ-algebra of subsets
of Ω), and P : A → [0, 1] is a probability measure that assigns to each random event A ∈ A its probability
P (A) ∈ [0, 1].

A vaguely defined state of the world can be appropriately expressed by a fuzzy set S on Ω. A fuzzy
set S on Ω is determined by the membership function µS : Ω→ [0, 1]. The interpretation of membership
degrees µS(ω), ω ∈ Ω, is explained in the following example.

Example 1. Let us consider a vaguely defined state of the economy ”inflation is low”, denoted by S.
Let Ω be a set of all inflation rates and let an inflation rate ω ∈ Ω occur. If µS(ω) = 1, then we would
definitely say that inflation is low. If µS(ω) ∈ (0, 1), then we would say that inflation is low only partly.
Finally, if µS(ω) = 0, then we would say that inflation is not low.

As the probability space (Ω,A, P ) is given, Talašová and Pavlačka [7] assumed that fuzzy states of
the world are expressed by fuzzy sets on Ω that are called fuzzy random events. A fuzzy random event
S is a fuzzy set on Ω whose membership function µS is A-measurable (see Zadeh [9]). This assumption
means that the α-cuts Sα := {ω ∈ Ω | µS(ω) ≥ α}, α ∈ (0, 1], are random events, i.e. Sα ∈ A for any
α ∈ (0, 1].

For the case of fuzzy random events, Zadeh [9] extended the given probability measure P in the
following way: A probability PZ(S) of a fuzzy random event S is defined as

PZ(S) := E(µS) =

∫

Ω

µS(ω)dP. (1)

The existence of the above Lebesgue-Stieltjes integral follows directly from the assumption that µS is
A-measurable. It can be easily shown (see e.g. [2, 4, 9]) that the mapping PZ possesses analogous
mathematical properties as a probability measure P , and thus, it can be called a probability measure.

Remark 1. Let us note that any crisp set S ⊆ Ω can be viewed as a fuzzy set of a special kind; the
membership function µS coincides in such a case with the characteristic function χS of S. In such a case,
Sα = S for all α ∈ (0, 1]. This convention allows us to consider crisp states of the world as a special kind
of fuzzy states of the world. It can be easily seen that for any crisp random event S ∈ A, PZ(S) = P (S).

Talašová and Pavlačka [7] considered the following extension of the decision matrix given by Tab.
21: The fuzzy states of the world are fuzzy random events S1, . . . , Sm that form a fuzzy partition of Ω,
i.e.

∑m
j=1 µSj (ω) = 1 for any ω ∈ Ω. The probabilities pZ1, . . . , pZm of the fuzzy states of the world

are given by pZj := PZ(Sj), j = 1, . . . ,m. Since S1, . . . , Sm form a fuzzy partition of Ω,
∑m
j=1 pZj = 1.

Therefore, Talašová and Pavlačka [7] treated the consequence of choosing an alternative xi, i = 1, . . . , n,
as a discrete random variable HZ

i that takes on the values hi,1, . . . , hi,m with probabilities pZ1, . . . , pZm.

1Besides the fuzzy states of the world, Talašová and Pavlačka [7] considered also fuzzy consequences of alternatives Hi,j

instead of the crisp consequences hi,j , i = 1, . . . , n, j = 1, . . . ,m. As we are focused strictly on the fuzzification of the states
of the world here, only crisp consequences will be considered further.
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They compared the alternatives x1, . . . , xn on the basis of the expected values EHZ
1 , . . . , EH

Z
n and

variances var HZ
1 , . . . , var H

Z
n of their consequences, computed for i = 1, . . . , n as follows:

EHZ
i =

m∑

j=1

pZj · hi,j , (2)

and

var HZ
i =

m∑

j=1

pZj · (hi,j − EHZ
i )2. (3)

S1 S2 · · · Sm

pZ1 pZ2 · · · pZm

x1 h1,1 h1,2 · · · h1,m EHZ
1 var HZ

1

x2 h2,1 h2,2 · · · h2,m EHZ
2 var HZ

2

· · · · · · · · · · · · · · · · · · · · ·
xn hn,1 hn,2 · · · hn,m EHZ

n var HZ
n

Table 2 A fuzzy decision matrix considered in [7].

Thus, we can see that by applying the Zadeh’s crisp probabilities of fuzzy states of the world, the
extension of the decision matrix is straightforward. Now, let us discuss the problems that are connected
with this way of extension of a decision matrix tool.

As it is written in Introduction, the element hi,j of the matrix given by Tab. 1 describes the conse-
quence of choosing the alternative xi if the state of the world Sj occurs. If we consider fuzzy states of
the world instead of crisp ones, a natural question arises: What does it mean to say ”if the fuzzy state of
the world Sj occurs”? Let us suppose that some ω ∈ Ω occurred. If µSj (ω) = 1, then it is clear that the
consequence of choosing the alternative xi is exactly hi,j . However, what is the consequence of choosing
xi if 0 < µSj

(ω) < 1 (which also means that 0 < µSk
(ω) < 1 for some k 6= j)? Thus, perhaps it is

not appropriate in case of a decision matrix with fuzzy states of the world to treat the consequence of
choosing xi as a discrete random variable HZ

i that takes on the values hi,1, . . . , hi,m.

Moreover, it was pointed out by Rotterová and Pavlačka [5] that the Zadeh’s probabilities pZ1, . . . , pZm
of fuzzy states of the world express the expected membership degrees, in which the particular states of the
world will occur. Thus, they do not have in general the common probabilistic interpretation - a measure
of a chance that a given event will occur in the future, which is desirable in case of a decision matrix.

Therefore, we cannot say that the values EHZ
1 , . . . , EH

Z
n , given by (2), and varHZ

1 , . . . , varH
Z
n , given

by (3), express the expected values and variances of consequences of the alternatives. Hence, ordering of
the alternatives based on these characteristics is questionable.

3 Fuzzy rule-based systems derived from a decision matrix with fuzzy states
of the world

In this section, let us introduce a different approach to the model of decision making under risk described
by the decision matrix with fuzzy states of the world presented in Tab. 2. Taking into account the
problems discussed in the previous section, we suggest not to treat the consequence of choosing an
alternative xi, i ∈ {1, . . . , n}, as a discrete random variable HZ

i taking on the values hi,1, . . . , hi,m with
the probabilities pZ1, . . . , pZm. Instead of this, we propose to treat the information about the consequence
of choosing xi as the following basis of If-Then rules:

If the state of the world is S1, then the consequence of xi is hi,1.

If the state of the world is S2, then the consequence of xi is hi,2.

. . .

If the state of the world is Sm, then the consequence of xi is hi,m.

(4)
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For computing the output of the fuzzy rule-based system (4), it is appropriate to apply the so-called
Sugeno method of fuzzy inference, introduced by Sugeno [6]. For any ω ∈ Ω, the consequence of choosing
xi is given by

HS
i (ω) =

∑m
j=1 µSj (ω) · hi,j∑m

j=1 µSj (ω)
=

m∑

j=1

µSj
(ω) · hi,j , (5)

where we used the assumption
∑m
j=1 µSj

(ω) = 1 for any ω ∈ Ω. Let us note that the assumption that
the fuzzy states of the world S1, . . . , Sm form a fuzzy partition of Ω can be omitted in this approach.

Since we operate within the given probability space (Ω,A, P ), HS
i is a random variable. A distribution

function of HS
i is given for any h ∈ R as follows:

FHS
i

(h) = P (HS
i ≤ h) =

∫

{ω∈Ω|HS
i (ω)≤h}

dP.

Remark 2. It can be easily seen from (5) that in the case of crisp states of the world S1, . . . , Sm, the
random variables HS

1 , . . . ,H
S
n coincide with discrete random variables H1, . . . ,Hn taking on the values

hi,1, . . . , hi,m, i = 1, . . . , n, with probabilities pj = P (Sj), j = 1, . . . ,m. Hence, this new approach can
be also considered as an extension of a decision matrix to the case of fuzzy states of the world.

Analogously as in the previous approach, the alternatives x1, . . . , xn can be compared on the basis of
the expected values and variances of HS

1 , . . . ,H
S
n . Let us derive now the formulas for their computation.

In addition to that, we will compare these characteristics with the characteristics of HZ
1 , . . . ,H

Z
n .

First, let us show now that the expected values EHS
1 , . . . , EH

S
n coincide with EHZ

1 , . . . , EH
Z
n . For

i = 1, . . . , n, we get

EHS
i =

∫

Ω

HS
i (ω)dP =

∫

Ω

m∑

j=1

µSj
(ω) · hi,j dP =

m∑

j=1

∫

Ω

µSj
(ω) dP · hi,j =

m∑

j=1

pZj · hi,j = EHZ
i . (6)

Hence, from the point of view of the expected values of consequences that are taken into account in
comparison of alternatives, both the approaches are the same. Nevertheless, as it will be shown next,
the variances of HS

1 , . . . ,H
S
n are generally different from var HZ

1 , . . . , var H
Z
n . For i = 1, . . . , n, var HS

i

is given as follows:

var HS
i = E

(
HS
i

)2 −
(
EHS

i

)2
=

∫

Ω

HS
i (ω)2 dP −

(
EHS

i

)2
=

∫

Ω




m∑

j=1

µSj
(ω) · hi,j




2

dP −
(
EHS

i

)2
.

For var HZ
i , i = 1, . . . , n, it holds that

var HZ
i = E

(
HZ
i

)2 −
(
EHZ

i

)2
=

m∑

j=1

pZj · h2
i,j −

(
EHZ

i

)2
=

∫

Ω

m∑

j=1

µSj (ω) · h2
i,j dP −

(
EHZ

i

)2
.

Hence, employing
(
EHS

i

)2
=
(
EHZ

i

)2
,

var HZ
i − var HS

i =

∫

Ω

m∑

j=1

µSj
(ω) · h2

i,j dP −
∫

Ω




m∑

j=1

µSj
(ω) · hi,j




2

dP

=

∫

Ω



m∑

j=1

µSj
(ω) · h2

i,j −




m∑

j=1

µSj
(ω) · hi,j




2

 dP ≥ 0,

since the integrand is clearly non-negative (it represents the variance of a discrete random variable that
takes the values hi,1, . . . , hi,m with ”probabilities” µS1(ω), . . . , µSm(ω)). Moreover, it is obvious that the
difference of variances is equal to zero, if and only if hi,j = hi,k for any j 6= k such that both EµSj

and
EµSk

are positive.

Thus, whereas the expected values EHS
1 , . . . , EH

S
n and EHZ

1 , . . . , EH
Z
n are the same, the variances

varHS
1 , . . . , varH

S
n and varHZ

1 , . . . , varH
Z
n generally differ. This means that ordering of the alternatives

that is based on the expected values and variances of the consequences can be different for both the above
described approaches. Let us illustrate this fact by the following numerical example.
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Example 2. Let us consider the following situation: We can realize one of the two possible projects,
denoted by x1 and x2. The result depends solely on the fact what kind of a government coalition will be
established after the parliamentary election. Let us assume that only the six possible coalitions, denoted
by ω1, . . . , ω6, can be established after the election. For the sake of simplicity, let the probabilities
of establishing each coalition be the same. Thus, the probability space (Ω,A, P ) is given, where Ω =
{ω1, . . . , ω6}, A is the family of all subsets of Ω, and P is the probability measure such that P ({ωk}) = 1/6,
k = 1, . . . , 6, and P (A) =

∑
{k|ωk∈A} P ({ωk}), for any A ⊆ Ω.

We distinguish three possibilities (states of the world) - a right coalition (S1), a centre coalition (S2),
and a left coalition (S3). Let the above mentioned three states of the world be expressed by the following
fuzzy sets defined on Ω:

S1 =
{

1|ω1 ,
0.8 |ω2 ,

0.2 |ω3 ,
0 |ω4 ,

0 |ω5 ,
0 |ω6

}
,

S2 =
{

0|ω1
,0.2 |ω2

,0.8 |ω3
,1 |ω4

,0.5 |ω5
,0 |ω6

}
,

S3 =
{

0|ω1
,0 |ω2

,0 |ω3
, |ω4

,0.5 |ω5
,1 |ω6

}
,

where elements of the sets are in the form µSj
(ωk)|ωk

, j = 1, 2, 3, and k = 1, . . . , 6. How the future yield
(in %) depends on the fact which of these three types of a coalition will occur in the future is described
in Tab. 3.

S1 S2 S3

x1 15 0 -4

x2 15 -3 0

Table 3 The future yields (in %) of x1 and x2 based on the type of a coalition.

First, let us compute the expected values and variances of the random variables HZ
1 and HZ

2 . The
probabilities of the fuzzy states of the world S1, S2, and S3, computed according to (1), are given as
follows:

PZ(S1) = 0.333, PZ(S2) = 0.417, and PZ(S3) = 0.25.

Hence, we get

EHZ
1 = 0.333 · 15 + 0.417 · 0 + 0.25 · (−4) = 4 %,

EHZ
2 = 0.333 · 15 + 0.417 · (−3) + 0.25 · 0 = 3.75 %,

and

var HZ
1 = 0.333 · (15− 4)2 + 0.417 · (0− 4)2 + 0.25 · (−4− 4)2 = 63,

var HZ
2 = 0.333 · (15− 3.75)2 + 0.417 · (−3− 3.75)2 + 0.25 · (0− 3.75)2 = 64.69.

By applying the rule of maximization of the expected value and minimization of the variance, we would
choose the alternative x1 over x2. However, as it was stated in Section 2, the interpretation of the
characteristics EHZ

i and var HZ
i , i = 1, 2, is questionable. Thus, the selection of x1 is not trustworthy.

Now, let us construct the random variables HS
1 and HS

2 . Since the universal set Ω is a discrete set,
HS

1 and HS
2 are discrete random variables. According to (5), we obtain the following:

HS
1 (ω1) = 15 %, HS

1 (ω2) = 12 %, HS
1 (ω3) = 3 %, HS

1 (ω4) = 0 %, HS
1 (ω5) = −2 %, and

HS
1 (ω6) = −4 %,

HS
2 (ω1) = 15 %, HS

2 (ω2) = 11.4 %, HS
2 (ω3) = 0.6 %, HS

2 (ω4) = −3 %, HS
2 (ω5) = −1.5 %, and

HS
2 (ω6) = 0 %.

Both the random variables HS
1 and HS

2 taking on these values with the probabilities equal to 1/6.

According to (6), the expected values EHS
1 and EHS

2 coincide with EHZ
1 and EHZ

2 , i.e. EHS
1 = 4 %

and EHS
2 = 3.75 %. The variances of HS

1 and HS
2 are given as follows:

var HS
1 =

∑6
k=1(HS

1 (ωk)− 4)2

6
= 50.33,

var HS
2 =

∑6
k=1(HS

2 (ωk)− 3.75)2

6
= 47.03.
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Thus, we can see that under this approach, we would not be able to decide between x1 and x2 according
to the rule of maximization of the expected value and minimization of the variance, since EHS

1 > EHS
2

and var HS
1 > var HS

2 .

4 Conclusion

We have dealt with the problem of extension a decision matrix to the case of fuzzy states of the world.
We have analysed the approach to this problem proposed by Talašová and Pavlačka [7] that is based on
applying the Zadeh’s probabilities of the fuzzy states of the world. We have found out that the meaning
of obtained characteristics of the consequences of alternatives, namely the expected values and variances,
is questionable. Therefore, we have introduced a new approach that consists in deriving fuzzy rule-based
systems from a decision matrix with fuzzy states of the world. In such a case, the obtained characteristics
of consequences, based on which the alternatives are compared, are clearly interpretable. We have proved
that the resulting expected values of consequences are for both the approaches the same, whereas the
variances generally differ. In numerical example, we have shown that the final ordering of the alternatives
according to the both approaches can be different.

Next research in this field could be focused on the cases, where the consequences of alternatives are
given by fuzzy numbers, and/or where the underlying probability measure is fuzzy.
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Valuation of the externalities from biogas stations 
Marie Pechrová1, Václav Lohr2 

Abstract. The aim of the paper is to valuate the externalities caused by projects real-
ized with financial support of Rural Development Program for the Czech Republic 
for years 2014-2020, particularly the externalities from biogas stations. We applied 
hedonic model valuation as we suppose that it can give the most objective price of 
externalities related to the biogas stations as the price is derived from the value of 
real estates.  
A case study was done on eight biogas stations in Jihomoravsky region. The data 
were obtained from real estate server at the beginning of 2.Q of 2016. Price of flats 
for sale was explained in the regression model by number of rooms, acreage and dis-
tance to the biogas station. Linear and log-linear relation was taken into account. As 
expected, the effect of the distance from biogas station on the flat prices is negative 
as its presence lowers the price by 0.15% according to linear regression model, or by 
0.40% based on log-linear form of the model. 

Keywords: biogas station, rural development program, externalities 

JEL Classification: D61, C21 
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1 Introduction 
The aim of the paper is to evaluate the externalities caused by projects realized with financial support of Rural 
Development Program for the Czech Republic for years 2014-2020 (RDP), particularly the externalities from 
biogas stations (BGS). “Externalities are defined as benefits or costs, generated as by-products of an economic 
activity that do not accrue to the parties involved in the activity.” [1] Externalities are generated as side effects of 
an activity and affect (usually negatively) the production or consumption possibilities of other economic agents 
without permission or compensation. Besides, the market prices of the externalities often do not exist. Therefore, 
they have to be monetary valuated. “Monetary valuation is the practice of converting measures of social and 
biophysical impacts into monetary units and is used to determine the economic value of non-market goods, i.e. 
goods for which no market exists.“ [8]  

There is a complex of externalities related to the BGS: noise from operation of the BGS or from transport of 
the feed, odor, esthetic point of view etc.; are negatively perceived by local inhabitants. In this sense, the pres-
ence of the BGS lowers their welfare. Therefore, when selecting the projects to be financed from RDP, not only 
economic, but also social point of view should be applied. Cost benefit analysis (CBA) is recommended as the 
suitable method for project evaluation. CBA measures inputs and outputs in monetary units. “It understands the 
benefits as every increase of the utility and costs as every decrease of the utility, what is sometimes hard to be 
determined in monetary terms.” [7] 

There are various methods to monetary valuate externalities related to certain type of projects. Particularly, 
hedonic price method (HPM) was selected and applied in this article. First, there are presented the results or 
researches which used HPM. Next section describes the method in detail together with used data and models. 
Then the results of the analysis are presented and discussed. Last section concludes. 

1.1 Results of previous researches 
To the best authors’ knowledge, there is no study which would assess the externalities related to the BGS. There-
fore, we present results of researches aimed on evaluation of the odor from animal sites or landfills as we sup-
pose that odor nuisance is one of the main externalities from BGS despite the fact that the researchers and ex-
perts are not agreed on whether or how much the biogas station smells. [7] 

Van Broeck, Bogaert and de Meyer [13] examined the externalities related to odor from animal waste treat-
ment facility based on 1200 real estate prices in Belgium. They compared those houses situate within and outside 
odor affected areas at the same statistical sector. Log-linear model showed that an extra sniffing unit corresponds 
to a decrease of the average net actual value by 650 euros or by 0.4%. Linear regression model estimated de-
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crease by 1526 euros (0.8%). Also Milla, Thomas and Ansine [4] found negative and significant influence of 
proximity to swine facilities on the selling price of residential properties. Similar results were achieved also by 
Palmquist, Roka and Vukina [6] who analyzed the effect of large-scale hog operations on residential property 
values. “An index of hog manure production at different distances from the houses was developed. It was found 
that proximity caused statistically significant reduction in house prices of up to 9 percent depending on the num-
ber of hogs and their distance from the house.” [6] 

Bouvier et al. [2] examined six landfills, which differed in size, operating status, and history of contamina-
tion, and estimated by multiple regression model the effect of each landfill on rural residential property values. 
“In five of the landfills, no statistically significant evidence of an effect was found. In the remaining case, evi-
dence of an effect was found, indicating that houses in close proximity to this landfill suffered an average loss of 
about six percent in value.” [2] The proximity to the site indeed plays important role as the effect is visible only 
to the certain distance. Nelson, Genereux and Genereux [5] examined the price effects of one landfills on 708 
houses’ values in Minnesota, USA in 1980s. They came to the conclusion that the influence is visible up to 2-2.5 
miles. At the landfill boundary, the prices decrease by 12% and about 1 mile away by 6% at about 1 mile.  

Beside the distance, also the character of the area is important determinant of the effect. Reichert, Small and 
Mohanty [10] analyzed the effect of five municipal landfills on residential property values in a major metropoli-
tan area (Cleveland, Ohio, USA). They concluded that landfills would likely have an adverse impact upon hous-
ing values when the landfill was located within several blocks of an expensive housing area (the negative impact 
was between 5.5%-7.3% of market value depending upon the actual distance from the landfill), but in case of 
less expensive and older areas the landfill effect was considerably less pronounced (3%-4% of market value), 
and for predominantly rural areas there was no effect measured at all. The specifics of rural areas are analyzed 
for example by Šimpach and Pechrová [12]. Also the size of the landfill plays the role. Ready [9] found out that 
landfills that accept high volumes of waste (≥ 500 tons/day) decrease neighboring residential property values on 
average by 12.9%. This impact diminishes with distance at a gradient of 5.9% per mile in this case while lower-
volume landfills decrease property values on average by 2.5% with a gradient of 1.2% per mile. Besides 20-28% 
of low-volume landfills have no impact at all on nearby property values. [9] Intensity of the decrease of real 
estate’s prices in similar scope was found also in California (USA) cities where industrial odors were present. 
Saphores and Aguilar-Benitez [11] found statistically significant reduction in house prices of up to 3.4% using 
GLS model with controlled heteroskedasticity and GIS software. 

2 Data and methods 

2.1 Hedonic pricing method 

The essence of hedonic pricing method is the evaluation of the externality’s price based on the decrease of the 
value of properties located near the site which cause loss of benefits. It belongs to the type of methods which are 
based on the alternative market (real estate market) when the real one does not exist. This method requires de-
tailed data about the sales transactions and characteristics of the sold estates. When the frequency of property 
sales is not sufficiently high (for example in rural areas) the usage of HPM might be problematic. The price of 
the real estate P (or the logarithm of the price, depending on the chosen type of the functional form) is normally 
explained by three categories of variables (see equation 1): C – physical characteristics that contribute to the 
price of a house such as the number of rooms, lot size, date of construction, type of ownership, energy demand 
etc.), N – neighborhood characteristics (distance to the center, supermarket, school, park, etc.), E – characteris-
tics of the surrounding environment (distance to the activity which nagging the local residents that is operation of 
BGS in our case). 

 ),,( ENCfP = , (1) 

Hedonic price models are commonly estimated by the method of ordinary least squares (OLS) in cases when 
cross-sectional data are available or by fixed effects models when the data are of panel nature. 

2.2 Data 
Data of real estates for sale in Jihomoravsky region of the Czech Republic were gathered. There were originally 
1480 real estates for sale at the beginning of the second quarter of year 2016 in size categories from 1+kk up to 
5+1. The size of the flat was measured by the number of rooms (e.g. 1+1 or 2+kk are 2 rooms) and the acreage in 
m2. The proxy for the externalities related to BGS was chosen the distance. The further is the house for sale; the 
lower is the price of the externality. There were 8 biogas stations operating in the region which used as a feed the 
organic waste from agricultural production. The characteristics of the BGS are displayed at Table 1. 
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Location Power [kW] Type of feed Operational 
since 

No. of near-
by houses 

Avg. distance 
from BGS 

Čejč 1072 pig manure 2007 8 11.08 

Hodonín 261 
pig manure, bedding, maize 
silage, corn silage 

autumn 2009 97 4.41 

Mikulčice 500 
silage, pig manure, farmyard 
manure, corn leftovers, mold-
ings of tomatoes and apples 

N/A 36 10.96 

Mutěnice 526 pig manure, maize silage 2009 22 4.92 
Šebetov 130 pig manure 1997 19 8.70 
Suchohrdly 
u Miroslavi 

495 pig manure, maize straw 2008 38 12.17 

Švábenice 526 pig manure, maize silage 2008 47 9.47 
Velký 
Karlov 

1480 
animal by-products, manure, 
waste 

2006 51 11.56 

Table 1 Characteristics of the biogas stations in the sample; Source [3], own elaboration 

The distance to the BGS was measured based on the GPS system. Longitude and latitude of particular real es-
tate and of particular BGS were recalculated to Cartesian coordinate system and based on Pythagoras theorem 
the shortest (air) distance was calculated. Consequently, only those estates which distance to the nearest biogas 
station was lower than 15 km were selected and used for consequent analysis. Also the cases with incomplete 
data were dropped. Finally there were 318 real estates included into the analysis.  

Descriptive characteristics of the sample are displayed at Table 2. Average price of the real estate was 1.5 
mil. CZK. On average, the flat had 3 rooms (2+1 or 3+kk) and its size was 72 m2. The closest estate to the BGS 
was 240 meters, the upper threshold was set on 15 km. On average, the estates were 8 km far from BGS. Majori-
ty of flats was close to BGS station in Hodonín run by company M PIG spol. s r.o.; 51 real estates were less than 
15 km from BGS in Velký Karlov (Jevišovice) operated by ZEVO spol. s r.o.; 47 were close to Švábenice, etc. 
Above stated determinants were included into model. Originally, also the distance to the nearest biggest city 
(center) was calculated, but it showed to be statistically insignificant. Hence, it was dropped from the analysis.  

 

Variable Mean Std. dev. Min Max 

y – price [CZK] 1 468 006 665 768 325 000 3 749 000 

x1 – no. of rooms 3.13 0.97 1 6 

x2 – size [m2] 71.96 33.77 18 382 

x3 – distance to nearest BGS [km] 8.43 4.34 0.24 14.98 

Table 2 Descriptive characteristics of the sample; Source own calculation 

Data were checked for the presence of multicollinearity. The pair correlation coefficients were not higher 
than 0.8, hence, there was no multicollinearity in the data detected. 

2.3 Models 

Hedonic price function has no known explicit form. Therefore, various forms are usually used such as linear, 
log-linear, log–log, and linear with Box–Cox transformations of the price and continuous regressors. In our case 
two forms of a model were selected as optimal based on multiple coefficient of determination (R2). Firstly, the 
relation between price and its determinants was modelled by linear function. Linear regression model estimated 
by OLS is defined as (2): 

 tuxxxy +++= 332211 βββ , (2) 

where y is explained variable, x are explanatory variables with parameters β, and ut represents stochastic 
term. Second form of the model was exponential function (3). Hence, a growth model was constructed.  

 tuxxxey +++= 332211 βββ  (3) 

In order to estimate (2) by OLS, the model was linearized by natural logarithm to log-linear form (4). 
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 tuxxxy +++= 332211ln βββ  (4) 

Another possible form (not applied in the paper) is exponential function linearized as (5).  

 tuxxxy +++= 332211 lnlnlnln βββ  (5) 

All models provided better results when the constant was not included. The calculations were done in econ-
ometric software Stata 11.2. 

3 Results and Discussion 
Results of the linear form of the model with estimated parameters are presented in equation (6) and Table 3. 

 txxxy 321 25934,3910284,55187,10 148 ++= , (6) 

The parameters have expected sign. Increase of each explanatory variable by a unit cause increase of price by 
certain amount of money. Increase by 1 room represents average increase in price by 148 187 CZK. Taking into 
account that average price of 1-room flat was 1.01 mil. CZK, of 2-room flat 1.26 mil. CZK, 3-room flat 1.51 mil. 
CZK, 4-room flat 1.56 mil CZK, the intensity of increase seems reasonable. 

When the flat is larger by 1 m2, the price increases by 10 285 CZK. When the real estate is 1 km further from 
the nearest BGS station, its price is higher by 25 934 CZK. All coefficients are statistically significant at 95% 
level. Average price of the house (when data from Table 2 are put into the equation 5) is 1 421 953 mil. CZK. 
Based on elasticities, it can be seen that the acreage of the flat influences the price the most. Increase of acreage 
by 1% means increase in price by 0.52%. On the other hand, when the distance of the real estate to BGS de-
creases by 1%, the price decreases by 0.15%. Therefore, we may conclude that the presence of the BGS could 
cause the decrease in flat price by 0.15%. 

The model fit the data well, from 85.60% (after adjustment). Also the whole model is statistically significant 
(F-value enables to reject H0 that all parameters of explanatory variables are jointly equal to zero).  

 

Source 
Sum of 
squares 

Degrees of 
freedom 

Mean sum 
of squares    

F(3, 315)  630.92 

Model 7.08e14 3  2.36e14 
  

Prob > F 0.00 

Residual 1.18e14 315 3.74e11 
  

R2 85.73% 

Total 8.26e14 218 2.60e12 
  

Adj. R2 85.60% 

      
Root MSE 6.10e5 

        
y Coefficient Std. error t-value p-value 

95% confidence inter-
val 

Average 
elasticity 

x1  148187.10 31218.22 4.75 0.000 86764.53 209609.70 0.33% 

x2  10284.55 1161.22 8.86 0.000 7999.82 12569.27 0.52% 

x3  25934.39 6877.98 3.77 0.000 12401.79 39466.98 0.15% 

Table 3 Results of linear regression model; Source own calculation 

Results of log-linear form of a model are displayed in equation (7) and Table 4. 

 321 0,39870,02112,6721ln xxxy ++=  (7) 

Parameters of log-linear model could be interpreted in percentage terms. As expected when the distance in-
creases by 1 km, price of the real estate increases, on average by 0.3987%. Increase of the number of rooms by 1 
cause increase of price by 2.67% and increase by 1 m2 by 0.02%. Explanatory power of the model is better than 
in previous case – the changes of real estate’s price are explained by changes of explanatory variables from 
93.89% (based on the adjusted coefficient of determination). The model as a whole is statistically significant as 
same as all its parameters. 
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Source 
Sum of 
squares 

Degrees of 
freedom 

Mean sum 
of squares   

F(3, 315) 1628.96 

Model 5.95e4 3 19822.76 
 

Prob > F  0.00 

Residual 3.83e3 315 12.17 
 

R2 93.94% 

Total 63301.51 318 199.06 
 

Adj. R2 93.89% 

     
Root MSE 3.49 

       
ln y Coefficient Std. error t-value p-value 

95% confidence inter-
val 

x1  2.67 0.18 1.16 0.000 2.32 3.02 

x2  0.02 0.01 3.18 0.002 0.01 0.03 

x3  0.40 0.04 10.16 0.000 0.32 0.48 

Table 4 Results of log-linear regression model; Source own calculation 

The results of our research show lower intensity of price decrease than other researches. The closest are to 
the study of van Broeck, Bogaert and de Meyer [13]. They estimated the same intensity of price decrease based 
on log-linear model (0.4%), but their research had the advantage that dispersion studies of odor were available 
for the sites. Therefore, the decrease of price is related to the increase of amount of sniffing units as the real 
estate is closer to the animal waste treatment facility. In our case, the price decrease is measured by the distance 
to the BGS. Linear regression models provided different results – van Broeck, Bogaert and de Meyer [13] re-
ported the decrease by 0.8%, but in our case the calculated elasticity for the average value of other variables 
revealed lower elasticity (0.52%). 

Palmquist, Roa and Vukina [6] found statistically significant reduction in house prices of up to 9% in case of 
hog farms. This is relatively high intensity in comparison with our results taking into account the fact that BGS 
included in the research were mostly fed by pigs’ manure and hence the nature of the odor is similar. Different 
type of odor (local industrial) can explain different intensity in case of research by Saphores and Aguilar-Benitez 
[11], where the decrease was 3.4%. Also the distance matters. As the examined houses in our study were the 
closest to Hodonín BGS, the decrease of price might be steeper. However, running separate model only for those 
houses near Hodonín BGS did not bring statistically significant results and hence the model is not presented in 
the article. 

4 Conclusion 
The aim of the paper was to evaluate the externalities related to the biogas stations (BGS). From a complex set of 
externalities which are related to the operations of BGS such as odor, noise, esthetical point of view etc., the 
odor was taken as the most important and the results of our research are compared to studies evaluating the price 
of smell. A hedonic pricing method (as one valuation methods which utilize substitute markets) was used. The 
price of the flat was explained by its number of rooms, acreage and distance to BGS. Data were obtained by 
special software from the internet server. They included 318 flats for sale in Jihomoravsky region from the be-
ginning of second quarter of the year 2016. Linear and log-linear (exponential) types of models were estimated 
by ordinary least squares method. 

The results of linear regression show that when the house is closer to the BGS by 1 km, its price is lower by 
25 934 CZK. Using elasticity for average value it was calculated that when the distance to BGS decreases by 
1%, the price of the house decreases by 0.15%. Based on log-linear model, we can conclude that when the dis-
tance decreases by 1 km, price of the real estate decreases by 0.3987%. 

However, despite that the fit of both models is high; they are simplified to some extent as they do not include 
other price’s determinants. It was not possible to use the software to download the data. To manually collect 
information about other characteristics of the flats which determine their price such as the type of ownership, 
whether there is cellar, balcony, garage etc. and include them into the model remains a challenge for future re-
search. We will further develop our model and try set the price of externalities related to BGS as objective as 
possible so it will be possible to use it in CBA analysis of projects financed from RDP. Also the usage of contin-
gent valuation method is planned. 
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Abstract: Presented paper address the problem of linking the traveling salesman 

problem with the multiple criteria iterative - interactive methods. Thus the aim of the 

paper is to solve of multiple criteria traveling salesman problem, since research 

publications in this area are less frequent in comparison to the classical traveling 

salesman problem. In addressing the problem, iterative method is used for finding 

the compromise solution of multiple criteria decision making problem. In 

application part of paper, we demonstrate the way how to solve the problem of 

multiple criteria traveling salesman problem on data from the region of Slovakia. 

The first part of the paper deals with the definition of classical traveling salesman 

problem, multiple criteria traveling salesman problem and their mathematical 

formulations. The second part contains description of multiple criteria iterative 

method. The specification and solutions of real problem is presented in the third 

part. 

Key words: Multiple criteria problem, traveling salesman problem, iterative 

method.  

JEL Classification: C02, C61 

AMS Classification: 90C11, 90B06 

1 Introduction 
Vehicle routing problems ([2], [3], [4], [6]) are well known mainly for its utilization in many real-world 

applications. In this paper, we focused on analysis of the traveling salesman problem (TSP) and ways of its 

compromise solution computation, whereas the analysis is focused on multiple criteria modification of TSP 

compromise solution identification. Models of multiple criteria decision making offer solving tools for different 

types of problems, and in the our paper we have chosen to apply ISTM (Interactive Step Trade-off Method) on 

TSP. Interactive Step Trade-off Method [5], [7] reprezents iterative procedure, where the decision-maker based 

on on the decision-making process carried out by the two entities (analyst and decision-maker) select 

the alternatives from the set of effective solutions. In ISTM method, the decision maker, after obtaining the first 

solution has to decide, whether the target needs to be improved and should be maintained at least at current 

levels, or whether some certain part of it can be relaxed. Based on this compromise analysis, , ISTM procedure 

will find new effective solution that can satisfy decision maker preferences. 

2 Modification of ISTM for solution of multiple criteria TSP  
In the next section we present a modification ISTM for solution of multiple criteria traveling salesman problem. 

Steps of computation procedure ISTM for obtaining solution of multiple criteria TSP can be summarized as 

follows: 

Step 1  Define multiple criteria optimization problem for solution of the routing problem TSP 

max 𝑓1(𝑥) = − ∑∑𝑑𝑖𝑗
(1)
𝑥𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

max 𝑓2(𝑥) = − ∑∑𝑑𝑖𝑗
(2)𝑥𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1
…

max 𝑓𝑘(𝑥) = − ∑∑𝑑𝑖𝑗
(𝑘)
𝑥𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

 

                  (1) 
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∑𝑥𝑖𝑗 = 1, 𝑗 = 1, 2, 3, … , 𝑛          𝑖 ≠ 𝑗

𝑛

𝑖=1

∑𝑥𝑖𝑗 = 1, 𝑖 = 1, 2, 3, … , 𝑛          𝑖 ≠ 𝑗

𝑛

𝑗=1

𝑦𝑖 − 𝑦𝑗 + 𝑛𝑥𝑖𝑗 ≤ 𝑛 − 1, 𝑖, 𝑗 = 2, 3, … , 𝑛

𝑥𝑖𝑗 ∈ {0,1}, 𝑖, 𝑗 = 1, 2, … , 𝑛

 

Step 2  Utilize the method for generating efficient alternatives based on an ideal alternative 𝐟∗ = (𝑓1
∗, 𝑓2

∗, … 𝑓𝑘
∗) 

[5] for specified values of weights 𝜆𝑗 (𝑗 = 1,… , 𝑘).  

   

min   𝑓(𝐗, 𝐲, 𝛼) =  𝛼

−∑ ∑ 𝑑𝑖𝑗
(1)
𝑥𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1 +

1

𝜆1
𝛼 ≥ 𝑓1

∗

−∑ ∑ 𝑑𝑖𝑗
(2)𝑥𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1 +

1

𝜆2
𝛼 ≥ 𝑓2

∗ 
.
.
.

− ∑ ∑ 𝑑𝑖𝑗
(𝑘)
𝑥𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1 +

1

𝜆𝑘
𝛼 ≥ 𝑓𝑘

∗

∑ 𝑥𝑖𝑗 = 1, 𝑗 = 1, 2, 3, … , 𝑛          𝑖 ≠ 𝑗
𝑛
𝑖=1

∑ 𝑥𝑖𝑗 = 1, 𝑖 = 1, 2, 3, … , 𝑛          𝑖 ≠ 𝑗𝑛
𝑗=1

𝑦𝑖 − 𝑦𝑗 + 𝑛𝑥𝑖𝑗 ≤ 𝑛 − 1, 𝑖, 𝑗 = 2, 3, … , 𝑛

𝑥𝑖𝑗 ∈ {0,1}, 𝑖, 𝑗 = 1, 2, … , 𝑛

𝛼 ≥ 0

 𝑖, 𝑗 = 1,2, … , 𝑘        (2) 

Step 3 Categorize objective functions into the following subsets: 

W – Subset subscript of goal objective functions, which value needs to be improved from current level 𝑓𝑗(𝑥
𝑡−1) 

R – Subset subscript of goal objective functions, which value at least should be maintained on current level 

𝑓𝑗(𝑥
𝑡−1)   

Z – Subset subscript of goal objective functions, which value may be deteriorated from current level 𝑓𝑗(𝑥
𝑡−1) 

Let      {

𝑊 = {𝑖|𝑖 = 𝑖1,𝑖2, … , 𝑖𝑤}

𝑅 = {𝑗|𝑗 = 𝑗1,𝑗2, … , 𝑗𝑟}

𝑍 = {𝑙|𝑙 = 𝑙1,𝑙2, … , 𝑙𝑧}

}                                               (3) 

where 𝑊 ∪ 𝑅 ∪ 𝑍 = {1, 2, … , 𝑘} and 𝑊 ∩ 𝑅 ∩ 𝑍 = ∅.  

Step 4 Let assume that 𝑢𝑖   (𝑖 ∈ 𝑊) denotes auxiliary variable, than the problem solved at this stage can be 

defined as follows:  

Max       𝑢(𝐮) = ∑𝜆𝑖𝑢𝑖
𝑖∈𝑊

 

    𝑥 ∈                                              (4) 

    𝑥 ∈ 𝑢 = 

{
 

 
𝑓𝑖(𝑥) − ℎ𝑖𝑢𝑖 ≥ 𝑓𝑖(𝑥

𝑡−1), 𝑢𝑖 ≥ 0, 𝑖 ∈ 𝑊  

𝑓𝑗(𝑥) ≥ 𝑓𝑗(𝑥
𝑡−1), 𝑗 ∈ 𝑅

𝑓𝑙(𝑥) ≥ 𝑓𝑙(𝑥
𝑡−1) − 𝑑𝑓𝑙(𝑥

𝑡−1), 𝑙 ∈ 𝑍 
}
 

 

   

where  still represents former set of feasible solutions and 𝑢 represents the set of additional structural 

constraints. ui represents improvements 𝑓𝑖(𝑥), u(u) is utility function representing improvement of objective 

functions, in which improvement is requested and 𝜆𝑖  is positive weight factor, defined according to relative 

importance of goal objective function in subset W. We leave value 𝜆𝑖 = 1 (𝑖 ∈ 𝑊) .  

Step 5 Solve the problem stated in step 4. Optimal solution denoted as x
t
, represent new effective solutions of 

former problem.  

Step 6  If decision maker is not satisfied with obtained solution 𝑥𝑡, in 𝑡 = 𝑡 + 1 procedure returns to step 3. 

Iterative procedure stops if:  

a) there is no requirement to improve any target value, or 

b) deterioration of desired goals is not feasible. 
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3 Application of MTSP utilizing ISTEM on data from Slovakia  
In the analysis nodes representing district towns of central Slovakia regions were used: Žilina and Banská 

Bystricka County. The list nodes on which the analysis was performed from Žilina County is as follows: 1 -

 Bytča, 2 – Čadca, 3 – Dolný Kubín, 4 – Kysucké nové mesto, 5 - Liptovský Mikuláš, 6 – Martin, 7 – 

Námestovo, 8 – Ružomberok, 9 – Turčianske teplice, 10 – Tvrdošín, 11 – Žilina; and Banska Bystrica County: 

12 – Banská Bystrica, 13 – Banská Štiavnica, 14 – Brezno, 15 – Detva, 16 – Krupina, 17 – Lučenec, 18 – Poltár, 

19 – Revúca, 20 – Rimavská sobota, 21 – Veľký Krtíš, 22 – Zvolen, 23 – Žarnovica, 24 – Žiar nad Hronom. 

When defining the tasks, set of three objectives were defined. Firs objective is to minimize the driving distance. 

Second objective in our case is to minimize distance traveled including detours of mountain passes and roads 

above specific height above sea level. The target mountain passes detour reflects safety requirements especially 

under the winter conditions on the route. Third objective represents preference of minimization of time duration 

of route  

Parameters: 

Matrix 𝑫(𝟏)= {𝑑(1)ij}, represents the value of the minimum distances between towns.  

Matrix 𝑫(𝟐)= {𝑑(2)ij}, represents the value of the minimum distances between towns omitting mountain passes. 

Matrix 𝑫(𝟑)= {𝑑(3)ij}, represents the time value of the minimum distances between towns. 

In the first step, each of the three objectives are optimized, solve model (1) for each individual objective 

function. Afterwards pay-off table [1] is created from optimization results, the optimal values for each objective 

function are set on the diagonal in Table 1. 

 𝑓1(𝑥
1) 𝑓2(𝑥

2) 𝑓3(𝑥
3) 

𝑥1 –759 –952.4 –784 

𝑥2 –835.3 –869.1 –831 

𝑥3 –763.5 –950.4 –781 

Table 1 Pay-off table 

Based on pay-off table, the relative weights of tree targets were calculated with following values: 

[𝜆1, 𝜆2, 𝜆3] = [0.3943, 0.3245, 0.2817] 

In this stage it is possible to use method for generating effective alternatives, the method is based on ideal 

vector in order to find initial effective solution, solve model (2).  

Based on output of optimization software GAMS, the following initial effective solution was acquired. 𝑥0 

represents binary matrix, that depicts the order in which the nodes should be visited. In order to obtain values of 

𝑓(𝑥0) it is necessary to make calculations based on the obtained binary matrix and matrices of values of 

individual criterions. 

 

 

 

 

𝑥0 = 

 

   𝐹(𝒙0) = [784,9;    875,4;    810] 
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The resulting values can be interpreted as follows: Based on solution, the sequence of locations is 

determined, i.e. schedule of truck loading is determined. On the day of delivery, according to specific situation 

on the route, one of the three above listed solutions is implemented. If the decision-maker accepted the solution, 

in the case of the shortest route 784.9 km are driven. In case, the safety requirements are preferred and mountain 

passes and roads need to be avoided 875.4 km are driven. In the case of quickest route is preferred, it will take 

810 minutes to drive calculated route.  

In order to acquire first interaction, the first interactive table is constructed (Table 2). 

𝑓1(𝒙
(0)) 𝑓2(𝒙

(0)) 𝑓3(𝒙
(0)) 

784,9 875,4 810 

W Z Z 

 𝑑𝑓2(𝒙
(0)) = 60 𝑑𝑓3(𝒙

(0)) = 30 

Table 2 First interaction of calculation procedure ISTM 

In this step, the decision maker and analysts interacts. It is necessary that the decision maker define his 

satisfaction with the solution that is provided. The decision maker can accept the proposed solution or identify 

which of these objectives needs to be improved. Compromises as shown in Table 2 mean that the decision maker 

would like to improve f1(𝒙) at the expense of f2(𝒙) and  f3(𝒙) so that f2(𝒙) and  f3(𝒙) may be relaxed as follows: 

second target by 60 units, that means by 60 kilometers and third target by 30 units, that means by  30 minutes.  

On the basis of these values, the task which ensure the implementation of the conditions laid down by the 

decision maker is formulated (4). Variable 𝑢1that represents improvement of utility function of first target 

(increment of the first criterion value) is introduced at this stage. Solving the problem leads to the following 

effective solution. 

 

 

 

 

 

 𝑥(1) =  

 

 

 

 

 

𝑢1 = 0,1258,     𝐹(𝒙(1)) = [775,3;    934,9;    797,0] 

Afterwards, the second interactive table is constructed, that represents the value of individual objective 

functions (Table 3). 

 

𝑓1(𝒙
(1)) 𝑓2(𝒙

(1)) 𝑓3(𝒙
(1)) 

775,3 934,9 797 

Table 3 Second interaction of calculation procedure ISTM 

Assuming the decision maker is satisfied with values  𝑓1(𝑥), 𝑓2(𝑥) and 𝑓3(𝑥) , obtained solution is the best 

compromise solution. After the calculation at this step, the value of the first objective function was improved, 

therefore, let assume that the decision maker is satisfied with the achieved results and doesn’t required further 

improvement of the goals. Selected compromise solution in this case would constitute the following route: Bytča 

– Kysucké Nové Mesto – Čadca – Námestovo – Tvrdošín - Dolný Kubín – Ružomberok – Liptovský Mikuláš – 

Brezno - Revúca - Rimavská Sobota – Poltár – Lučenec – Veľký Krtíš – Detva - Banská Bystrica – Zvolen – 

Krupina – Banská Štiavnica – Žarnovica – Žiar nad Hronom – Turčianske Teplice – Martin - Žilina - Bytča. 
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The resulting values represent the following:  

If the decision-maker accepted the solution, in the case of the shortest route 775.3 km are driven. In case, the 

safety requirements are preferred and mountain passes and roads need to be avoided 934.9 km are driven. In the 

case of quickest route is preferred, it will take 797 minutes to drive obtained route.  

Conclusion 

In the article the authors outline the procedure to solve multiple criteria traveling salesman problem. They are 

focused on an interactive method ISTM, which finds a compromise solution based on the interaction between 

decision-makers and analysts. Multiple criteria TSP solution procedure was proposed in the paper. Three 

objectives were defined: minimum driving distance, the minimum distance traveled by omitting the mountain 

passes and minimum time length. The result is a succession of towns of central Slovakia on the route. This 

procedure can be used to set the parameters of distribution of goods, in cases where the loading of goods is 

carried out at a time when conditions are not known and the decision on the selection of type of route (shortest, 

fastest route, under bad weather route conditions bypassing mountain passes) is carried out before actual 

delivery. The computational experiments were based on regional data of Slovakia. Software implementation was 

realized in GAMS (CPLEX solver 12.2.0.0).  
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Heuristics for VRP with Private and Common

Carriers

Jan Pelikan1

Abstract. The topic of the paper is a heuristic for a modification of vehicle
routing problem. In the presented problem there are two kinds of carriers. The
first carrier is a producer owning a fleet of vehicles with given capacity and
costs per km. The second carrier is common carrier whose services are used
by producer at fixed price of transported unit not dependant on distance from
depot. A set of customers with given demand are known. The total costs that
are minimized consists from private carrier costs and common carrier costs.
Main question is what quantity of goods is transported by private and by
common carrier. The problem is studied with and without split demand and
with uniform and heterogenous fleet of vehicles. The mathematical model is
shown and a modified insert heuristic is proposed. The model and proposed
heuristic are tested on instances from testing dataset, results of the model
obtained in limited computational time and results of insert heuristic with
sequential and parallel routes creation are compared.

Keywords: vehicle routing problem, insert heuristic, integer programming.

JEL classification: C44
AMS classification: 90C15

1 Introduction

Transportation of goods from producers to consumers presents a substantial part of the costs and is
therefore the subject of optimization problems solved by the models and methods of operations research.
Typical problem is traveling salesman problem (TSP), or vehicle routing problem (VRP), where goods are
transported from depot to custometrs through a communications network (roads, railways etc.). There
are many modifications of those problems as for example VRP with time windows, with heterogenous
fleet of vehicles, with more depots, with split delivery of demands, the pick and delivery problem, VRP
with stochastic demand etc.

The paper deals with modification of VRP, which consists of two kinds of carriers, private and common
carriers. Goods from depot to customers can be transported or by private or common carrier, or partially
by both carriers. Similarly to the classic VRP customers’ demand is given, it can be split (SDVRPPC)
or non-split (VRPPC).

The problem aims at goods transportation from depot to customers with minimal costs which are the
sum of private carrier costs and common carrier costs. Costs of private carrier depend on the length of
vehicles routes multiplied by the costs per km of vehicles. Unlike private carrier costs of common carrier
depend only on quantity of transported goods multiplied price of unit quantity transport. Common
carrier costs do not depend on transported distance. There is a fleet of vehicles of private carrier located
in depot, the capacity of vehicles is limited, there is no limit of capacity of common carrier.

In the problem SDVRPPC is to decide what part of customer’s demand is delivered by private and by
common carrier. In case of non-split demand problem VRPPC question is only whether the customer’s
request is delivered by private or common carrier. A further problem is to create optimal routes for
private carrier vehicles under condition that the route for each vehicle must carry the quantity of goods
that does not exeed the capacity of the vehicle. The problem is NP hard because clasical vehicle routing
problem can be reduced to this problem.

1University of Economics, W. Churchill sq. 4, Prague, pelikan@vse.cz
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Tabu search heuristic is published in [2] for the problem with nonsplit demand. A heuristic proposed
in [3] selects customers according the distance from depot, customers which are closed to depot are
assigned to private carrier, the others to common carriers. A modification of the Clarke and Wrights
savings algorithm is used in [1] to solve so called the truckload and less-than-truckload problem, where
private carrier uses less-than-truckload vehicles while an outside carrier trucks.

2 Mathematical model of the problem

The mathematical model of vehicle routing problem with private and common carriers with split demand
(SDVRPPC) and without split demand (VRPPC) are shown in this section. The models contain hudge
number of binary variables, so the optimal solution cannot be obtained in limited computation time for
real problems.

2.1 Split delivery model SDVRPPC

Let G = {V,E} is undirected complete graph, V = {1, 2, · · · , n}, depot is node 1, nodes 2, 3, · · · , n are
customers. A number of vehicles of the private carrier is m.

Parameters of the model are:
di,j distance between node i and node j,
qi demand of node i,
ws capacity of s-th vehicle, s = 1, 2, · · · ,m,
ps costs per km of the s-th vehicle,
cc, costs of the transport a unit of goods by common carrier.

Variables of the model are:
xsij binary, equals 1 if vehicle s travels from node i to node j,
ysi an amount of goods (a part of demand of node i), which is transported by s-th vehicle of private
carrier,
zi an amount of goods (a part of demand of node i), which is transported by common carrier (outside
carrier),
usi variables in anti-cyclic constraints.

∑

s,i,j

psd
s
ijx

s
ij + cc

∑

i

zi → min (1)

∑

i

xsij =
∑

i

xsji ∀s, j (2)

zi +
∑

s

ysi = qi ∀i (3)

∑

i

ysi ≤ ws ∀s (4)

qi
∑

j

xsij ≥ ysi ∀s, i (5)

∑

j

xs1j ≤ 1 ∀s (6)

usi + 1 + n(1− xsij) ≤ usj ∀s, i j > 1 (7)

xij binary, zi ≥ 0, ysi ≥ 0 ∀s, i, j. (8)

In this formulation the objective function (1) minimizes the sum of travel costs of vehicles of private
carrier and common carrier costs. Constraint (2) states that the same vehicle must enter and leave a
node. Inequality (3) assures that capacity of s-th vehicle is not exceeded . Equation (4) means that the
demand each node will be satisfied. Constraint (5) prevents supply of node by the vehicle s if this vehicle
does not enter the node. At least one leave the depot is possible for each vehicle states (6). Anti-cyclic
conditions are in (8).
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2.2 Nonsplit delivery model VRPPC

Nonsplit delivery model contains binary variable zi which is equal 1 if common carrier assures whole
demand qi of the node i. ∑

s,i,j

psd
s
ijx

s
ij + cc

∑

i

ziqi → min (9)

∑

i

xsij =
∑

i

xsji ∀s, j (10)

∑

j,s

xsij = (1− zi) ∀i (11)

usi ≤ ws ∀s, i (12)
∑

j

xs1j ≤ 1 ∀s (13)

usi + qj + n(1− xsij) ≤ usj ∀s, i j > 1 (14)

xsij , zi binary ∀s, i, j. (15)

The objective function (9) minimizes the sum of travel costs of vehicles of private carrier and common
carrier costs. Constraint (10) states that the same vehicle must enter and leave a node. Equation (11)
means that node not served by common carrier has to be served by some vehicle of the private carrier.
Inequality (12) assures that capacity of s-th vehicle is not exceeded. At least one leave the depot is
possible for each vehicle states (13). Anti-cyclic conditions and defining of load usi of the vehicle s
entering node i are in (14).

3 Insert heuristic

The following notation is used for the modified insert heuristic: the route of s-th vehicle is Rs =
{vs1, vs1, . . . , vshs

} where vs1 = vshs
= 1 and delivery to node i by vehicle s is denoted as ysi .

The symbol ∆(i, j, k) means ∆(i, j, k) = p(s)(di,j + dj,k − di,k).

Step 1: {choice of vehicle s and its initial route} Vehicle s and node k are selected in order to
maximize the value σ(s, k, ysk) = ccy

s
k − ps(d1,k + dk,1) , where ysk is maximum uncovered demand

of node k which does not exceed available capacity of the vehicle s, ie. 0 < ysk ≤ qk and ysk ≤ ws.
Value σ(s, k, ysk) has to be positive. If no vehicle with initial route is selected then stop, otherwise
put vs1 := 1; vs2 := k; vs3 := 1; qk := qk − ysk;ws := ws − ysk;hs := 3 and go to Step 2.

Step 2: {insertion} Repeatedly select a node k and a quantity ysk with the edge (vsj , v
s
j+1) to maximize

value δ(s, k, j, ysk) = ccy
s
k − ps(dvs

j ,k
+ dk,vs

j+1
− dvs

j ,v
s
j+1

) where value ysk cannot exceed the available

capacity of the vehicle s, ie. 0 < ysk ≤ qk and ysk ≤ ws. Value σ(s, k, ysk) has to be positive. If no
node k is selected then go ro step 1, otherwise put qk := qk − ysk;ws := ws − ysk;hs := hs + 1, the
edge (vsj , v

s
j+1) is deleted from the route and edges (vsj , k) and (k, vsj+1) are added to the route, go

to Step 2.

Step 3: {common carriers transport} The remaining demand qk is assigned to transport by com-
mon carrier.

4 Main features of the problem and heuristic

Proposition 1. If {Rs; s = 1, 2, . . .m} is optimal, then inequality

ps(dvs
j ,v

s
j+1

+ dvs
j+1,v

s
j+2
− dvs

j ,v
s
j+2

) ≤ ccysvs
j+1

(16)

is valid for all s and j = 1, . . . , hs − 2.

Proof. Proof by contradiction.
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Proposition 2. If inequality (16) holds for some s, then (17) is valid.

ps

hs−1∑

j=1

dvs
j ,v

s
j+1
≤ cc

∑

i

ysi (17)

Left hand side of the inequality (17) represends costs of private carrier to provide transport ysj by s-th
vehicle to the customers j = 2, 3, . . . n, right hand side are costs of common carrier by the same amount
of goods.

Proof. Proof by induction over number of nodes of the route.

Proposition 3. The solution obtained from insert heuristic satisfies the inequality (16) and (17).

Proof. When the node vsj+1 was inserted into the edge (vsj , v
s
j+2), the inequality

∆(vsj , v
s
j+1, v

s
j+2) ≤ ccysj+1 (18)

is valid for the quantity ysj+1. We have to prove that the inequality

∆(vsj , v
s
j+1, k) ≤ ccysj+1 (19)

is valid after subsequential insertion the node k into the edge (vsj+1, v
s
j+2).

The node vsj+1 was inserted into the edge (vsj , v
s
j+2) as it is true that

ccy
s
j+1 −∆(vsj , v

s
j+1, v

s
j+2) ≥ ccysk −∆(vsj , k, v

s
j+2) (20)

for all nodes k and the value ysk as well as ccy
s
j+1 −∆(vsj , v

s
j+1, v

s
j+2) ≥ 0.

After insertion vsj+1 into edge (vsj , v
s
j+2) the node k is inserted into edge (vsj+1, v

s
j+2) with value y

′s
k ≤ ysk

so we have
ccy

′s
k −∆(vsj+1, k, v

s
j+2) ≥ 0 (21)

From (20) and (21) we get

ccy
s
j+1 ≥ ccysj+1 −∆(vsj , k, v

s
j+2) + ∆(vsj , v

s
j+1, v

s
j+2) ≥

≥ ccy
′s
k −∆(vsj , k, v

s
j+2) + ∆(vsj , v

s
j+1, v

s
j+2) ≥ ∆(vsj+1, k, v

s
j+2)−∆(vsj , k, v

s
j+2) + ∆(vsj , v

s
j+1, v

s
j+2) =

= ps{(dvs
j+1,k

+ dk,vs
j+2
− dvs

j+1,v
s
j+2

) + (dvs
j ,v

s
j+1

+ dvs
j+1,v

s
j+2
− dvs

j ,v
s
j+2

)− (dvs
j ,k

+ dk,vs
j+2
− dvs

j ,v
s
j+2

)} =

= ∆(vsj , v
s
j+1, k)).

Remark 1. Non-optimality of the result of insert heuristic exists in two causes:
a) vehicles routes are not optimal, they can be improved by using some heuristic,
b) it is not optimal amount of goods delivered to the nodes by private and common carrier. It is possible
to exchange goods between private and common carrier.

5 Numerical example

The model and insert heuristic was tested on example S6A which is published in http://www.uv.es/ be-
lengue/carp.html, results are shown in the Table 1. The parameters of the instance S6A are: n=31,
m=5, cc=70. Insert heuristic is written in VBA language. The model is solved using CPLEX 12.0 on
PC (IntelCore2Quad, 2,83GHz). The best value of object function is shown but the result is not optimal
(computation was aborted), the gap of object function is placed under the value of total costs in paren-
thesis (in % of the lower bound). Value NP are costs of private carries, NC are costs of common carrier.
Result of the model is better than the result of heuristic in case split delivery problem, for case non-split
problem it is opposite.
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insert heuristic model

NP NC NP+NC NP NC NP+NC

non-split 3745 700 4445 960 10780 11740 (90%)

split 3650 630 4280 2880 630 3510 (44%)

Table 1 Results of S6A

Conclusion

An interesting modification for vehicle routing problem is studied, mathematical model of the problem
is presented and the new heuristic method is proposed. Main features of the heuristic are shown. As to
solve the mathematical model is very difficult for real problem, the proposed heuristic method gives us
good solution in polynomial time. Additionaly, the heuristic solution meets the necessary condition for
the optimal solution.
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Fuzzy Decision Analysis Module for Excel 
Radomír Perzina1, Jaroslav Ramík2 

Abstract. There exists wide range of software products to support decision making. 
Main disadvantage of those software products is that they are commercial and rela-
tively expensive and thus it prevents them to be used by small companies, students 
or researchers. This paper introduces a new Microsoft Excel add-in FuzzyDAME 
which is completely free and was developed to support users in multicriteria deci-
sion making situations with uncertain data. It can be also used by students to help 
them understand basic principles of multicriteria decision making, because it doesn’t 
behave as a black box but displays results of all intermediate calculations. The pro-
posed software package is demonstrated on an illustrating example of real life deci-
sion problem – selecting the best advertising media for a company. 

Keywords: analytic hierarchy process, analytic network process, feedback, fuzzy, 
multi-criteria decision making, pair-wise comparisons. 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
Decision making in situations with multiple variants is an important area of research in decision theory and has 
been widely studied e.g. in [4], [7], [8], [9], [10], [11], [12]. There exists wide range of computer programs that 
are able to help decision makers to make good decisions, e.g. 

Expert Choice (http://www.expertchoice.com),  
Decisions Lens (http://www.decisionlens.com),  
Mind Decider (http://www.minddecider.com),  
MakeItRational (http://makeitrational.com) or  
Super Decisions (http://www.superdecisions.com). 

Main disadvantage of those programs is that they are commercial and relatively quite expensive and thus it 
prevents them to be used by small companies or individual entrepreneurs. 

Here we introduce a new Microsoft Excel add-in named FuzzyDAME – Fuzzy Decision Analysis Module for 
Excel which is a successor of another add-in developed by the authors called DAME that was used just for crisp 
evaluations [9]. The main advantage of the new add-in FuzzyDAME is possibility to work with both crisp and 
fuzzy evaluations.  Comparing to other software products for solving multicriteria decision problems, Fuzzy-
DAME is free, able to work with scenarios or multiple decision makers, allows for easy manipulation with data 
and utilizes capabilities of widespread spreadsheet Microsoft Excel. Users can structure their decision models 
into three levels – scenarios/users, criteria and variants. Standard pair-wise comparisons are used for evaluating 
both criteria and variants. For each pair-wise comparison matrix there is calculated an inconsistency index. There 
are provided three different methods for the evaluation of the weights of criteria, the variants as well as the sce-
narios/users – Saaty's Method [11], Geometric Mean Method [1] and Fuller's Triangle Method [4]. Multiplicative 
and additive syntheses are supported.  For ranking fuzzy weights there are supported three methods – center of 
gravity method, optimistic alfa cut and pessimistic alfa cut method [3]. Using FuzzyDAME pairwise compari-
sons method with fuzzy evaluations can be also applied on a multicriteria decision making problem of ranking 
given alternatives, see [10]. 

2 Software Description 
FuzzyDAME works with all current versions of Microsoft Excel from version 97 up to version 2016. The add-in 
can be downloaded at http://www.opf.slu.cz/kmme/FuzzyDAME. It consists of three individual files: 
• FuzzyDAME.xla – main module with user interface, it is written in VBA (Visual Basic for Applications), 
• FuzzyDAME.xll – it contains special user defined functions used by the application, it is written in C# and 

linked with Excel-DNA library (http://exceldna.codeplex.com). 
                                                           
1 Silesian University in Opava, School of Business Administration in Karviná, Department of Informatics and 
Mathematics, University Square 1934/3, Karviná, Czech Republic, perzina@opf.slu.cz. 
2 Silesian University in Opava, School of Business Administration in Karviná, Department of Informatics and 
Mathematics, University Square 1934/3, Karviná, Czech Republic, ramik@opf.slu.cz. 
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• FuzzyDAME64.xll – the same as FuzzyDAME.xll just for 64-bit version of Microsoft Excel. Correct .xll 
version is automatically loaded based on the installed Microsoft Excel version. 

All files should be placed in the same folder and macros must be enabled before running the module (see Mi-
crosoft Excel documentation for details). FuzzyDAME itself can be executed by double clicking on the file 
FuzzyDAME.xla. After executing the add-in there will appear a new menu item “FuzzyDAME” in the Add-ins 
ribbon (in older Excel versions the menu item “FuzzyDAME” will appear in the top level menu). A new decision 
problem can be generated by clicking on “New problem” item in the main FuzzyDAME menu. Then there is 
shown a form with main decision problem characteristics, see Fig. 2. 

In the top panel there are basic settings: Number of scenarios, criteria and variants. In case a user doesn’t 
want to use scenarios or there is just a single decision maker, the number of scenarios/users should be set to one. 
In the second panel “Other settings” we can choose multiplicative or additive synthesis model. Here we set the 
mode how to compare scenarios/users and criteria by using either pairwise comparison matrix or by setting the 
weights directly. In the last panel the users choose how to evaluate variants according to the individual criteria. 
There are three options: Pairwise – each pair of variants is compared individually, Values max – indicates max-
imization criterion where each variant is evaluated by single value, e.g. revenues and Values min – indicates 
minimization criterion where each variant is evaluated by single value, e.g. costs. Then, after confirmation, a 
new Excel sheet with forms is created, where user can update the names of all elements and evaluate criteria and 
variants using pairwise comparison matrices as shown in the example in Fig. 1. 

 

Figure 1 Pairwise comparison matrix example 

In the pairwise comparison matrix users enter values only in the upper triangle. The values in the lower tri-
angle are reciprocal and automatically recalculated. If criterion (variant) in the row is more important than the 
criterion (variant) in the column user enters values from 2 to 9 (the higher the value, the more important is the 
criterion in the row). If the criterion (variant) in the row is less important than the criterion (variant) in the col-
umn the user enters values from 1/2 to 1/9 (the less the value, the less important is the criterion in the row). If 
criterion (variant) in the row is equally important to the criterion (variant) in the column user enters value 1 or 
leaves it empty. In the top right corner inconsistency index, which should be less than 0.1, is calculated. If this 
index is greater than 0.1, we should reconsider our pairwise comparisons, so that they are more consistent. In the 
very right column the weights of individual criteria (variants) based on the values in the pairwise comparison 
matrix are calculated and evaluation method is selected. The weights are automatically calculated using eq. (1). 

3 Mathematical Background 
Here we briefly describe mathematical background that is used for calculations in FuzzyDAME. 

3.1 Crisp Calculations 

In case of crisp evaluations, i.e. when we are able to compare all pairs of criteria/variants exactly we use geomet-
ric mean method for calculation criteria/variants weights wk from pairwise comparison matrices, see e.g. [10], as 
follows. 
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where wk is the weight of k-th criterion (variant), aij are values in the pairwise comparison matrix, and n is num-
ber of criteria (variants). 

The inconsistency index is calculated using the formula [1] 
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When we enter some values into individual pairwise comparison matrices all weights are recalculated, so that we 
obtain an immediate impact of our each individual entry. The matrix of normalized values as well as the graph 
with total evaluation of variants is then shown at the bottom of the sheet. The resulting vector of weights of the 
variants Z is given by the formula (3). 

2132WWZ = , (3) 

where W21 is the n×1 matrix (weighing vector of the criteria), i.e. 
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where w(Ci) is the weight of criterion Ci, w(Vr,Ci) is the weight of variant Vr subject to the criterion Ci. 

3.2 Fuzzy Calculations 

In practice it is sometimes more convenient for the decision maker to express his/her evaluation in words of 
natural language saying e.g. “possibly 3”, “approximately 4” or “about 5”, see e.g. [11]. Similarly, he/she could 
use the evaluations as “A is possibly weak preferable to B”, etc. It is advantageous to express these evaluations 
by fuzzy sets of the real numbers, e.g. triangular fuzzy numbers. A triangular fuzzy number a is defined by the 
triple of real numbers, i.e. a = (aL; aM; aU), where aL is the Lower number, aM is the Middle number and aU is the 
Upper number, aL ≤ aM ≤ aU . If aL = aM = aU, then a is the crisp number (non-fuzzy number). In order to distin-
guish fuzzy and non-fuzzy numbers we shall denote the fuzzy numbers, vectors and matrices by the tilde, e.g. 

);;(~ UML aaaa = . It is known that the arithmetic operations +,-, * and / can be extended to fuzzy numbers by the 

Extension principle, see e.g. [3]. 

If all elements of an m×n matrix A are triangular fuzzy numbers then we call A the triangular fuzzy matrix 
and this matrix is composed of the triples of real numbers. Particularly, if A is a pair-wise comparison matrix, we 
assume that it is reciprocal and there are ones on the diagonal. 

In order to find the "optimal" variant we have to calculate the triangular fuzzy weights as evaluations of the 
relative importance of the criteria and evaluations of the variants according to the individual criteria. We assume 

that there exists vectors of triangular fuzzy weight nwww ~,...,~,~
21 , );;(~ U

i
M
i

L
ii wwww = , i = 1,2,...,n, which can be 

calculated by the following formula (see [7]): 
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In [3], the method of calculating triangular fuzzy weights by (7) from the triangular fuzzy pair-wise compari-
son matrix is called by the logarithmic least squares method. This method can be used both for calculating the 
triangular fuzzy weights as relative importance of the individual criteria and also for eliciting relative triangular 
fuzzy values of the criteria of the individual variants out of the pair-wise comparison matrices. 

Now we calculate the synthesis - the aggregated triangular fuzzy values of the individual variants by formula 
(8), applied for triangular fuzzy matrices 
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2132
~~~
WWZ = . (8) 

Here, for addition, subtraction and multiplication of triangular fuzzy numbers we use the fuzzy arithmetic 
operations mentioned earlier, see e.g. [7]. 

The simplest method for ranking a set of triangular fuzzy numbers in (8) is the center of gravity method. This 
method is based on computing the x-th coordinates of the center of gravity of each triangle given by the corre-
sponding membership functions of  , i = 1,2,...,n. Evidently, it holds 
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By (9) the variants can be ordered from the best to the worst. There exist more sophisticated methods for 
ranking fuzzy numbers, for a comprehensive review of comparison methods see [3]. In FuzzyDAME we apply 
two more methods which are based on α-cuts of the fuzzy variants being ranked.  

Particularly, let z~ be a fuzzy alternative, i.e. fuzzy number, ]1,0(∈α  be a preselected aspiration level. Then 

the α-cut ofz~ , [ z~ ]α, is a set of all elements x with the membership value greater or equal to α, i.e. [z~ ]α  = {x|
αµ ≥)(~ xz }.  

Let 1
~z and 2

~z  be two fuzzy variants, ]1,0(∈α . We say that 1
~z is R-dominated by 2

~z at the level α if  

sup[ 1
~z ]α ≤ sup[ 2

~z ]α. Alternatively, we also say that 2
~z  R-dominates 1

~z  at the level α.  

If ),,(~ UML zzzz = is a triangular fuzzy number, then  

sup[ 1
~z ]α = )( 111

MUU zzz −−α , sup[ 2
~z ]α = ),( 222

MUU zzz −−α  

as it can be easily verified.  
We say that 1

~z is L-dominated by 2
~z at the level α if  

inf[ 1
~z ]α ≤ inf[ 2

~z ]α. Alternatively, we also say that 2
~z  L-dominates 1

~z  at the level α.  

Again, if ),,(~ UML zzzz = , then  

inf[ 1
~z ]α = )( 111

LML zzz −+α , inf[ 2
~z ]α = )( 222

LML zzz −+α . 

Applying R and/or L domination we can easily rank all the variants (at the level α). 

4 Case Study 
Here we demonstrate the proposed add-in FuzzyDAME on a decision making situation selecting the “best” ad-
vertising media for a company. Advertising is an important part of the company’s marketing strategy. Advertis-
ing objectives may be to inform, remind, convince, create prestige, or to increase sales and profits. Different 
media have varying capacity to meet these objectives. Here we assume a company with objective to increase its 
profit. The goal of this realistic decision situation is to find the best variant from 4 pre-selected ones (Internet, 
TV, Radio and Press) according to 3 criteria: Overall Impression (pairwise), Look&Feel (pairwise) and Costs 
(pairwise). We assume that a decision maker is not able to precisely compare each pair of criteria/variants so it 
becomes more natural to use fuzzy evaluations, e.g. by triangular fuzzy numbers, see [10]. Setting of parameters 
can be seen on the Fig. 2. 

 

Figure 2 Case study – New problem form 
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After confirmation by OK a new Excel sheet with forms is created, here the user can set in all required val-
ues. First we fill in the importance of the criteria that is given by the fuzzy pair-wise comparisons, see Fig. 3. 
Note that we use triangular fuzzy numbers, i.e. each pair-wise comparison input is expressed by 3 numbers. 

 

Figure 3 Case study – criteria fuzzy comparison 

Then the corresponding triangular fuzzy weights are calculated, i.e. the relative fuzzy importances of the in-
dividual criteria are shown, see Fig. 4. 

 

Figure 4 Case study – criteria fuzzy weights 

Next step is to include fuzzy evaluations of the variants according to the individual criteria by three pair-wise 
comparison matrices, see Fig. 5. 

 

Figure 5 Case study – evaluation of variants 

Then the corresponding fuzzy matrix W32 of fuzzy weights is calculated, see Fig. 6. 

 

Figure 6 Case study – fuzzy weights of variants 

Now the final aggregation of results is automatically calculated and we can see the total evaluation of vari-
ants as triangular fuzzy numbers, the center of gravity (COG) of each variant and the corresponding Rank in Fig. 
7 as well as the graphical representation in Fig. 8.  

 

Figure 7 Case study – total evaluation of variants 

 

Figure 8 Case study – total evaluation of variants – graph 

As we can see the best variant is TV with center of gravity 0.343 followed by Internet with center of gravity 
0.315, third one is Press with center of gravity 0.309 and the last one is Radio with center of gravity 0.222. 
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Apart from center of gravity method the add-in supports also two other variant ranking methods R-
domination (optimistic) and L-domination (pessimistic) as described in section III.B. These methods require alfa 
level which can be set in the Excel sheet. For the experiments we used alfa level 0.8, see Fig. 9. Final rank for 
those two methods can be seen in Fig. 10 and Fig. 11. 

 

Figure 9 Case study – ranking method selection 

 

Figure 10 Case study – total evaluation of variants – optimistic method 

 

Figure 11 Case study – total evaluation of variants – pessimistic method 

5 Conclusions 
In this paper we have proposed a new Microsoft Excel add-in FuzzyDAME for solving decision making prob-
lems with certain and uncertain data. Comparing to other decision support software products FuzzyDAME is 
free, able to work with scenarios or multiple decision makers, can process crisp of fuzzy evaluations, allows for 
easy manipulation with data and utilizes capabilities of widespread spreadsheet Microsoft Excel. On two realistic 
case studies we have demonstrated its functionality in individual steps. We have also shown that introducing 
fuzzy comparisons can change rank of alternatives. This add-in is used by students in the course Decision Analy-
sis for Managers at the School of Business Administration in Karvina, Silesian University in Opava. It can be 
recommended also for other students, researchers or small companies 
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The treatment of uncertainty in uniform workload

distribution problems

Štefan Peško1, Roman Hajtmanek2

Abstract. We deal with solving an NP-hard problem which occurs in schedul-
ing of workload distribution with uncertainty. Let us have m vehicles working
according to n days schedule. Every day a vehicle performs some work, so for
each day we have m working jobs to be done. Let us have the matrix with
uncertainty elements giving the profit gained by work of i-th vehicle on j-th
day. The total profit produced by i-th vehicle is the sum of elements in row i
of matrix. If there is a big difference between the profits gained, the drivers of
vehicles will have very different wages and workloads. This can be improved by
suitable permutations of elements in the individual columns of matrix so that
the row sums are well balanced. It means that we need to split the total work-
load to given number of approximately equal parts. The level of regularity is
expressed by irregularity measure. The lower measure implies the higher regu-
larity. The goal is to minimize the total irregularity of parts of schedule with
uncertainty. We study a mixed quadratic programming (MIQP) formulation
of the modified problem. Computational experiments with heuristic based on
repeated solution of the MIQP problem are presented.

Keywords: schedule with uncertainty, uniform split, irregularity measure,
matrix permutation problem

JEL classification: C02, C61, C65, C68, J33
AMS classification: 90C10, 90C15

1 Introduction

In this paper we investigate the solution of an NP-hard problem which occurs in uniform scheduling of
workload distribution with uncertainty. We need to split total workload to given number of approximately
equal parts. The level of uniformity is expressed by irregularity measure. The lower measure implies the
higher regularity. The goal is to minimize the irregularity measure of parts of the concrete schedule.

Our model is motivated by the following practical job scheduling problem:

Let us have m vehicles working according to n days (periodic) schedule. Every day a vehicle performs
some work, so for each day we have m working jobs to be done. Let us have the m × n matrix A with
elements aij giving the profit gained by work of i-th vehicle on j-th day. The total profit produced by
i-th vehicle is the sum of elements in row i of matrix A. If there is a big difference between the profits
gained, the drivers of vehicles will have very different wages and workloads. This can be improved by
suitable permutations of elements in the individual columns of matrix A so that the row sums are well
balanced.

The first formulation of this problem was mentioned in the 1984 article [2] by Coffman and Yannakakis.
Further investigation of Matrix Permutation Problem (MPP) can be found in Černý [3] (in Slovak) and
Tegze and Vlach [13] (in English) giving the optimality conditions for the case of two-column matrix. The
approaches based on graph theory for solving graph version of the MPP are studied by Czimmermann
[4, 5]. In the Dell’Olmo et al. [7] 2005 review article, 32 types of uniform k-partition problems are defined
and examined from the viewpoint of computational complexity, classified by particular measure of set
uniformity to be optimized. Most of the studied problems can be solved by linear time algorithms, some

1University of Žilina, Univerzitná 8215/1, 010 026 Žilina, Slovakia, stefan.pesko@fri.uniza.sk
2University of Žilina, Univerzitná 8215/1, 010 026 Žilina, Slovakia, roman.hajtmanek@fri.uniza.sk
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require more complex algorithms but can still be solved in polynomial time, and three types are proved
to be NP-hard.

The paper by Peško and Černý [9] presents different real situations where making managerial decisions
can be influenced by methodology of fair assignment. The MPP with interval matrix presented in
Peško [10] is motivated by practical need of regularity in job scheduling when inputs are given by real
intervals. It is shown that this NP-hard problem is solvable in polynomial time for two-column interval
matrix. Stochastic algorithm for general case of problem based on aggregated two-column sub-problems
is presented. The possibility of using this algorithm as the alternative to solving the set partitioning
model for a fair scheduling of workload distribution can be found in paper Peško and Hajtmanek [11].

Presently, the investigation of MPP problem continues in the working paper [1] which state the column
permutation algorithm in a special case and also in the general form used in our article. The computational
experiments or comparisons of different approaches to stochastic algorithm based on repeating solving
aggregated two-column subproblems are given in the paper Peško and Kaukič [12]. The review of problems
from years 1984-2015 can be found in paper Czimmermann, Peško and Černy [6].

We want to complete this in present article by cases of uncertain workloads which are represented by
a vector of some characteristics (mean, dispersion, ranges, etc.) of profits.

2 Mathematical formulation

Throughout this paper we will denote by A = (aijk) a nonnegative real matrix with m rows and n
columns and p depths. Also we will denote by I = {1, 2, . . . ,m}, J = {1, 2, . . . , n} and K = {1, 2, . . . , p}
the sets of row, column and depth indices. For each column j ∈ J of matrix A we will use the notation πj
for the permutation of rows in that column.

Now, let us denote by π = (π1, π2, . . . , πn) the vector of permutations of all columns of A and by Aπ

we will denote the permuted matrix itself. Thus the element in row i, column j and depth k of matrix
Aπ is aπj(i)jk for i ∈ I, j ∈ J, k ∈ K. We will use the notation Sπ = (sπik) for the matrix with m rows
and p columns of row-sums of permuted matrix Aπ, so

Sπ =




sπ11 sπ12 · · · sπ1p
sπ21 sπ22 · · · sπ2p
...

... · · ·
...

sπm1 sπm2 · · · sπmp



, where sπik =

∑

j∈J
aπj(i)jk for i ∈ I, k ∈ K.

Let us have some irregularity measure f (see [13] for p = 1), i.e. the nonnegative real function defined
on the set of nonnegative matrices in Rm×p. Following optimization problem will be called uniform
workload distribution problem (UWDP)

f(Sπ
∗
) = min

{∑

k∈K
f(sπk ), π ∈ Πmn

}
, (1)

where Πmn is a set of all n-tuples of permutations of the row indices I and sπk is k-th column of matrix Sπ.

In this paper we will consider a basic irregularity measure defined on m dimensional vectors x =
(x1, x2, . . . , xm)

fvar(x1, x2, . . . , xm) =
∑

i∈I
(xi − x)

2
; x =

1

m

∑

i∈I
xi. (2)

Note that for constant vector x∗ with elements equal to mean value x of row sum we have fdif (x∗) =
fvar(x

∗) = 0.
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3 Example

The main idea of our heuristic approach will be explained in the following example where uncertain
workloads are represented by interval matrix A = (aij1, aij2), aij1 ≤ aij2, i ∈ I, j ∈ J .

Let us take the matrix A = (A1,A2) with row-sums vector S and fvar(S) = 650.

A1 =




0 0 1

0 2 1

2 5 5

2 5 6

4 7 10



, A2 =




2 1 1

6 4 5

4 13 8

6 5 11

5 8 16



, S =




1 4

3 15

12 25

13 22

21 29



.

After replacing some adjacent elements marked in bold we get a solution with fvar(S
′
) = 22,

A
′
1 =




4 7 1

2 5 1

0 2 6

2 5 5

0 0 10



, A

′
2 =




5 8 5

4 13 1

6 4 11

6 5 8

2 1 16



, S

′
=




12 18

8 18

8 21

12 19

10 19



.

Next replacing gives us a better solution A′′ with fvar(S
′′
) = 8.0,

A
′′
1 =




4 5 1

2 7 1

0 5 5

2 2 6

0 0 10



, A

′′
2 =




5 13 1

4 8 5

6 5 8

6 4 11

2 1 16



, S

′′
=




10 19

10 17

10 19

10 21

10 19



.

The solution A
′′

cannot be improved via changing independent adjacent elements. But there is
an optimum solution A∗ = (A∗1,A

∗
2) with fvar(S)∗ = 0,

A∗1 =




4 5 1

2 2 6

0 0 10

2 7 1

0 5 5



, A∗2 =




5 13 1

4 4 11

2 1 16

6 8 5

6 5 8



, S∗ =




10 19

10 19

10 19

10 19

10 19



,

and so last solution A
′′

is only an approximation. For finding matrix minimizing the irregular objective
function fvar via independent changed elements we use following mixed quadratic programming (MIQP)
model.

4 MIQP model

Let us assume that a nonnegative real matrix A = (aijk), i ∈ I, j ∈ J , k ∈ K is given. In this paragraph
we will use notation i+ and i− for i ∈ I in following meaning

i+ =

{
i+ 1, if 1 ≤ i < m,

1, if i = m.
i− =

{
i− 1, if 1 < i ≤ m,
m, if i = 1.

(3)

Let us define bivalent variables xij for i ∈ I, j ∈ J . Let us define also value xij = 1 if the elements
of aijk and ai+ j k will be changed and xij = 0 otherwise. Non negative variables zik for i∈I, k∈K give i-th
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row-sum in k-th depth of matrix matrix Aπ. Note that the column’s permutatons πj = (π1j , π2j , . . . , πmj)
are then defined by

πij =





i+, if xij = 1,

i−, if xi− j = 1,

i, otherwise.

We denote mean row-sum of k-depth of matrix A by sk = 1
m

∑
i∈I
∑
j∈J aijk.

Now we can formulate modifed model of mixed quadratic programming problem (MUWPD):

∑

i∈I

∑

k∈K
(zik − sk)2 → min, (4)

zik =
∑

j∈J

[
ai+jk · xij + ai−jk · xi−j + aijk · (1− xi−j − xij)

]
, ∀i∈I, ∀k∈K, (5)

xij + xi+j ≤ 1, ∀i∈I, ∀j∈J, ∀k∈K, (6)

xij ∈ {0, 1}, ∀i∈I, ∀j∈J, ∀k∈K, (7)

zik ≥ 0, ∀i∈I, ∀k∈K. (8)

Objective function (4) is irregularity measure fvar of vector of all row-sums of permuted matrix Aπ.
Constraints (5) define new row-sums of this matrix. Constraints (6) define independence on changed
elements. Constrains (7) and (8) are obligatory.

Consequently we can formulate a heuristic which is based on iterative improvements gained by solution
the MUWPD model.

Step 1. Let A = (aijk), i ∈ I, j ∈ J , k ∈ K be an arbitrary nonnegative real matrix and a number
of changed elements no = n (fictive initialize value).

Step 2. Solve MUWPD model for matrix A with solution X = (xij) and set no =
∑
i∈I
∑
j∈J xij .

Step 3. If no = 0 then STOP, A = (aijk) as approximate solution.

Step 4. Let matrix B = (bijk), i ∈ I, j ∈ J , k ∈ K where

bijk =





ai+jk, if xij = 1,

ai−jk, if xi−j = 1,

aijk, if xij + xi−j = 0.

Set A = B and GOTO Step 2.

5 Computation experiments

Our experiments were conducted on HP XW6600 Workstation (8-core Xeon 3GHz, RAM 16GB) with OS
Linux (Debian/jessie). We used Python-based tools and the Python interface to commercial mathematical
programming solver Gurobi [8].

It should be noted that Gurobi solver is able to use all processor cores, so the solution time will be
much smaller comparing to computation on one-core processor. We used academic license of Gurobi,
which is a full version of solver without any constraints on size of problem instances or the number of
processors (on multicore computers).

Let us say that all matrices we tested were nonnegative integer-valued. In the real-world applications
this can be achieved by quantifying the profits into several integer levels (seldom there are more than few
hundreds levels).

We experimented with randomly generated matrices with value zero of fvar objective function for
three types of uncertain elements given by

• intervals: AI = (aij1, aij2) where 0 ≤ aij1 ≤ aij2 ≤ 100,
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• mean and variance of the random variables from normal distribution: AN = (µij , σ
2
ij) where

0 ≤ µij ≤ 10, 0 ≤ σ2
ij ≤ 100,

• triangle fuzzy numbers: ATF = (aij1, aij2, aij3) where 0 ≤ aij1 ≤ aij2 ≤ aij3 ≤ 1000,

for the instances with number of rows × columns from 10× 7, 10× 14 and 20× 7.

With runs of heuristic we achieved interesting results given below in table 1–3. Iterations in tables
are numbers of solutions in Step 2 of heuristic. Characteristic optimum gives percentage of optimal
solutions from 100 generated instances.

Instances 10× 7 10× 14 20× 7

Time (sec.) 4.3 68.6 311.7

Iterations 7.7 5.8 14.6

Optimum (%) 0 79 0

Objective fvar 30.8 0.7 97.8

Table 1 Mean computational characteristics for matrices AI

Instances 10× 7 10× 14 20× 7

Time (sec.) 8.4 104.2 253.5

Iterations 8.2 6.1 8.1

Optimum (%) 0 87 0

Objective fvar 30.8 0.3 91.7

Table 2 Mean computational characteristics for matrices AN

Instances 10× 7 10× 14 20× 7

Time (sec.) 12.0 564.2 239.8

Iterations 9.3 8.1 15.9

Optimum (%) 0 1 0

Objective fvar 137.3 13.1 588.0

Table 3 Mean computational characteristics for matrices ATF

6 Conclusion and future work

Computation experiments has shown that the presented model for the uniform workload distribution
problems gives applied heuristic. Open question remains whether it is the exact method for same spacial
real instances.

We believe that the presented heuristics can be improved via generalizations of exchange elements
in columns of matrix not only in rows 1 ↔ 2 ↔ 3 ↔ · · · ↔ m ↔ 1 with step 1 but also for steps
2, 3 . . . ,m − 1. That means only to redefine i+ and i− in (3) with i+p and i−p (p = 2, 3, . . . ,m = 1) as
use the MUWPD model. So we can construct more robust heuristic which begins with possible exchange
of elements from step m− 1, continues with step m− 2, etc. and ends with 1.
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Multidimensional stochastic dominance for discrete

uniform distribution

Barbora Petrová 1

Abstract. Stochastic dominance is a form of stochastic ordering, which stems
from decision theory when one gamble can be ranked as superior to another one
for a broad class of decision makers whose utility functions, representing pref-
erences, have very general form. There exists extensive theory concerning one
dimensional stochastic dominance of different orders. However it is not obvi-
ous how to extend the concept to multiple dimension which is especially crucial
when utilizing multidimensional non separable utility functions. One possible
approach is to transform multidimensional random vector to one dimensional
random variable and put equivalent stochastic dominance in multiple dimen-
sion to stochastic dominance of transformed vectors in one dimension. We
suggest more general framework which does not require reduction of dimen-
sions of random vectors. We introduce two types of stochastic dominance and
seek for their generators in terms of von Neumann - Morgenstern utility func-
tions. Moreover, we develop necessary and sufficient conditions for stochastic
dominance between two discrete random vectors with uniform distribution.

Keywords: Multidimensional stochastic dominance, stochastic ordering, mul-
tidimensional utility function, generator of stochastic dominance.

JEL classification: C44, D81
AMS classification: 90C15, 91B16, 91B06

1 Introduction

The concept of stochastic dominance is widely used in seeking for the optimal investment strategy. The
reference strategy is represented by a random variable which corresponds, for instance, to revenue of a
benchmark portfolio. Then the stochastic dominance constraints ensures that our strategy is at least
as good as the reference strategy. Note that the comparison of two strategies depends on the order of
considered stochastic dominance. There exists extensive theory concerning the stochastic dominance of
different orders between random variables. For instance, one can find detailed description of the first
order stochastic dominance in Dupačová and Kopa [3], of the second order stochastic dominance in Kopa
and Post [4], of the third order stochastic dominance in Kopa and Post [5] and of the decreasing absolute
risk aversion stochastic dominance in Post et al. [6]. For a higher order stochastic dominance we refer to
Branda and Kopa [1]. When the investment strategy represented by a random variable is replaced by an
investment strategy represented by a random vector, it is not clear how to extend the definition of the
stochastic dominance to multiple dimension. One could put equivalent the multidimensional dominance
to the one dimensional dominance between each coordinates of the random vectors. Dentcheva and
Ruszczýnski [2] define linear stochastic dominance of random vectors which uses the mapping of the
random vector to the space of the linear combination of its coordinates. Both concept are however
inapplicable when considering a class of investors with multidimensional non-separable utility functions
(for more detailed discussion on multidimensional utility functions see, for instance, Richard [7]). In this
case there is a need of defining the stochastic dominance of random vectors without any reduction of their
dimension. In the further text we restrict our attention only to the first order stochastic dominance.

The paper is organized as follows. Chapter 2 is devoted to approximation of multivariate utility
function by a linear combination of very simple functions, which comes to use in further chapters when
defining the stochastic dominance (to see more detailed procedure we refer to Sriboonchitta et al. [8]).
Chapter 3 summarizes characteristics of the first order stochastic dominance in one dimension. Chapter 4

1Charles University in Prague, Faculty of Mathematics and Physics, petrova@karlin.mff.cuni.cz
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extends the one dimensional first order stochastic dominance into multidimensional and describes the
generator of stochastic dominance in terms of von Neumann - Morgenstern utility functions. Chapter 5
focuses on stochastic dominance between two discrete random vectors where we formulate necessary and
sufficient conditions for one vector to be stochastically dominated by another one. Finally, Chapter 6
provides a brief concluding statement and considerations about the future work.

2 Approximation of multivariate utility functions

A function u : Rd → R is said to be nondecreasing if xxx ≤ yyy implies u(xxx) ≤ u(yyy). In the whole text we
employ the usual partial order relation on Rd, that is for any xxx = (x1, . . . , xd) and yyy = (y1, . . . , yd) in Rd,
we say that xxx ≤ yyy if and only if xi ≤ yi, i = 1, . . . , d. The following definition specifies the space of all
utility functions which represents non-satiated individuals.

Definition 1. We define by U1 the space of all nondecreasing functions u : Rd → R.

The following definition introduces upper sets which are crucial for definition of the multidimensional
stochastic dominance.

Definition 2. A subset M ⊂ Rd is called an upper set if for each yyy ∈ Rd such that yyy ≥ xxx one also has
yyy ∈M whenever xxx ∈M . We denote as M the set of all upper sets in Rd.

One can similarly define lower sets and the set of all lower sets in Rd, however the former definition
is sufficient for the further theory. We note in advance that all statements in the following chapters can
be equivalently formulated using the concept of lower sets. The simplest upper sets in Rd are set with
a single generator, i. e. there exists a unique point mmm∗ ∈ Rd such that the upper set can be given as
{xxx ∈ Rd : xxx = mmm∗ + ttt, ttt ≥ 000}. These sets are thus of the form (mmm∗,∞) = (m∗1,∞)× · · · × (m∗d,∞) where
mmm∗ = (m∗1, . . . ,m

∗
d).

Definition 3. We denote asM∗ ⊂M the subset of all upper sets in Rd which have a single generator, i.
e. there exists a unique pointmmm∗ ∈ Rd such that the upper set can be given as {xxx ∈ Rd : xxx = mmm∗+ttt, ttt ≥ 000}.

Remark 1. In R all upper sets are intervals of the form (m,∞), m ∈ R and thus the subsetM∗ coincides
with the set M.

Let u : Rd → R+ be a nonnegative nondecreasing function. As a measurable function, u can be
approximated by the standard procedure in measure theory by the following procedure. Let

un(xxx) =

{
i

2n for i
2n ≤ u(xxx) < i+1

2n , i = 0, 1, . . . , n2n − 1,

n for u(xxx) ≥ n.

Then un(xxx) converges pointwise to u(xxx) for each xxx ∈ Rd, as n→∞. Let Ai,n = {xxx ∈ Rd : u(xxx) ≥ i/2n}
for each n ≥ 1. These sets are upper sets, which are moreover nested, i. e., A1,n ⊇ A2,n ⊇ . . . ⊇ An2n,n

with possible equality for some inclusion. Thus one can rewrite un as a positive linear combination of
indicator functions of these sets as follows:

un(xxx) =
1

2n

n2n∑

i=1

1Ai,n
(xxx). (1)

If u is nonnegative nonincreasing function, then the above approximation still holds true. In this case,
{Ai,n}n2n

i=1 is a sequence of nested lower sets.

Remark 2. If u is a one dimensional nonnegative nondecreasing function, then Ai,n is of the form
(ai,n,∞), where ai,n ∈ R. Thus we can write each un as a positive linear combination of indicator
functions of the form 1(ai,n,∞). Specifically, we have

un(x) =
1

2n

n2n∑

i=1

1(ai,n,∞)(x).
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3 Univariate stochastic dominance

In this part we shortly summarize characteristics of the first order stochastic dominance between random
variables. More detailed description together with the proof of the beneath stated theorem can be find
in Sriboonchitta et al. [8].

Definition 4. Let X and Y be two random variables with distribution functions F and G. Then X
stochastically dominates Y in the first order, denotes as X � Y , if F (x) ≤ G(x) for every x ∈ R.

Theorem 1. Let X and Y be two random variables with distribution functions F ,G and quantile functions
F−1, G−1. Then the following statements are equivalent:

1. X stochastically dominates Y in the first order,

2. Eu(X) ≥ Eu(Y ) for any u ∈ U1,

3. F−1(α) ≥ G−1(α) for all α ∈ (0, 1),

4. V aRX(α) ≤ V aRY (α) for all α ∈ (0, 1),

where U1 is the space of all nondecreasing functions u : R −→ R.

The following theorem states several equivalent ways how to decide about stochastic dominance be-
tween two random variables.

4 Multivariate stochastic dominance

We introduce this chapter by definition of multivariate stochastic dominance formulated by Sriboonchitta
et al. [8].

Definition 5. Let XXX and YYY be two d-dimensional random vectors. Then XXX stochastically dominates YYY ,
denoted as XXX � YYY , if for every upper set M ∈M one has P(XXX ∈M) ≥ P(YYY ∈M).

In the next definition we establish a new type of stochastic dominance which requires survival distri-
bution functions of considered random vectors. The survival distribution function F̄ of a random vector
XXX is defined as F̄ (mmm) = P(XXX ≥mmm) = P(XXX ∈ (m1,∞)× · · · × (md,∞)) for each mmm = (m1, . . . ,md) ∈ Rd.

Definition 6. Let XXX and YYY be two d-dimensional random vectors with survival distribution functions
F̄ and Ḡ. Then XXX weakly stochastically dominates YYY , denoted as XXX �w YYY , if for each mmm ∈ Rd one has
F̄ (mmm) ≥ Ḡ(mmm).

When we consider random variables instead of random vectors, both definition are equivalent and we
only talk about stochastic dominance. Indeed, in R all upper sets have the form of intervals (m,∞),
m ∈ R and thus P(X ∈ (m,∞)) = P(X ≥ m) = F̄ (m). In this case, we obtain a standard definition of
one-dimensional stochastic dominance.

The next theorem describes the generator of stochastic dominance in terms of von Neumann Mor-
genstern utility functions.

Theorem 2. Let XXX and YYY be two d-dimensional random vectors. Then XXX stochastically dominates YYY if
and only if Eu(XXX) ≥ Eu(YYY ) for all u ∈ U1.

Proof. We refer to Sriboonchitta et al. [8].

Our goal is to describe also the generator of the weak stochastic dominance in terms of von Neumann
- Morgenstern utility functions. Consider a utility function u : Rd → R such that for each c ∈ R there
exists some xxxc ∈ Rd such that u(xxxc) = c and for the set of solution to equation u(xxx) = c the following
inclusion holds true: S = {xxx ∈ Rd : u(xxx) = c} ∈ {xxxc} + K, where K is the convex cone of the form
K = {ttt : ttt ≥ 000}. Moreover, sets {xxx ∈ Rd : u(xxx) ≥ c} are upper sets which belong to set M∗. Then
obviously each such described utility function is included in the space U1 and we will show that the set
of these utility functions induces the weak stochastic dominance.
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Definition 7. We define by U∗1 the subspace of all nondecreasing functions u : Rd → R for which the
set of solution to u(xxx) = c is included in the convex set {xxxc} + K, where xxxc satisfies u(xxxc) = c and
K = {ttt : ttt ≥ 000}.

Theorem 3. LetXXX and YYY be two d-dimensional random vectors. ThenXXX weakly stochastically dominates
YYY if and only if Eu(XXX) ≥ Eu(YYY ) for all u ∈ U∗1 .

Proof. Firstly, we assume that the condition Eu(XXX) ≥ Eu(YYY ) is satisfied for all u ∈ U∗1 . Let C∗1 be
the subspace of U∗1 consisting of functions of the form 1M∗ , where M∗ is an upper set in M∗. Since
C∗1 ⊆ U∗1 , according to the assumption Eu(XXX) − Eu(YYY ) ≥ 0 for all u ∈ C∗1 . Now we take an arbitrary
mmm = (m1, . . . ,md) ∈ Rd and show that F̄ (mmm) ≥ Ḡ(mmm). Let M∗ = (m1,∞) × · · · × (md,∞) and define
u = 1M∗ . Then we get

E1M∗(XXX) ≥ E1M∗(YYY ) ⇐⇒ P(XXX ∈M∗) ≥ P(YYY ∈M∗)
⇐⇒ P(XXX ∈ (m1,∞)× · · · × (md,∞)) ≥ P(YYY ∈ (m1,∞)× · · · × (md,∞))

⇐⇒ F̄ (mmm) ≥ Ḡ(mmm).

The last statement ensures the random vector YYY to be weakly stochastically dominated the random vector
XXX.

To show the opposite implication, we employ the approximation of utility functions described in
the previous section (Equation (1)). Let u ∈ U∗1 and let u+ = max(u, 0) and u− = min(u, 0) be the
positive and negative parts of u. Both these functions are nonnegative, u+ is nondecreasing and u−

is nonincreasing. The positive part u+ can be approximated by u+
n which equals to a positive linear

combination of indicator functions of upper sets Ai = {xxx ∈ Rd : u(xxx) ≥ i/2n}. These upper sets however
belong to the setM∗ since u ∈ U∗1 . According to our assumption, XXX weakly stochastically dominates YYY ,
which means that P(XXX ∈M∗) ≥ P(YYY ∈M∗) for all M∗ ∈M∗, and thus we must have Eu+

n (XXX) ≥ Eu+
n (YYY )

for each n. We get, by the monotone convergence theorem,

Eu+(XXX) = lim
n→∞

Eu+
n (XXX) ≥ lim

n→∞
Eu+

n (YYY ) = Eu+(YYY ).

For the negative part u− we use approximation by u−n which equals to a positive linear combination of
indicator functions of lower sets Ai = {xxx ∈ Rd : u(xxx) ≥ i/2n}. These lower sets are elements of the set
L∗ since u ∈ U∗1 . The alternative definition says that XXX weakly stochastically dominates YYY if and only
if P(XXX ∈ L∗) ≤ P(YYY ∈ L∗) for all L∗ ∈ L∗, and thus Eu−n (XXX) ≤ Eu−n (YYY ) for each n. Again, by the
monotone convergence theorem,

Eu−(XXX) = lim
n→∞

Eu−n (XXX) ≤ lim
n→∞

Eu−n (YYY ) = Eu−(YYY ).

Combining last two inequalities gives us

Eu(XXX) = Eu+(XXX)− Eu−(XXX) ≥ Eu+(YYY )− Eu−(YYY ) = Eu(YYY ),

which finishes the proof.

Clearly, when XXX stochastically dominates YYY , then XXX also weakly stochastically dominates YYY . This
stems from the fact that the simplest upper sets in Rd have the form (m∗1,∞) × · · · × (m∗d,∞), mmm =
(m1, . . . ,md) ∈ Rd and thus if P(XXX ∈ M) ≥ P(YYY ∈ M) for all upper sets M ∈ M the same inequality
is valid also for special types of upper sets M∗ ∈ M∗. The opposite implication is however not true as
shows the following example.

Example 1. Consider two random vectors with discrete joint distribution functions:

XXX = (0, 1) with probability 1/2,

= (1, 0) with probability 1/2,

YYY = (0, 0) with probability 1/2,

= (1, 1) with probability 1/2.
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Then F (mmm) ≤ G(mmm) for all mmm ∈ R2. Indeed,

F (m1,m2) = G(m1,m2) = 0 if m1 < 0 or m2 < 0,

0 = F (m1,m2) < G(m1,m2) = 1/2 if 0 ≤ m1 < 1 and 0 ≤ m2 < 1,

F (m1,m2) = G(m1,m2) = 1/2 if m1 ≥ 1 and 0 ≤ m2 < 1,

F (m1,m2) = G(m1,m2) = 1/2 if 0 ≤ m1 < 1 and m2 ≥ 1,

F (m1,m2) = G(m1,m2) = 1 if m1 ≥ 1 and m2 ≥ 1,

andXXX weakly stochastically dominates YYY . Now consider the upper set M = {xxx = (x1, x2) ∈ R : x1 +x2 ≥
3/2}, then 0 = P(XXX ∈M) < P(YYY ∈M) = 1/2 and XXX does not stochastically dominates YYY .

5 Stochastic dominance for discrete distribution

In this chapter we focus on the stochastic dominance of vectors that have a discrete distribution. The
motivation is as follows. When one solves a optimization problem with stochastic dominance constraints
in order to seek for an optimal strategy, the distribution of a potential and reference strategy are often
of the discrete form. For instance, one simulate the possible outcomes by a scenario tree based on
the observed history. We focus on the stochastic dominance of vectors that have a uniform discrete
distribution. We consider a special case when both compared vectors takes on values from sets with
equal cardinality.

Theorem 4. LetXXX be a d-dimensional random vector with the uniform distribution on the set {xxx1, . . . ,xxxm}
and let YYY be a d-dimensional random vector with the uniform distribution on the set {yyy1, . . . , yyym}, xxxi ∈ Rd

for all i = 1, . . . ,m and yyyj ∈ Rd for all j = 1, . . . ,m. Then XXX stochastically dominates YYY if and only if
there exists a permutation Π : {1, . . . ,m} → {1, . . . ,m} such that xxxi ≥ yyyΠ(i) for all i = 1, . . . ,m.

Proof. Firstly, assume thatXXX stochastically dominates YYY , thus for each upper set M ∈M one has P(XXX ∈
M) ≥ P(YYY ∈ M). We show by contradiction that there necessarily exists a permutation Π such that
xxxi ≥ yyyΠ(i) for all i = 1, . . . ,m. Assume that such permutation does not exists, i. e. for each permutation
Π : {1, . . . ,m} → {1, . . . ,m} there exists at least one index in {1, . . . ,m}, take an arbitrary one and
denote it as i, for which xxxi < yyyΠ(i). We construct an upper set M as M = {xxx ∈ Rd : xxx = yyyΠ(i) + ttt, ttt ≥ 000}.
Then clearly xxxi does not belongs to M . Let us denote as J ⊂ {1, . . . ,m} \ {i} the set of indices such that
for each j ∈ J we have yyyΠ(j) ∈M . Then we have

P(YYY ∈M) =
|J |+ 1

m
>
|J |
m
≥ P(XXX ∈M),

where we use notation |J | for cardinality of the set J . The above stated inequality however contradicts
the assumption about the stochastic dominance.

Conversely, assume that there exists a permutation Π : {1, . . . ,m} → {1, . . . ,m} such that xxxi ≥ yyyΠ(i)

for all i = 1, . . . ,m and show that then P(XXX ∈ M) ≥ P(YYY ∈ M) for each upper set M ∈ M. Take
an arbitrary M ∈ M. Let us denote as J ⊆ {1, . . . ,m} the set of all indices such that for each j ∈ J
yyyΠ(j) ∈M . Then necessarily also xxxj ∈M since by assumption xxxi ≥ yyyΠ(i) for all i = 1, . . . ,m and M is an
upper set. Let us, moreover, denote as I ⊆ {1, . . . ,m} the set of indices such that for each i ∈ I xxxi ∈M .
Then J ⊆ I, since xxxi ≥ yyyΠ(i), and therefore we must have

P(XXX ∈M) =
|I|
m
≥ |J |

m
= P(YYY ∈M).

Since M was selected arbitrary, the random vector XXX stochastically dominates the random vector YYY .

Remark 3. When d = 1 the theorem gives us a well known result. Consider two random vectors X and
Y with m equiprobable scenarios x1, . . . , xm and y1, . . . , xm. Reorder the realizations of both variables
so as x(1) < x(2) < . . . < x(m) and y(1) < y(2) < . . . < y(m). Then the random variable X stochastically
dominates the random variable Y in and only if x(i) ≥ y(i) for all i = 1, . . . ,m.
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In practice, when we desire to decide about stochastic dominance of two random vectors which have
discrete uniform distributions with the same number of possible realizations, we can proceed as follows.
Assume that we want to show that the random vector XXX uniformly distributed on the set {xxx1, . . . ,xxxm}
stochastically dominates the random vector YYY uniformly distributed on the set {yyy1, . . . , yyym}. For each
i = 1, . . . ,m we construct an upper set Mi as Mi = {xxx ∈ Rd : xxx = yyyi + ttt, ttt ≥ 000} and seek for some
realization of the random vector XXX included in this upper set. As soon as some realization of XXX is
assigned to some yyyi, the realization cannot be assigned to any other realization of YYY . If it is possible
to assign to each yyyi exactly one xxxi (but not unique) then XXX stochastically dominates YYY . If there is no
such solution then XXX cannot stochastically dominates YYY . In other words, we seek for the permutation
described in the previous theorem.

6 Conclusion

In this paper we presented a multidimensional stochastic dominance as it was defined in Sriboonchitta
et al. [8]. We establish another type of stochastic dominance, the weak stochastic dominance, and
described its generator in terms of von Neumann - Morgenstern utility functions. We clarified the
relationship between two types of stochastic dominance. We focused our attention to exploration of
stochastic dominance between discrete random vectors since optimization problems seeking for an optimal
strategy often consider the potential and reference strategies to be realizations of discrete random vectors.
We stated necessary and sufficient conditions for one discrete random vector with uniform distribution
to be stochastically dominated by another one and propose the algorithm verifying their relation.

In the future work, we plan to incorporate the multidimensional stochastic dominance constraints into
the problem of finding the optimal investment strategy. We also intend to continue with examination
of the stochastic dominance between random vectors with specific distribution. Namely, we would like
to focus on random vectors with uniform distribution on convex sets and with multidimensional normal
distribution. Another filed of interest is to extend the stochastic dominance to dominance of higher orders
as it was done in one dimensional case.
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The Intuitionistic Fuzzy Investment Recommendations 

Krzysztof Piasecki
1
 

Abstract. The return rate is considered here as an intuitionistic fuzzy probabilistic 

set. Then the expected return rate is obtained as an intuitionistic fuzzy subset in the 

real line. This result is a theoretical foundation for new investment strategies. All 

considered strategies are result of comparison intuitionistic fuzzy profit index and 

limit value. In this way we obtain an imprecise investment recommendation. 

Financial equilibrium criteria are a special case of comparison the profit index and 

the limit value. The following criteria are generalized: the Sharpe’s Ratio, the 

Jensen’s Alpha and the Treynor’s Ratio. Moreover, the safety-first criteria are 

generalized here for the fuzzy case. The Roy Criterion, the Kataoka Criterion and 

the Telser Criterion are generalized. Obtained here results show that proposed theory 

is useful for the investment applications. Moreover, the results so obtained may be 

applied in behavioural finance theory as a normative model of investment’s 

decisions. 

Keywords: imprecise return rate, investment recommendation, intuitionistic fuzzy 

subset. 

JEL Classification: C02, G11 
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1 Research Problem 

Fuzzy probabilistic subset in the real line is the most common model of imprecisely estimated the return rate 

under quantified uncertainty. The knightian uncertainty is excluded here. From practical point-view, exclusion of 

knightian uncertainty is too strong assumption. Commonly recognized model of knightian uncertainty is 

intuitionistic fuzzy set (for short IFS) [1]. Therefore, the imprecise return rate under any uncertainty may be 

described by probabilistic IFS [5]. Then expected return rate will be given as IFS in the real line. In [2] and [7], 

we can find examples of such return rates described by probabilistic IFS which are well justified by economic 

reasons.  Investment strategies determined by the fuzzy expected return rate are presented in [6]. The result of 

pursuing such strategy was assigning fuzzy financial investment recommendation to each security. The main 

goal of this article is consideration of investment recommendations given for securities with fuzzy probabilistic 

return. There will be considered the financial equilibrium criteria and the safety-first criteria. In this way, setting 

the investment goal will be able to take into account the imprecision risk.  

2 Intuitionistic Fuzzy Expected Return Rate 

Let us assume that the time horizon  𝑡 > 0 of an investment is fixed.  The basic characteristic of benefits from 

owning any security is its simple return rate �̃�: 𝛺 = {𝜔} ⟶ ℝ , where the set Ω  is a set of elementary states of 

the financial market. The return rate is  a random variable which is at uncertainty risk.  In practice of financial 

markets analysis, the uncertainty risk is usually described by probability distribution of return rates �̃�𝑡. This 

probability distribution is given by cumulative distribution function 𝐹𝑟: ℝ ⟶ [0; 1]. On other side, the 

cumulative distribution function 𝐹𝑟  determines probability distribution 𝑃: 2Ω ⊃ �̃�−1(ℬ) ⟶ [0; 1], where the 

symbol ℬ denotes the smallest Borel  σ-field containing all intervals in the real line ℝ.  

Let us assume that considered return rate is estimated by means of probabilistic IFS ℛ determined by its 

membership function 𝜌ℛ ∈ [0; 1]
ℝ×𝛺 and nonmembership function 𝜑ℛ ∈ [0; 1]

ℝ×𝛺. For this case, expected 

return rate is IFS 𝑅 ∈ ℐ(ℝ) given as follow  

𝑅 = {(𝑥, 𝜌𝑅(𝑥), 𝜑𝑅(𝑥)): 𝑥 ∈ ℝ},                                                                     (1) 

where the membership function 𝜌𝑅 ∈ [0; 1]
ℝ and nonmembership function 𝜑𝑅 ∈ [0; 1]

ℝ are determined by the 

identities   

𝜌𝑅(𝑥) = ∫ 𝜌ℛ(𝑥, 𝜔)𝑑𝑃Ω
 ,                                                                      (2) 
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𝜑𝑅(𝑥) = ∫ 𝜑ℛ(𝑥, 𝜔)𝑑𝑃𝛺
                                                                         (3) 

and the symbol ℐ(ℝ) denotes the family of all IFS in the real line ℝ. 

3 Investment Recommendations Dependent on Expected Return 

The investment recommendation is the counsel given by the advisers to the investor. For convenience, these 

recommendations may be expressed by means of standardized advices. Many advisors use a different 

terminology and different number of words forming advice vocabulary [12]. In this article we will concentrate 

on the five-element adviser’s vocabulary given as the set 

𝔸 = {ℬ,𝒜,ℋ,ℛ, 𝒮}     ,                                                                               (4) 

where: 

 ℬ denotes the advice Buy suggesting that evaluated security is significantly undervalued,  

 𝒜   denotes the advice Accumulate suggesting that evaluated security is undervalued,  

 ℋ   denotes the advice Hold suggesting that evaluated security is fairly valued,  

 ℛ   denotes the advice Reduce suggesting that evaluated security is overvalued,  

 𝒮 denotes the advice Sell suggesting that evaluated security is significantly overvalued.  

Let us take into account fixed security �̆� ∈ 𝕐  with  expected return rate 𝑟𝑠 ∈ ℝ where the symbol 𝕐 denotes the 

set of all considered securities.  For such case advisor’s counsel depends on expect return. Then the criterion for 

competent choice of advice can be presented as a comparison of the values  𝑔(𝑟𝑠) and  �̂� defined as follows: 

 𝑔:ℝ → ℝ is an increasing function of substantially justified form, 

 �̂�  denotes the substantially justified limit value. 

The function 𝑔:ℝ → ℝ  serves as a profit index.  Using this criterion we define the advice choice function  

Λ:ℝ ⟶ 2𝔸 as follows 

{
  
 

  
 
ℬ ∈ Λ(�̆�) ⟺ 𝑔(𝑟𝑠) > �̂� ⟺ 𝑔(𝑟𝑠) ≥ �̂� ∧ ¬ 𝑔(𝑟𝑠) ≤ �̂�,

  𝒜 ∈ Λ(�̆�) ⟺ 𝑔(𝑟𝑠) ≥ �̂�,                                                         

ℋ ∈ Λ(�̆�) ⟺ 𝑔(𝑟𝑠) = �̂� ⟺ 𝑔(𝑟𝑠) ≥ �̂� ∧  𝑔(𝑟𝑠) ≤ �̂� ,      

ℛ ∈ Λ(�̆�) ⟺ 𝑔(𝑟𝑠) ≤ �̂�                                                          

𝒮 ∈ Λ(�̆�) ⟺ 𝑔(𝑟𝑠) < �̂� ⟺ ¬ 𝑔(𝑟𝑠) ≥ �̂� ∧ 𝑔(𝑟𝑠) ≤ �̂�.

                                           (5) 

 In this way we assign the advice subset to the security �̆�. The value Λ(�̆�) is called the investment 

recommendation. This recommendation may be used as valuable starting points for equity portfolio strategies. 

On the other hand, the weak point of the proposed choice function is omitting the fundamental analysis result 

and the behavioural factors impact. Analyzing the above choice function is easy to see lack strong boundary 

between the advices Buy and Accumulate and between the advices Reduce and Sell. Justification for 

distinguishing between these advices, we can search on the basis of fundamental analysis and between the 

behavioral aspects of the investment process.                     

4 Recommendations Dependent on Intuitionistic Fuzzy Expected Return 

Let us assume that expected return rate from the security �̆� ∈ 𝕐 is represented by IFS  𝑅 ∈ ℐ(ℝ) described by 

(1).  In the first step, we extend the domain ℝ of profit index to the set ℐ(ℝ). According to the Zadeh’s 

Extension Principle [13], for any 𝑅 ∈ ℐ(ℝ) the profit index value 𝑔(𝑅) of profit index is determined by its 

membership function 𝛾 ∈ [0; 1]ℝ and nonmembership function 𝛿 ∈ [0; 1]ℝ  determined as follows 

𝛾(𝑥) = sup{𝜌𝑅(𝑟): 𝑥 = 𝑔(𝑟)} = 𝜌𝑅(𝑔
−1(𝑥)),                                                    (6) 

𝛿(𝑥) = inf{𝜑𝑅(𝑟): 𝑥 = 𝑔(𝑟)} =𝜑𝑅(𝑔
−1(𝑥)),                                            (7) 

In this way we define intuitionistic fuzzy profit index 𝑔: ℐ(ℝ) ⟶ ℐ(ℝ).  

 In the second step, we extend the advice choice function domain ℝ to the set ℐ(ℝ). In agree with the 

Zadeh’s Extension Principle [13], the investment recommendation Λ(�̆�) is IFS described by its membership 
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function 𝜆(∙ |�̆�) ∈ [0; 1]𝔸  and nonmembership function 𝜅(∙ |�̆�) ∈ [0; 1]𝔸. Due (5), (6) the membership function 

𝜆(∙ |�̆�) is determined by identities 

𝜆(ℬ|�̆�) = sup{𝛾(𝑥): 𝑥 ≥ �̌�} ∧ inf{𝛿(𝑥): 𝑥 ≤ �̌�},                                                        (8) 

𝜆(𝒜|�̆�) = sup{𝛾(𝑥): 𝑥 ≥ �̌�} = sup{𝜌𝑅(𝑔
−1(𝑥)): 𝑥 ≥ �̌�},                                          (9) 

𝜆(ℋ|�̆�) = sup{𝛾(𝑥): 𝑥 ≥ �̌�} ∧ sup{𝛾(𝑥): 𝑥 ≤ �̌�},                                                     (10) 

𝜆(ℛ|�̆�) = sup{𝛾(𝑥): 𝑥 ≤ �̌�} = sup{𝜌𝑅(𝑔
−1(𝑥)): 𝑥 ≤ �̌�},                                         (11) 

𝜆(ℬ|�̆�) = sup{𝛾(𝑥): 𝑥 ≥ �̌�} ∧ inf{𝛿(𝑥): 𝑥 ≤ �̌�},                                                         (12) 

In similar way by (5), (7) we determine the nonmembership function 𝜅(∙ |�̆�). We have here 

𝜅(ℬ|�̆�) = inf{𝛿(𝑥): 𝑥 ≥ �̌�} ∨ sup{𝛾(𝑥): 𝑥 ≤ �̌�},                                                        (13) 

𝜅(𝒜|�̆�) = inf{𝛿(𝑥): 𝑥 ≥ �̌�} = inf{𝜑𝑅(𝑔
−1(𝑥)): 𝑥 ≥ �̌�},                                            (14) 

𝜅(ℋ|�̆�) = inf{𝛿(𝑥): 𝑥 ≥ �̌�} ∨ inf{𝛿(𝑥): 𝑥 ≤ �̌�},                                                         (15) 

𝜅(ℛ|�̆�) = 𝑖nf{𝛿(𝑥): 𝑥 ≤ �̌�} = inf{𝜑𝑅(𝑔
−1(𝑥)): 𝑥 ≤ �̌�},                                            (16) 

𝜅(ℬ|�̆�) = inf{𝛿(𝑥): 𝑥 ≥ �̌�} ∨ sup{𝛾(𝑥): 𝑥 ≤ �̌�}.                                                         (17) 

In this way we define function �̃�: 𝕐 ⟶ ℐ(𝔸) of advice choice. The value 𝛬(�̆�) is called imprecise investment 

recommendation. The value 𝜆(𝒳|�̆�) may be interpreted as a degree in which the advice 𝒳 ∈ 𝔸 is recommended 

for the security �̆�.  Moreover, the value 𝜅(𝒳|�̆�) may be interpreted as a degree in which the advice 𝒳 ∈ 𝔸 is 

rejected for the security �̆�. Each of these values describes the investment recommendation issued to the security 

�̆� ∈ 𝕐 by the advisor.  Each advice is thus recommended to some extent. The investor shifts some of the 

responsibility to advisers. For this reason, the investors restrict their choice of investment decisions to advices 

which are recommended to the greatest degree and rejected to the smallest degree.  In this way, the investors 

minimize their individual responsibility for financial decision making.  This means that the final investment 

decision criteria may be criteria for maximizing the value 𝜆(∙ |�̆�)and minimizing the value 𝜅(∙ |�̆�). However, 

final investment decision will be made by the investor. Guided by own knowledge and intuition, the investor can 

choose the advice which is recommended in the lower degree.  

 Let us note that we have here 

𝜆(ℬ|�̆�) = 𝜆(𝒜|�̆�) ∧ 𝜅(ℛ|�̆�),                                                                       (18) 

𝜆(ℋ|�̆�) = 𝜆(𝒜|�̆�) ∧ 𝜆(ℛ|�̆�),                                                                       (19) 

𝜆(ℬ|�̆�) = 𝜆(ℛ|�̆�) ∧ 𝜅(𝒜|�̆�),                                                                        (20) 

𝜅(ℬ|�̆�) = 𝜅(𝒜|�̆�) ∨ 𝜆(ℛ|�̆�),                                                                        (21) 

𝜅(ℋ|�̆�) = 𝜅(𝒜|�̆�) ∨ 𝜅(ℛ|�̆�),                                                                       (22) 

𝜅(ℬ|�̆�) = 𝜅(ℛ|�̆�) ∨ 𝜆(𝒜|�̆�).                                                                         (23) 

This shows that the functions values (𝒜|�̆�),  𝜆(ℛ|�̆�), 𝜅(𝒜|�̆�), 𝜅(ℛ|�̆�)are sufficient to determine the imprecise 

investment recommendation. For this reason, when considering the specific method of advice choice, we will 

only determine these values. Let us note that the use of imprecisely estimated return will allow to determine the 

differences between the advices Buy and Accumulate and between the advices Reduce and Sell. 

5 Financial Equilibrium Criteria  
Each financial equilibrium model is given as the comparison of expected return from considered security and 

expected return of the market portfolio.  We will consider fixed security �̆�.    

5.1 The Sharpe’s Ratio 
In this section any security �̆� ∈ 𝕐 is represented by the pair (𝑟𝑦 , 𝜎𝑦

2) ∈ ℝ2, where 𝑟𝑦  is expected rate of return 

from �̆� and 𝜎𝑦
2 is variance of return rate from �̆�. We assume that there exists the risk free bond represented by 
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the pair (𝑟0, 0) and the market portfolio represented by the pair (𝑟𝑀 , 𝜎𝑀
2 ). If the security �̌� is represented by the 

pair (𝑟𝑠 , 𝜎𝑠
2), then Sharpe [9] defines the profit index 𝑔:ℝ → ℝ and the limit value �̂� as follows 

𝑔(𝑟) =
𝑟−𝑟0

𝜎𝑠
 ,                                                                               (24) 

�̂� =
𝑟𝑀−𝑟0

𝜎𝑀
 .                                                                                (25) 

The Sharpe’s profit index estimates amount of the premium per overall risk unit. The Sharpe’s limit value is 

equal to the unit premium of the market portfolio risk. Let us consider the case when expected return from the 

security �̌� is estimated as 𝑅 ∈ ℐ(ℝ) described by (1). In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup {𝜌(𝜎𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≥
𝑟𝑀−𝑟0

𝜎𝑀
},                                              (26) 

𝜆(ℛ|�̆�) = sup {𝜌(𝜎𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≤
𝑟𝑀−𝑟0

𝜎𝑀
},                                               (27) 

𝜅(𝒜|�̆�) = inf {𝜑(𝜎𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≥
𝑟𝑀−𝑟0

𝜎𝑀
},                                                (28) 

𝜅(ℛ|�̆�) = inf {𝜑(𝜎𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≤
𝑟𝑀−𝑟0

𝜎𝑀
}.                                               (29) 

5.2 The Jensen’s Alpha 

On the capital market we observe the risk-free return 𝑟0 and the expected market return 𝑟𝑀. The security �̌� is 

represented by the pair (𝑟𝑠, 𝛽𝑠), where 𝛽𝑠 is the directional factor of the CAPM model assigned to this security. 

Jensen [3]  defines the profit index 𝑔:ℝ → ℝ and the limit value �̂� as follows 

𝑔(𝑟|𝜎𝑠) = 𝑟 − 𝛽𝑠 ∙ (𝑟𝑀 − 𝑟0) ,                                                        (30) 

�̂� = 𝑟0 .                                                                       (31) 

The Jensen’s profit index estimates amount of the premium of the market portfolio risk. The Jensen’s limit value 

is equal to the risk-free return rate. Let us consider the case when expected return from the security �̌� is 

estimated as 𝑅 ∈ ℐ(ℝ) described by (1). In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup{𝜌𝑠(𝑟): 𝑟 − 𝛽𝑠 ∙ (𝑟𝑀 − 𝑟0) ≥ 𝑟0},                                    (32) 

𝜆(ℛ|�̆�) = sup{𝜌𝑠(𝑟): 𝑟 − 𝛽𝑠 ∙ (𝑟𝑀 − 𝑟0) ≤ 𝑟0},                                     (33) 

𝜅(𝒜|�̆�) = inf{𝜑𝑠(𝑟): 𝑟 − 𝛽𝑠 ∙ (𝑟𝑀 − 𝑟0) ≥ 𝑟0},                                     (34) 

𝜅(ℛ|�̆�) = inf{𝜑𝑠(𝑟): 𝑟 − 𝛽𝑠 ∙ (𝑟𝑀 − 𝑟0) ≤ 𝑟0}.                                      (35) 

5.3 The Treynor’s Ratio 

Let us assume the assumptions are the same as the assumptions used in the section 5.2. Additionally we assume 

that the security return is positively correlated with the market portfolio return. Treynor [11] defines the profit 

index 𝑔:ℝ → ℝ and the limit value �̂� as follows 

𝑔(𝑟) =
𝑟−𝑟0

𝛽𝑠
 ,                                                                        (36) 

�̂� = 𝑟𝑀 − 𝑟0 .                                                                        (37) 

The Treynor’s profit index estimates amount of the premium per market risk unit. The Treynor’s limit value is 

equal to the premium of the market risk. Let us consider the case when expected return from the security �̌� is 

estimated as 𝑅 ∈ ℐ(ℝ) described by (1). In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup{𝜌(𝛽𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≥ 𝑟𝑀 − 𝑟0},                                   (38) 

𝜆(ℛ|�̆�) = sup{𝜌(𝛽𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≤ 𝑟𝑀 − 𝑟0},                                   (39) 

𝜅(𝒜|�̆�) = inf{𝜌(𝛽𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≥ 𝑟𝑀 − 𝑟0},                                     (40) 

𝜅(ℛ|�̆�) = inf{𝜑(𝛽𝑠 ∙ 𝑥 + 𝑟0): 𝑥 ≤ 𝑟𝑀 − 𝑟0}.                                   (41) 

Investment recommendation made by means of the Treynor’s Ratio is identical with investment recommendation 

made by the Jensen’s Alpha.    
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6 The First Safety Criteria 

We consider the simple return rate �̃� on the security �̆�. For each assumed value 𝑟 ∈ ℝ of expected simple return 

rate the probability distribution of this return is given by the cumulative distribution function 𝐹(∙ |𝑟): ℝ ⟶ [0; 1] 
which is strictly increasing and continuous. Then the Safety Condition [8] is given in following way 

𝐹(𝐿|𝑟) = 𝜀,                                                           (42) 

where: 

 𝐿 denotes minimum acceptable return rate; 

 𝜀 is equal to probability realization of return below the minimum acceptable rate. 

The realization of return below the minimum acceptable rate is identified with loss. Therefore, the variable 𝜀 

denotes the loss probability. Let us consider the case when expected return from the security �̌� is estimated as 

𝑅 ∈ ℐ(ℝ) described by (1). 

6.1 The Roy’s Criterion 

The Roy’s Criterion [8] is that, for fixed minimum acceptable return rate 𝐿 the investor minimizes the loss 

probability.  Additionally in order to ensure financial security, the investor assumes the maximum level 𝜀∗ of 

loss probability.  Then the profit index 𝑔:ℝ → [−1; 0] and the limit value �̂� are defined as follows 

𝑔(𝑟) = −𝐹(𝐿|𝑟) ,                                                                        (43) 

�̂� = −𝜀∗ .                                                                                    (44) 

In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup{𝜌(𝑟): 𝐹(𝐿|𝑟) ≤ 𝜀∗},                                                         (45) 

𝜆(ℛ|�̆�) = sup{𝜌(𝑟): 𝐹(𝐿|𝑟) ≥ 𝜀∗},                                                         (46) 

𝜅(𝒜|�̆�) = inf{𝜑(𝑟): 𝐹(𝐿|𝑟) ≤ 𝜀∗},                                                         (47) 

𝜅(ℛ|�̆�) = inf{𝜑(𝑟): 𝐹(𝐿|𝑟) ≥ 𝜀∗}.                                                        (48) 

6.2 The Kataoka’s Criterion 

`The Kataoki’s Criterion [4] is that, for fixed loss probability 𝜀 the investor maximizes the minimum acceptable 

return rate.  In addition, in order to ensure interest yield, the investor assumes the minimum level 𝐿∗ of return.  

Then the profit index 𝑔: [0; 1] → ℝ and the limit value �̂� are defined in following way 

𝑔(𝑟) = 𝐹−1(𝜀|𝑟) ,                                                                   (49) 

�̂� = 𝐿∗ .                                                                               (50) 

In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup{𝜌(𝑟): 𝐹−1(𝜀|𝑟) ≥ 𝐿∗},                                                   (51) 

𝜆(ℛ|�̆�) = sup{𝜌(𝑟): 𝐹−1(𝜀|𝑟) ≤ 𝐿∗},                                                  (52) 

𝜅(𝒜|�̆�) = inf{𝜑(𝑟): 𝐹−1(𝜀|𝑟) ≥ 𝐿∗},                                                  (53) 

𝜅(ℛ|�̆�) = inf{𝜑(𝑟): 𝐹−1(𝜀|𝑟) ≤ 𝐿∗}.                                                    (54) 

6.3 The Telser’s Criterion 

Based on the safety and profitability of the investment, the investor assumes a minimum level 𝐿∗ of acceptable 

return and the maximum level 𝜀∗ of loss probability. If for the security �̆� fulfils the condition 

𝐹(𝐿∗|𝑟𝑠) ≤ 𝜀
∗,                                                      (55) 

then it is called safe-haven security. 

 The Telsers’s Criterion [10] is that the investor maximizes the return on safe-haven securities.  In 

addition, to ensure the profitability of investments, the investor takes into account the rate 𝑟∗ > 𝐿∗of financial 

equilibrium. Then the profit index 𝑔:ℝ → ℝ and the limit value �̂� are defined in following way 
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𝑔(𝑟) = 𝑟 ,                                                               (56) 

�̂� = 𝑟∗ .                                                                   (57) 

 In agree with (9), (11), (14) and (16) we have here 

𝜆(𝒜|�̆�) = sup{𝜌𝑠(𝑟): 𝑟 ≥ 𝑟
∗},                                                       (58) 

𝜆(ℛ|�̆�) = sup{𝜌𝑠(𝑟): 𝑟 ≤ 𝑟∗},                                                       (59) 

𝜅(𝒜|�̆�) = inf{𝜑𝑠(𝑟): 𝑟 ≥ 𝑟
∗},                                                      (60) 

𝜅(ℛ|�̆�) = inf{𝜑𝑠(𝑟): 𝑟 ≤ 𝑟
∗}.                                                       (61) 

Summary  

Imprecision is relevant to the investment process. Imprecise estimate of the expected return could be a 

consequence of taking into account behavioural aspects of the investment process. The results so obtained may 

be applied in behavioural finance theory as a normative model of investment’s decisions. These results may 

provide theoretical foundations for constructing an investment decision support system. Thus, we have shown 

here that the behavioral premises can influence investment recommendations in a controlled manner.  

Applications of the above normative models cause several difficulties. The main difficulty is the high formal 

and computational complexity of the tasks involved in determining the membership function for the imprecise 

recommendations. The computational complexity of these models is the price we pay for the lack of detailed 

assumptions about the return rate. On the other hand, the low logical complexity is an important attribute of each 

formal model.   

In this paper, the main cognitive result is to propose general methodology for imprecise investments 

recommendations. Moreover, the paper also offers original generalization of the financial equilibrium criteria 

and of the first safety criteria to the intuitionistic fuzzy case.   
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A decent measure of risk for a household life-long financial 

plan – postulates and properties 
Radoslaw Pietrzyk1, Pawel Rokita2 

Abstract. A measure of risk that is well suited to a life-long financial plan of a house-

hold shell differ from other popular risk measures, which have originally been con-

structed for financial institutions, investors or enterprises. It should address threats to 

accomplishment of the household’s life objectives and must take into account its life 

cycle. The authors of this research have recently proposed several candidates for such 

measures. This article presents, in turn, a discussion about general properties that 

should be fulfilled by a risk measure in household financial planning. At the current 

stage of the discussion, the posited postulates are rather of a qualitative nature, but 

they may also serve in the future as a conceptual background of a set of more formal-

ized ones. They may be a kind of analogue of the conditions set by Artzner, Delbaen, 

Eber and Heath (coherent measure of risk) or by Föllmer and Schied (convex measure 

of risk). They should, however, better comply with the life-long household financial 

planning perspective. This means, amongst others, including multiple financial goals 

and their timing. Also threats to the aim of life standard preservation should be re-

flected. 

Keywords: household financial planning, coherent measures of risk, integrated risk 

measure, life cycle. 

JEL Classification: D14 

AMS Classification: 91B30 

1 General types of risk in household financial planning 

In [6] we presented a number of proposals of household financial plan risk systematizations, with regard to differ-

ent sets of criteria. That part of the discussion was concluded with the following list of risk types: 

1. Life-length risk; 

2. Risk of investment and financing; 

3. Income risk; 

4. Risk of events (insurance-like events); 

5. Risk of goal realization; 

6. Operational risk of plan management (particularly risk of plan implementation); 

7. Model risk. 

The choice of this list is dictated, to some extent, by the construction of the household financial plan optimi-

zation model that is used in [6], but, at the same time, it well reflects real-life risk situation of households.  

When formulating this systematization, the following elements were investigated for each type of risk: the 

most natural candidate for the risk variable, the way in which the given type of risk influences household finance, 

the way it is or may be taken into account in our household financial plan optimization model (described in [9], 

[8] and [6]), the way in which it is or may be measured, and the possibility of steering of this risk by the household. 

The types of risk that are present in household financial planning are very different in their nature (different 

risk variables, different risk factors influencing the risk variables, different statistical properties of the risk factors). 

This heterogeneity is, however, not the only problem of household risk analysis. As with some other situations 

when the success of a project is threatened by many risk factors of different nature, it is very important to avoid 

falling into a trap of spurious local risk mitigation. That is, the fault of such local reducing of particular risk types, 

which does not contribute to a successful overall risk reduction. This problem is the main motivation of using 

integrated risk measures. The existing risk measures, that are used in integrated risk management of financial 

institutions and enterprises, cannot be directly transferred to household financial planning. The main reason of this 
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fact is that household financial plans need different measure of success (or failure) than a financial institution or 

enterprise.  

Important concepts underlying most risk models are risk variable and benchmark. A risk variable is a random 

variable, whose value may be interpreted as a measure of success (or failure) in a decision problem under risk. In 

the classical decision-making theory it is just the payoff (or sometimes regret – i.e., opportunity loss). In risk 

analysis for financial institutions it is the value (e.g., of an investment portfolio or of the whole institution). In risk 

analysis for enterprises it is usually net cash flow or earning. The benchmark, in turn, may be just the expected 

value of the risk variable, or some other distinguished value, like, for example, a desired or planned one. Generally 

speaking, vast majority of popular risk measures describe potential behaviour of the risk variable in relation to the 

benchmark. What is, then, the risk variable and the benchmark for measuring of risk in household financial plan-

ning?  

We propose to use cumulated net cash flow as a risk variable. We do not impose any particular benchmark yet. 

Different measures of risk may use different benchmarks. Our concern is rather whether the risk measures fulfil 

our postulates on a decent integrated risk measure for household financial planning. Moreover, the nature of the 

problem is such that the behaviour of the cumulated net cash flow during the whole life of the household needs to 

be taken into consideration. And a measure of risk should, thus, look at the whole term structure of the cumulated 

net cash flow, and, of course, it must do it for various scenarios. 

Certainly, from the point of view of risk analysis, the most important values of the net cash flow process are 

negative ones, called shortfalls. In the process of the cumulated net cash flow, there may also occur cumulated 

shortfalls, which are more serious than just one-period shortfalls. The most serious ones are unrecoverable short-

falls. An unrecoverable shortfall may be defined as such, after which, under a given scenario, the cumulated net 

cash flow is negative and it remains negative until the end of the household (for this scenario). The ability of the 

household to recover from shortfalls depends not only on their sizes, but also on their timing. This is because some 

moments in the life cycle of a human, as well as in the life cycle of a household, are better and some other are 

worse for facing a financial shortfall (age, stage of the career, responsibility and obligations towards other persons, 

etc.). 

2 Specificity of household financial planning 

Before presenting some ideas concerning the risk measures, let us discuss the general properties of household 

finance and household financial planning, that make risk measurement for them different from that of financial 

institutions and enterprises. 

An important term in the discussion on risk in household financial planning is a financial goal. In [10] we 

proposed to distinguish a general, qualitative, category of life objectives and a quantitative, cashflow-based, cate-

gory of financial gals. Life objectives are just the ideas on how the household members want their life to look like 

in the future. Financial goals are understood as the goals of being prepared for expenses that are necessary to 

accomplish the life objectives. They are defined much more precisely than the corresponding life objectives. 

Namely, they are given in terms of pre-planned magnitudes and pre-planned moments of negative cash flows. The 

actual making of the expenditures is, in turn, called realization of the financial goals. 

Financial planning deals with financial goals, which are financial representations of life objectives. 

To the main features of household finance, that distinguish households from other entities, belong the follow-

ing: 

1. Human life-cycle concerns, especially: 

a) long-term planning, 

b) human-capital-to-financial-capital transfer (see, e.g., [5]),  

c) the fact that labour-income-generating potential (i.e., human capital) is developed years before one 

may start to use it (childhood, youth, early career),  

d) parenthood considerations – in most cases, an important part of human life cycle is the period of 

parenthood, during which significant changes both to income structure and consumption patterns are 

imposed,  

e) the fact that labour-income-generating potential (human capital) is usually depleted long before hu-

man life ends (vast part of personal financial plan must assume non-labour sources of income),  

f) the specificity of retirement goal (relatively big magnitude and lack of post-financing possibility).  

2. Multitude of financial goals and ways of their financing.  

3. All-goal-oriented planning (the general aim of life-long financial planning is accomplishing of all financial 

goals, if possible, with a special emphasis on retirement goal, as pointed out in the point 1.e, rather than max-

imization of value or profit).  
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4. Multi-person concerns: 

a) the role of internal risk sharing and capital transfer between household embers (compare [7], [2]),  

b) the problems of multivariate survival process modelling (compare [4]).  

5. Specificity of household preferences with regard to goals, especially:  

a) inapplicability of the assumption of separable preferences to household financial goals,  

b) lack of preference transitivity, and thus – impossibility of defining a hierarchy of goals (except some 

simple cases of few non-complementary goals).  

6. Specificity of household preferences with regard to intertemporal choice  

a) inapplicability of the simple rule that the nearer future is more important than the distant future in 

preference modelling for cumulated net cash flow term structure (what makes sense with regard to 

consumption time preference, would be an absurd assumption when considering cumulated surplus 

or cumulated shortfall timing) – see [6],  

b) the role of age-related costs of financing (see [10]) in modelling of time preferences.  

7. Specificity of household risk:  

a) many types of risk; risk factors of different nature (in the sense of their economic interpretation) and 

with different statistical properties (distributional models, dynamics, observability, etc.)  

b) no consensus on how to integrate the types of household risk in one model,  

c) no obvious success-failure measure(s) to serve as risk variable(s), nor any unambiguous candidate for 

a benchmark that could be interpreted as an indicator of a normal (typical) or desired state,  

d) special role of life-length risk (and of the survival models that are used in its modelling – compare 

Yaari [11] model, and also its numerous modifications and augmentations), 

e) very long risk management horizon. 

Taking the above-listed features into consideration, and building on some more general requirements that are 

set for any risk measures, we made an attempt to formulate a list of postulates that a household financial plan risk 

measure should fulfil. Before, let us briefly describe the input and output of the cumulated net cash flow model, 

which underlies the model of risk. 

3 The model of household’s cumulated net cash flow  

The first step in defining the measure of risk is describing the risk variable. We propose to use cumulated net cash 

flow in this role. The measure of risk will look at its whole term structure throughout the lifespan of the household. 

Of course, the length of the analysed period may be different in each survival scenario. A general scheme of the 

cumulated net cash flow model is presented in the figure 1. 

 

Figure 1 Household cumulated net cash flow model 

Note (fig.1): Examples of risk factors: D1 – the moment of death of the Person 1, D2 – the moment of death of 

the Person 2, RM – expected rate of return on equity portfolio, η – risk free rate, STB – real estate price at the mo-

ment of household end (moment of bequeathing). Risk aversion parameters: γ, δ – the numbers of years before 

and after the expected date of death, respectively, that determine bounds of the subset of all possible survival 

scenarios which the household wants to include into the optimization procedure. Other preferences: α, β – pa-

rameters describing propensity to consume and bequest motive. 

One may distinguish three blocks of input in the scheme of input and output of the cumulated net cash flow 

model. These are:  
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• risk factors, which are random variables (left input segment of figure 1); 

• constraints (central input segment in figure 1), amongst which the financial goals of the household belong; 

• parameters (right input segment in figure 1). 

Then, when the financial plan is optimized, some of the parameters from the right input segment are no longer 

fixed parameters, but they become decision variables of the optimization procedure. For instance, in the basic 

variant of the model, described in [9], the decision variables are: 

- consumption rate on the first day of the plan, 

- consumption-investment proportion, 

- retirement investment contribution division (given as the proportion of the household’s total retirement 

investment expenditure per period which is contributed to the private pension plan of the Person 1).  

Each realization of the random vector from the left input segment (risk factors) is a scenario. As the scenarios 

contain realizations of several risk factors, corresponding to different types of risk, the resulting bunch of term 

structures (trajectories) of cumulated net cash flow also contains the information about these risk types. Moreover, 

as accomplishment of all financial goals is imposed as a constraint, any shortfalls occurring in the term structure 

of cumulated net cash flows indicate some problems with financial goal realization. But a negative cumulated net 

cash flow (cumulated shortfall) is not always a threat to the household. And even when it is, its severity is not 

always the same. The severity of the shortfalls depends not only on their sizes but also on their timing. Figures 2-

5 show pairs of cumulated net cash flow term structures which show some similarities but are very different from 

the practical point of view. 

 

Figure 2 Cumulated net cash flow term structures with positive and equal final wealth 

Note (fig. 2): The left plot shows a cumulated net cash flow term structure with no shortfall and the right plot – 

with a recoverable shortfall somewhere along the line; in both cases the household leaves the same bequest. 

 

 

Figure 3 Cumulated net cash flow term structures with equal shortfalls at the end 

Note (fig. 3): Both plots show cumulated shortfalls at the end, the shortfalls are of the same size, but the periods 

during which the household remains under shortfall are of different lengths (the situation of the household whose 

cumulated net cash flow is presented on the right panel starts to deteriorate two years earlier, but its deterioration 

speed is lower). 

 

 

Figure 4 Cumulated net cash flow term structures with equal sums of discounted shortfalls 
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Note (fig. 4): Sums of shortfalls, taken time value of money into account, are equal, but severity of one big 

shortfall in an old age is much more serious than that of permanent small shortfalls, which might be, for instance, 

the result of a rolled-over debit of a modest size (not recommended but also not very dangerous). 

 

 

Figure 5 Cumulated net cash flow term structures with single instances of shortfalls of the same size (time value 

of money taken into account), but with different timing 

Note (fig. 5): Here, the shortfall occurs only once and in both cases its value is the same (time value of 

money taken into account), but, in the case presented in the left plot, the household recovers from it (the plan is 

rather successful – at least under this particular scenario), whereas the shortfall from the left plot is unrecovera-

ble (the plan is failed). 

From the figures 2-5 one may grasp an idea of how important the shape of cumulated net cash flow term 

structure is. This means that the risk measure should be defined for term structures, not just for point values of 

cumulated surplus or shortfall.  

4 Postulates on a household financial plan risk measure 

In 1999 Artzner et al. [1] introduced the notion of coherent measures of risk, extended then by Föllmer and Schied 

[3] to the concept of convex measures of risk. The logical consistency and straightforward financial interpretation 

of the convex risk measure concept make it attractive both for theoreticians and practitioners of finance. Unfortu-

nately, it has no direct implementation to the case of the life-long financial plan for a household. This is mainly 

because the risk realization in households is hardly ever understood as a loss of value of some assets. This may be 

a good interpretation for some subtypes of household risk, but does not apply to integrated risk of the whole 

financial plan. Here we make an attempt to identify the requirements that should be met by an integrated risk 

measure for a household whole-life financial plan. At the current stage of our research it is not a formalized defi-

nition of such measure yet, but rather a list of features that it should possess. 

The features that a decent integrated risk measure for household financial planning should have are as stated 

by the Postulate1. 

Postulate 1. Postulates on integrated risk measure for household financial plans:  

Postulate 1.1. (An analogue to subadditivity) The value of the risk measure of a common plan for a two person 

household is lower or equal than the sum of values of this measure for two plans of the two per-

sons (treated separately in the financial sense) – assuming that other conditions are unchanged. 

Postulate 1.2. (Transitivity) If a plan A is not more risky than B and B is not more risky than C, then the plan A is 

also not more risky than C. 

Postulate 1.3. The measure should reflect the size of a potential shortfall.  

Postulate 1.4. The measure should be sensitive to the phase of the household life cycle in which the potential 

shortfall will be encountered. 

Postulate 1.5. The measure should reflect the length of period (periods) during which the potential shortfall will 

be faced by the household. 

Postulate 1.6. The measure should incorporate the information about probability of shortfalls (e.g., number of 

scenarios with shortfalls and probabilities of these scenarios). 

Postulate 1.7. The measure should be in conformity with the interpretation that a scenario which is ending with a 

surplus (over a benchmark) is better than a scenario ending with a shortfall (bellow the bench-

mark). 

To that, a postulate referring to plan optimization is needed. The risk optimization procedure must be consistent 

with the household preference model and with the risk measure.  
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Postulate 2. The higher risk aversion declared by the household members, the less risky the optimal plan. 

The inverse does not hold, because a lower risk aversion should not automatically mean a more risky optimization 

outcome (the resulting plan may be more risky indeed, but only if the expected value of a measure of success for 

this more risky outcome is higher than for a less risky one).  

The postulate 1.1. says that risk sharing within a household (obtained through internal capital transfers) causes 

reduction of risk in the financial plan, or at least does not increase it. The postulate 1.2. guarantees basic logical 

consistency. The postulates 1.3.-1.7. all together impose the requirement that the measure looks at the whole pro-

cess of cumulated net cash flows, takes into account shapes of its trajectories under all considered scenarios, rec-

ognizes shortfalls as instances of risk realization, and depends on timing of shortfalls and on how likely a shortfall-

generating scenario is. The last postulate (1.7.) is that the risk measure should reflect also the amount of residual 

wealth (that may be bequeathed). This, roughly speaking, means that such plans, for which the residual wealth is 

more likely to be negative (or below some benchmark) are more risky than those that rather end with a surplus.  

5 Conclusions 

A success or failure of a life-cycle-spanning financial plan depends on household’s ability to accomplish multiple 

life objectives in the framework of the plan, under different scenarios. The life objectives may find their financial 

interpretation in the household’s ability to cover the expenses that are necessary to realize them. The aim of being 

prepared to spend a defined sum of money at a pre-planned moment is called here a “financial goal”, and the actual 

expense itself is called “realization of the financial goal”. If, under a considered set of scenarios, realization of the 

financial goals does not harm household finance, the plan is not risky within this set of scenarios. Provided that 

the full realization of all financial goals is imposed, the plan is risky if there exists a subset of the considered set 

of scenarios in which the household would incur shortfalls. Severity of the shortfalls depends on how unlikely it 

is to recover from them, which, in turn, depends on their timing. The timing of shortfalls must be considered in 

relation to the phases of the household life cycle, taking into account the dates of some important events in the 

lives of its members. This refers, moreover, not only to the expected scenario, but to a whole bunch of considered 

scenarios. No classical measure of risk fulfils these conditions. We put forward some proposals of candidates for 

integrated risk measures of household financial plan in [10] and [6], but no postulates on such measures have been 

explicitly formulated so far. Therefore, there did not exist any criteria, according to which the measures might 

have been evaluated. Now, with the postulates that are proposed here, the direction of further research may be to 

check whether the proposed measures fulfil the requirements. If none of them conforms to all the conditions, then 

the next research objective will be to develop one that meets these requirements.  
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Optimum classification method of critical IT business func-

tions for efficient business impact analysis 
Athanasios Podaras1 

Abstract. Business Impact Analysis (BIA) helps develop business recovery objec-

tives by determining how disruptions affect various organizational activities. The crit-

icality ranking of a given IT business function is an informally conducted task during 

the BIA procedure. Some experts underline that various market intermediaries relate 

the criticality of a given function to its estimated recovery time or to the impact that 

an outage would have from a financial, customer or other aspect. Other experts state 

that high criticality ranking is related to business functions that contain intricate and 

complex procedures. The current paper introduces a standard mathematical decision 

making approach for the classification of critical business functions based on their 

complexity. The method is based on the Use Case Points method for software com-

plexity estimation. Its formal illustration is based on decision tree classification algo-

rithms implemented with the R-Studio software. The approach aims to the simple and 

effective conducting of the BIA process for a given business function. 

Keywords: business continuity management (BCM), business impact analysis (ΒΙΑ), 

critical business functions, complexity, decision tree classification 

JEL Classification: C88 

AMS Classification: 68W01 

 

1 Introduction 
Business Continuity is the management of a sustainable process that identifies the critical functions of an organi-

zation and develops strategies to continue these functions without interruption or to minimize the effects of an 

outage or a loss of service provided by these functions [15]. Miller and Engemann [12] mention that the BCP 

process involves analyzing the possible threats, crisis events, the risks, and the resulting business impact, and from 

this analysis, developing and implementing strategies necessary to ensure that the critical components of an or-

ganization function at acceptable levels. The importance of a fully organized Business Continuity Management 

policy in modern organizations, is remarkably highlighted by multiple researchers and practitioners. Ashurst et al 

[2] state that Business Continuity (BC) ensuring is a major strategic objective for many organizations. Antlová et 

al [1] mention that BCM is considered to be one of the key elements of ICT competencies.  

An important part of the BCM process is the implementation of a thorough Business Impact Analysis (BIA). 

Business Impact Analysis (BIA) helps develop business recovery objectives by determining how disruptions affect 

various organizational activities [11]. Moreover, one of the most important part of BIA is the efficient prioritization 

of the company’s objectives. The specific task is performed so that the most critical business functions will be 

restored first and within an accepted timeframe.  Despite the significance of the specific task, modern enterprises 

do not follow a standard classification method for their critical business functions. On the contrary, the criticality 

estimation of a given business function is a vaguely performed task during the Business Impact Analysis (BIA) 

process, since the BIA process itself requires interviews with senior managers who may have different perspectives 

[5]. The current paper introduces a modern approach for the standard and optimum classification of core enterprise 

IT business functions. The contribution involves mathematical equations as well as decision making algorithms 

for its standardization. 

2 Background-Problem statement 
One of the crucial steps of the business continuity management process is the determination of the most critical 

business functions of an organization, as well as the resumption timeframes of these functions in a proactive and 

predictive manner. Based on a definition of the European Banking Authority [4], a function, is a structured set of 

activities, services or operations that are delivered by the institution or group to third parties (including its clients, 

counterparties, etc.). The concept of “critical function” is intrinsically linked to the concept of the underlying 

services that are essential to the setting up of the deliverable services, relationships or operations to third parties. 
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When mathematical models and software tools are proposed towards the implementation of Business Continu-

ity/Disaster Recovery policy, they do not include any accurate or standard procedure towards the criticality ranking 

of the business functions. 

The International Organization of Securities Commissions (IOSCO) [9], underlines that various market inter-

mediaries in different countries relate criticality of a given function with the estimated recovery time, while other 

support that criticality is related to the impact that an outage would have from a financial, customer, reputational, 

legal or regulatory. Another study performed by The Rowan University Business Continuity Management program 

(Rowan University BCM Policy, 2014) [14], underlines that high criticality ranking is related to business functions 

that contain intricate and complex procedures. Still, the diversity of opinions towards the criticality ranking of 

organizational functions reveals the lack as well as the necessity of the presence of standard classification proce-

dures based on strong mathematical methods and decision making algorithms. 

Considering the above statements, the author of the current work introduces a modern method for the optimal 

classification of IT business functions in an enterprise. The core idea behind the contribution is that the criticality 

ranking of a given business function is based on its complexity. Organizational literature has considered complex-

ity as an important factor in influencing organizations [7]. The method follows the principles of the Use Case 

Points [10] method for estimating software complexity. The basis of the current contribution is to classify a busi-

ness function according to the Unadjusted Points value as calculated by Karner. The algorithmic procedure for 

deriving precise criticality ranking for any business function follows the rules of the binary classification decision 

trees. The optimum criticality ranking of a given function will lead to its reasonable and objective business impact 

analysis including the estimation of its recovery time as well as the recommendation of appropriate types of busi-

ness continuity exercises based on various types of recovery scenarios. 

3 Methods and tools 

3.1 Calculation of the unadjusted points of a business function according to Use Case 

Points 

According to Karner [10], the first part of the Use Case Points method for estimating software complexity, is 

devoted to the calculation of the Unadjusted Points. The specific part of the approach classifies Actors and Use 

Cases and estimates the total value of unadjusted points. Of course the specific calculation is not enough for esti-

mating the required time for the development of a software application, and Karner introduced various factors 

(Technical and Environmental) which are also taken into consideration throughout the specific process. However, 

the specific value is considered as an initial software complexity index. 

The current contribution, applies similar principles to estimate an initial index for the complexity of an IT 

business function. The differentiation from the Use Case points, is that the Actors are further classified as Human 

Level Actors and Application Level Actors. Moreover, the Use Cases are now replaced by Business Functions. The 

classification of the actors and the business functions is depicted at Table 1.  

Human Level 

Actors 

Application Level 

Actors 

Actor’s 

Weight 

Business 

Function 

Weight of a 

Business 

Function 

Simple 

(Employee) 

Simple (External 

System with a de-

fined API (Appli-

cation Interface)) 

0.5 Simple (<=3 

business pro-

cesses)  

0.5 

Average 

(Supervisor) 

Average (External 

system interacting 

through a protocol 

such as TCP/IP) 

1 Average 

(>=4 and 

<=7 business 

processes) 

1 

Complex 

(Business Man-

ager/Expert) 

 

Complex (Person 

interacting via 

GUI (Graphical 

User Interface 

1.5 Complex (>7 

business pro-

cesses) 

1.5 

Table 1 Classification of actors and business functions according to the contribution 

The derived equations of the contribution are similar to the equations of the Use Case Points. Thus, the Unadjusted 

Points are formulated as follows: 
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i

ii WΑUHW
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where UHW is the Unadjusted Human Weight value, 𝐴1𝑖 is Human Level Actor i, and 𝑊𝑖 is the Actor’s ith  Weight, 

in order to compute Human Level Actors, 

 

  



n

i

ii WΑUAPW
1

2  (2) 

where UAPW is the Unadjusted Application Weight value, 𝐴2𝑖 is Application Level Actor i, and 𝑊𝑖 is the Actor’s 

Weight, and  

 

  



n

i

ii WBPUBFW
1

 (3) 

where, UBFW= Unadjusted Business Function Weight, n = Number of included Business Processes,  (𝐵𝑃𝑖)  is the 

Type of the given Business Process i and  𝑊𝑖 is the Weight of the corresponding Business Process. Based on the 

above equations it is concluded that the total number of unadjusted points should be provided by the sum of UHW, 

UAPW and UBFW values. The derived value is entitled Unadjusted Business Function Recovery Points (UBFRP). 

The word recovery indicates that the specific value will be considered for the further estimation of the demanded 

recovery time effort. The detailed description of the estimation of the recovery time is described by the author in 

[13].  

The derivation of the UBFRP value helps in the initial, rapid, easy but standard classification of a given busi-

ness function according to its complexity. The precise classification of the business function is described in the 

results section of the current paper. For the estimation of the approximate recovery time in case of an unexpected 

failure, more factors have to be considered and their description is beyond the scope of this article. 

3.2 General classification of IT business functions 

Gibson [6] classifies critical IT business functions into four (4) different levels, namely Impact Value Levels, 

based on two important values that is, the Recovery Time Objective (RTO) and the Maximum Accepted Outage 

(MAO). These values indicate a logical and a maximum timeframe within which an IT business function should 

be brought back to its normal operation. The classification of Gibson is depicted at Table 2. The initial estimation 

of the complexity (UBFRP) value of a given function enables us to classify it rapidly according to these rules. 

  

Levels Importance/Criti-

cality of BF 

RTO MAO 

L1 BF should operate 

without interrup-

tion 

<2 hours =2 hours 

L2 BF may be inter-

rupted for a short 

period 

<24 hours =24 hours 

L3 BF may be inter-

rupted for 1 or 

more days 

<72 hours (3 

days) 

=72 hours (3 

days) 

L4 BF may be inter-

rupted for ex-

tended period 

<168 hours 

(1 week) 

=168 hours (1 

week) 

Table 2 Classification of IT business functions based on RTO and MAO timeframes 

3.3 Algorithmic expression of the method via binary classification decision trees 

The author utilizes a decision tree in order to depict the algorithmic decision making process towards the classifi-

cation of an IT business function based on its criticality. Decision tree learning is one of the most widely used 
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techniques. Its accuracy is competitive with other learning methods and it is very efficient. The learned classifica-

tion model utilized in our case is the Classification and Regression Tree (CART) approach, which is introduced 

and described in detail by Breiman et al [3]. Grąbczewski [8], in his recent study, mentions that the method is 

designed to be applicable to both classification and regression problems. The algorithm is nonparametric and cre-

ates binary trees from data described by both continuous and discrete features. The same study [15] mentions that 

exhaustive search for the best splits estimates split qualities with the impurity reduction criterion with impurity 

defined as so called Gini (diversity) index. The decision tree built by the CART algorithm is always a binary 

decision tree (each node will have only two child nodes). The specific index is provided by the following formula:  

 

 



n

j

jpTGini
1

2

)(1)(  (7) 

where, p(j) is the relative frequency of class j in T, and T is the dataset which contains examples of n classes. For 

the induction of the decision tree, the node split is automatically derived with the help of the R-Studio software. 

4 Results 

4.1 Initial estimation of the UBFRP Values 

The first part of the current work involves the estimation of specific values regarding the Unadjusted Business 

Function Recovery Points (UBFRP) as described in the 3.1 section of the paper. The calculations have been per-

formed with the creation of formulas in Microsoft Excel 2013. The inferred results are depicted at Table 3. The 

table includes the most representative UBFRP values which indicate changes in the decision making process, 

regarding not only the classification of the process as critical or non-critical, but also the assignment of the precise 

Level of importance and approximate RTO/MAO values according to Table 2. The calculations include a Simple, 

an Average and a Complex representative recovery scenario regarding IT business functions in case of their oper-

ational failure. The Simple scenario involves 1 Simple Human Level Actor, 1 Average Human Level actor and 1 

Complex Human Level Actor (1, 1, 1). In a similar way, the Average Scenario is a (1, 2, 2) Human Level Actor 

combination and the Complex Scenario involves a (1, 3, 3) Human Level Actor combination. The three scenarios 

have corresponding combinations for Application Level Actors and Business Function categories.  

 

Recovery Sce-

nario 

UHW UAPW UBFW UBFRP 

Simple (1,1,1) (1,1,1) (1,1,1) 9 

Average (1,2,2) (1,2,2) (2,2,2) 15 

Complex (1,3,3) (1,3,3) (3,3,3) 21 

Table 3 Classification of IT business functions based on RTO and MAO timeframes 

4.2 Decision Tree induction in R-Studio 

The specific software tool has been selected by the author for decision tree induction, due to the fact that it supports 

tree induction with various algorithms, i.e. ID3, C4.5 and CART. For the implementation of the CART algorithm 

2 main packages in R-Studio had to be utilized, that is (tree) and (rpart) package. The author of the current article 

has performed both approaches, and both inferred the same result. The purpose of the research was to use the 

specific software tool for implementing a binary final decision of whether a business function should be classified 

as critical for immediate recovery or not, according to the above inferred UBFRP values. The decision tree was 

formulated after importing a detailed dataset with all the UBFRP values in Ms Excel, from a corresponding .txt 

file. The code required for installing the tree package and generating the decision tree according to the CART 

algorithm is depicted below: 

 

> install.packages("tree") 

> library(tree) 

> t3<-tree(IVL~UBFRPVAL, data=UBFRP_VALUES_2, method="recursive.partition") 

> plot(t3) 

> text(t3) 
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> print(t3) 

node), split, n, deviance, yval, (yprob) 

      * denotes terminal node 

 

1) root 25 67.70 L4 ( 0.2000 0.2400 0.2000 0.3600 )   

  2) UBFRPVAL < 14.5 14 18.25 L4(NO) ( 0.0000 0.0000 0.3571 0.6429 )   

    4) UBFRPVAL < 9.5 9  0.00 L4(NO) ( 0.0000 0.0000 0.0000 1.0000 ) * 

    5) UBFRPVAL > 9.5 5  0.00 L3(NO) ( 0.0000 0.0000 1.0000 0.0000 ) * 

  3) UBFRPVAL > 14.5 11 15.16 L2(YES) ( 0.4545 0.5455 0.0000 0.0000 )   

    6) UBFRPVAL < 20.5 6  0.00 L2(YES) ( 0.0000 1.0000 0.0000 0.0000 ) * 

    7) UBFRPVAL > 20.5 5  0.00 L1(YES) ( 1.0000 0.0000 0.0000 0.0000 ) * 

The corresponding data.frame, or dataset, as well as the inducted tree are depicted at Fig. 1 and Fig. 2 respectively. 

The final nodes of the decision tree provide information about the impact value level of the function, as it is 

proposed by Gibson, as well as the Boolean decision about whether the given business function is critical or not 

(YES/NO). Root node is the UBFRP Value, according to which (If UBFRPVAL<14,5 then BF_Non-Critical =  

YES, with Impact Value Levels L3, L4) the criticality of the given function is determined. 

 

Figure 1 Decision tree inducted in R-Studio 

 

 

Figure 2 Dataset in Excel file for generating decision tree in R-Studio 

5 Discussion 
The major challenge of the current paper is the determination of the recovery complexity of a business function 

based on software complexity estimation. Can the two complexities be compared and could we derive reasonable 

complexity measurements for an IT business function this way? From the author’s standpoint the answer to this 

question is positive since IT business functions rely on information systems and applications whose complexity is 

estimated by the Use Case Points method. Another issue of major importance is the simplicity of an approach so 

Mathematical Methods in Economics 2016

697



as to achieve early and proactive, in terms of the formulation of the BIA document, classification of critical IT 

business functions. Miller and Engemann [11] state that, to be effective, methods to prioritize objectives should 

have some analytical rigor while at the same time, not being so complex that decision makers cannot use them. 

The current method is standard, follows algorithmic principles and provides reasonable results of impact value 

levels through which efficient and timely binary classification of the enterprise business functions as critical/non-

critical can be determined, at least in a primary level. These elements of the presented method are highly advanta-

geous for IT managers in modern enterprises. 

6 Conclusion – Future work 

The current paper introduced a part of an ongoing research in the field of IT Business Continuity Management, 

which focuses on the classification of IT business functions based on their criticality. The criticality is determined 

based on the complexity of the business function and its corresponding recovery timeframe. The primary principle 

is “the more complex the business function, the less time should be afforded for its recovery”. The method is 

formulated according to the Use Case Points principles for software complexity estimation. Moreover, the classi-

fication of a specific IT business function is implemented according to the CART algorithm for decision tree 

classification. The contribution, which is addressed to the business impact analysis (BIA) formulation, is promising 

for enterprise business continuity management due to its simplicity and its preciseness, taking into consideration 

that rapid decisions for business impact analysis can be taken. Future work will include the software development 

for the specific functionality, because automation for deriving the criticality classification results is highly de-

manded by enterprises. The software tool will include not only a primary classification of a given IT business 

function, but also the precise time required for its recovery. The software tool will include both a desktop applica-

tion as well as a web platform. 
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Abstract. In the last few years two operation systems for tablets: Android and iOS 

dominate in all states of European Union. Android is leading almost through whole 

Europe, it has a dominant position in all EU countries except the UK with a relative-

ly small variations. Four social networks that are used on tablets, having the largest 

number of users in Europe include Facebook, Twitter, Stumble Upon and Pinterest. 

The number of portable electronic devices, whose major portion consists tables, is 

now experiencing worldwide growth. The aim of the paper is to create a regression 

model for individual model platforms and social networks for tablets in Europe, with 

a focus on the European Union and their analysis. The result of this paper will be al-

so determination the degree of sensitivity of individual parameters in regression 

models. 

Keywords: Social network, Regression, Tablet, European Union. 

JEL Classification: C58, G21, C610 

AMS Classification: 90C15 

1 Introduction 
The number of mobile devices more than doubled over the last two years in the Czech population. It results from 

a comparative analysis of data research of the Media project [11]. The fastest expansion is of distribution of 

tablets in last two years, whose numbers have tripled. 1.9 million people aged 12-79 years, representing 22 per-

cent of the population currently own tablet according to their research [11]. 

In the European Union dominate two operating systems for tablets in last few years: Android and iOS. Other 

operating systems for tablets, namely Linux and Win8.1 RT, occupy only a small part of the market [1]. An-

droid, which has a dominant position throughout Europe, also has a dominant position in all EU countries except 

the UK. According to standard deviations can be seen relatively small variations across the EU. Unlike iOS, this 

with a smaller variation achieves major deviations [1]. 

Facebook, Twitter, Stumble Upon and Pinterest are four social networks with the largest number of users us-

ing tablets in the European Union [11]. 

Social networks have been studied by many authors [6], [7]. 

The most important social network with many active users all around the world Facebook was founded in 

2004. Facebook’s mission is to give people the power to share and make the world more open and connected. 

People use Facebook to stay connected with friends and family, to discover what’s going on in the world, and to 

share and express what matters to them. Facebook popularity and distribution of users by age shows Figure 1. 

Statistics: 

 890 million daily active users on average for December 2015; 

 745 million mobile daily active users on average for December 2015; 

 1.39 billion monthly active users as of December 31, 2015; 

 1.19 billion mobile monthly active users as of December 31, 2015; 

 approximately 82.4% of our daily active users are outside the US and Canada [2]. 
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Figure 1 Facebook popularity and distribution of users by age [2] 

Analysis in following chapters is focused on the European Union, states in Eurozone and states in European 

Union with their own currency. 19 countries of the European Union in Eurozone are: Belgium, Estonia, Finland, 

France, Ireland, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Portugal, Austria, Greece, 

Slovakia, Slovenia and Spain. 

2 Data and methodology 

Stats are based on aggregate data collected by StatCounter [4] on a sample exceeding 15 billion pageviews per 

month collected from across the StatCounter network of more than 3 million websites. Stats are updated and 

made available every 4 hours, however are subject to quality assurance testing and revision for 14 days from 

publication [4]. 

StatCounter is a web analytics service, tracking code is installed on more than 3 million sites globally. These 

sites cover various activities and geographic locations. It provides independent, unbiased stats on internet usage 

trends, which are not collated with any other information sources. No artificial weightings are used [4]. 

3 Analysis for Eurozone (19 states) 
The correlation analysis will be performed in this part at first. Correlation matrix will be composed. This matrix 

will be established between different social networks and mobile platforms [3], [5]. Subsequently regression 

models will be developed where the dependent variable is the relevant social network, respectively mobile plat-

form architecture and the independent variable is time (in years 2012-2015 for all countries of the Eurozone). 

3.1 Correlation Analysis for Eurozone 

The correlation analysis through all the years and states - marked correlations at a significance level of 0.05 are 

statistically significant. See Table 1 and Table 2. 

variable Facebook Twitter StumbleUpon Pinterest Other I 

Facebook 1.000000 -0.813517 -0.756457 -0.858389 -0.668029 

Twitter -0.813517 1.000000 0.512300 0.505493 0.293331 

Stumble 

Upon 
-0.756457 0.512300 1.000000 0.662972 0.564610 

Pinterest -0.858389 0.505493 0.662972 1.000000 0.734851 

Other I. -0.668029 0.293331 0.564610 0.734851 1.000000 

Table 1 Results of correlation analysis – correlation matrix for social networks 

variable iOs Android Other II. 

iOs 1.000000 -0.994559 -0.029220 

Android -0.994559 1.000000 -0.045848 

Other II. -0.029220 -0.045848 1.000000 

Table 2 Results of correlation analysis – correlation matrix for platforms 
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The significant correlation relations among variables can be seen from the correlation coefficients in Table 1 and 

Table 2. The significance was detected by Statistica software version 1.12. The insignificant relationship is be-

tween variables Other I. and Twitter or Other II and Android, iOS. 

3.2 Regression Analysis for Eurozone 

The regression models for variables Facebook, Twitter, StumbleUpon, Pinterest, Other I, iOS, Android and Oth-

er II will be analyzed in this part [8], [10], [12]. 

The regression models are properly assembled, the quality of the model is verified based on the p-values for 

the parameter beta b (the parameter is statistically significant at a level of 0.05, p-value is less than the signifi-

cance level). The quality of the entire regression model is satisfied (p-value 0.0000), determination index is less 

than the statistic Durbin-Watson - it is not an apparent regression. This is applied to all models. Facebook and 

Android are expected a growing trend according to the regression model. StumbleUpon, Pinterest and iOS are 

expected conversely decreasing trend [9]. 

The regression coefficient indicates how much the variable changes when you increase the time unit by one. 

A positive sign means that the value will increase with the growth of time units, negative value of the variable 

will decrease with an increase in the time unit. See Table 3 and Table 4. 

 

variable Regression pa-

rameter 
p-value 

Confident inter-

val -95% 

Confident inter-

val +95% 

Facebook 0.573 0.00000 4.305 8.578 

Twitter -0.460 0.00000 -4.380 -1.656 

Stumble 

Upon 
-0.520 0.00000 

-1.401 -0.636 

Pinterest -0.470 0.00000 -2.577 -1.006 

Other I. -0.330 0.00340 -1.02 -0.209 

Table 3 Summary results of regression analysis for social networks 

 

variable Regression pa-

rameter 
p-value 

Confident inter-

val -95% 

Confident inter-

val +95% 

iOs -0.610 0.00000 -7.917 -4.287 

Android 0.575 0.00000 3.824 7.591 

Other II. 0.450 0.00000 0.213 0.575 

Table 4 Summary results of regression analysis for platforms 

The tables above present the regression parameters "b" as well as the confidence intervals, which comple-

ment the conclusions regarding the statistical significance of the regression parameters. The regression parame-

ters for all variables were identified as statistically significant (rejecting the null hypothesis H0: the regression 

parameter is insignificant), but the conclusion should be complemented by the confidence interval, respectively 

determining the interval in which the relevant parameter ranges. 

The growth respectively average growth can be expected in the range values of 4.305 to 8.578 in the social 

network Facebook. The variable Twitter is expected to decline between the values of -4.380 to -1.656 in the next 

period. StumbleUpon, Pinterest and Other I. variables for mobile iOS platform also can be expected to decline in 

the next period, while Android is expected to grow. 

4 Analysis for European Union without Eurozone (9 states) 
The correlation analysis and regression models in years 2012-2015 for all countries out the Eurozone (9 states) 

will be performed in this part. 

4.1 Correlation Analysis for states out of Eurozone 

Table 5 and Table 6 show marked correlations at a significance level of 0.05, which are statistically significant. 

 

variable Facebook Twitter StumbleUpon Pinterest Other I 

Facebook 1.000000 -0.863876 -0.758516 -0.888166 -0.836347 

Twitter -0.863876 1.000000 0.626506 0.602293 0.605628 
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Stumble 

Upon 
-0.758516 0.626506 1.000000 0.614636 0.459498 

Pinterest -0.888166 0.602293 0.614636 1.000000 0.839374 

Other I. -0.836347 0.605628 0.459498 0.839374 1.000000 

Table 5 Results of correlation analysis – correlation matrix for social networks 

variable iOs Android Other II. 

iOs 1.000000 -0.996267 -0.251372 

Android -0.996267 1.000000 0.193457 

Other II. -0.251372 0.193457 1.000000 

Table 6 Results of correlation analysis – correlation matrix for platforms 

The significant correlation relations among variables can be seen from the correlation coefficients in Table 5 and 

Table 6. The significance was detected by Statistica software version 1.12. The insignificant relationship is be-

tween variables Other I. with StumbleUpon and Other II with Android and iOs. 

4.2 Regression Analysis for states out of Eurozone 

The regression models for variables Facebook, Twitter, StumbleUpon, Pinterest, Other I, iOS, Android and Oth-

er II will be analyzed in this part [8], [10], [12]. 

The regression models are properly assembled, the quality of the model is verified based on the p-values for 

the parameter beta b (the parameter is statistically significant at a level of 0.05; p-value is less than the signifi-

cance level). The quality of the entire regression model is satisfied (p-value 0.0000), determination index is less 

than the statistic Durbin-Watson - it is not an apparent regression. This is applied to variables Facebook, Stum-

bleUpon, Pinterest, iOS and Android. Twitter, Other I and Other II aren´t for regression models statistically 

significant. Facebook and Android are expected a growing trend according to the regression model. Stum-

bleUpon, Pinterest and iOS are expected conversely decreasing trend [9]. 

The regression coefficient indicates how much the variable changes when you increase the time unit by one. 

A positive sign means that the value will increase with the growth of time units, negative value of the variable 

will decrease with an increase in the time unit. See Table 7 and Table 8. 

 

variable Regression pa-

rameter 
p-value 

Confident inter-

val -95% 

Confident inter-

val +95% 

Facebook 0.438 0.00810 1.262 7.615 

Twitter -0.310 0.063 -3.152 0.092 

Stumble 

Upon 
-0.600 0.00010 

-1.507 -0.551 

Pinterest -0.390 0.02010 -2.468 -0.221 

Other I. -0.260 0.118 0.120 -1.217 

Table 7 Summary results of regression analysis for social networks 

 

variable Regression pa-

rameter 
p-value 

Confident inter-

val -95% 

Confident inter-

val +95% 

iOs -0.450 0.00560 -13.110 -2.410 

Android 0.437 0.00780 2.162 13.104 

Other II. 0.096 0.58080 -0.333 0.586 

Table 8 Summary results of regression analysis for platforms 

Similar conclusions are also found in countries that are not part of the Eurozone, despite the higher p-values 

and thus less difference compared to the 0.05 level of significance than was the case in the Eurozone countries. 

The regression parameters were not identified as statistically significant for all the variables (rejecting the null 

hypothesis H0: the regression parameter is insignificant). Parameters Twitter, Other I and Other II were labeled 

as statistically insignificant..  

The growth respectively average growth can be expected in the range values of 1.262 to 7.615 in the social 

network Facebook. The variable Twitter is expected to decline between the values of -3.152 to 0.092 in the next 
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period. StumbleUpon, Pinterest and Other I. variables for mobile iOS platform also can be expected to decline in 

the next period, while Android is expected to grow. Average increases, respectively decreases are shown in the 

confidence interval. 

5 Graph results 
The results from previous chapters are illustrated by the figures below. Figures 3 and 4 show the boxplot com-

parison for different parts of Europe in years 2012 and 2015 for all variables. Growing trend for most of the 

compared countries can be seen in tables in previous chapters. Values in Figure 4 are for many countries much 

higher than values in Figure 3. 

 

 Figure 3 Boxplot comparisons for different parts of Europe in 2012 

 

Figure 4 Boxplot comparisons for different parts of Europe in 2015 

6 Discussions 

The trend of social network Facebook is surprising in comparison with others social networks. Facebook is ex-

pected to grow, while Twitter, StumbleUpon and Pinterest are expected to decline. A similar phenomenon occurs 

in the case of mobile platforms. iOS is expected to decline in the upcoming period, while the growth of Android 

is anticipated. The argument proving the summary above could be a correlation matrix, respectively values of the 

individual correlation coefficients. 

The compared confidence intervals have approximately the same values for both the Eurozone countries and 

countries outside the Eurozone except variable Facebook. Values for social network Facebook will grow faster 

in the Eurozone countries than in countries outside the Eurozone for the upcoming season. 

Mathematical Methods in Economics 2016

703



7 Conclusions 
The popularity of social networks is experiencing a worldwide growth (including people 60+). The number of 

users is increasing thanks to connectivity with mobile devices. It can be seen that Eurozone states and states with 

its own currency have the same trend in the upcoming period for both social networks and mobile platforms.  

The price is the main reason, why cheap Android dominates the market of mobile devices against expensive iOS. 

Another reason is the brand of tables. Nowadays are popular products from Asia manufactures, which use in 

most cases Android operating system. Among other factors affecting the sale of various mobile devices are pro-

motions, the purchasing power of the population, popularity, reliability, price, charging patent, easy to install 

software etc. 

The analysis shows that for the social network Facebook is expected to grow for both compared areas – Eu-

rozone and states outside Eurozone. The variable Twitter is expected to decline in next period. StumbleUpon, 

Pinterest and Other I. for the mobile iOS platform are also expected to decline in the coming period, while An-

droid is expected to grow. 

The results of regression models can be used as a recommendation for further development in the area. The 

results can be an incentive for additional marketing promotion and development within social networks. It can be 

also used for more complex regression models and further research. 
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Dynamics Model of Firms’ Income Tax

Pavel Pražák 1

Abstract. The aim of this paper is to introduce a simple dynamic model
that describes the tax revenue of a given government. The paper deals with
a modification of Ramsey model that uses the neoclassical dynamical model
and determines the optimal consumption as a result of optimal intertemporal
choices of individual households. For simplicity the model considers only a tax
on income of firms. This leads to a different selecting of optimal prices of labor
and capital services. Euler equation of optimal consumption path of household
is then introduced as well as its particular interpretation. We also study long-
term effects of taxation of the given model. Hence the steady state of the
dynamical model is introduced and then a formula for steady state Laffer curve
is derived. Having this formula we further study the properties of optimization
of tax revenue. First, it is shown that the optimal tax rate is dependent on
the magnitude of elasticity of capital which is an exogenous parameter of the
neoclassical production function. Then methods of comparative statics are
used to find a sensitivity of tax revenue at steady state of the economic unit
on some parameters.

Keywords: Laffer Curve, taxation, consumption, optimal control.

JEL classification: C61, H21, E62
AMS classification: 49J15, 39C15

1 Introduction

Governments use taxes to finance their public services. Although we understand this reality well we rather
prefer low tax rates. In past decades some supply side economists suggested tax cuts and claimed that low
tax rates can stimulate investment, spending and consumption that can support economic growth, [4],
[3], [13]. Their argumentation was partially supported by popular Laffer curve, [8]. The fact that some
taxes were reduced in the last two decades in European Union countries can be documented on Figure
1. Particularly in the Czech Republic the corporate income tax rate was gradually reduced from 40% in
1995 to 19% in 2010, [7]. Because lower corporate tax can attract more foreign investments it is preferred
by government that plan to improve technology equipment or that want to improve employment in the
given country. However, the cutting taxes without corresponding cutting government spending can result
in fluent increase in budget deficit, [3], [9]. It seems that the recent debt crisis in some EU countries can
stop tax cut trends and even it can reverse some of them. The debate on the level of tax rates is therefore
still unfinished and current. It is known that taxes can change equilibrium prices and quantities of taxed
goods, [9], which can influence tax revenue. We think that it is useful to construct models that allow us
to study the influence of different endogenous or exogenous parameters of the model on tax revenue, [13].
The aim of this paper is to answer the partial question of how the behaviour of households and firms in
an economic unit can adjust if fiscal policy of a government changes tax rate on firm’s income.

2 Methods

A dynamic macroeconomic model that consists of household and production sectors will be considered.
The production sector will be represented by a production function. The government sector will be
represented only by an exogenous parameter given by tax rate on output of production sector. It is
considered that households maximize their total consumption over the planning period and that they
are constrained by their budgets at each period. It means that their purchases can be financed by

1University of Hradec Králové, Faculty of Informatics and management, Department of Informatics and Quantitative
Methods, Rokitanského 62, Hradec Králové, Czech Republic, pavel.prazak@uhk.cz
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Figure 1 Reduction of tax rate on corporate income of EU countries in 1995 and 2013, in %., [7].

their incomes after tax. The problem of maximization the total utility of consumption will be given
as a discrete time dynamic optimization problem, [12], [2]. Such a problem can be characterized by
two principal features: a) the evolution of a given macroeconomic system is described by a discrete
time dynamical system and b) a cost function that represents the demand of a planner is given. The
dynamical system that describe the evolution of a state variable can be controlled by a control variable.
In a model with discrete time a difference equation can be used, [11]. The aim of the optimization
problems is to find maximum (or minimum) of a given cost function with respect to constraint that is
represented by a difference equation. Since a long-last planning horizon will be considered, a dynamic
optimization problem over an infinite horizon will be used. The advantage of this formulation is that it is
not necessary consider what happens after a finite horizon is reached. Then necessary optimal conditions
can be formulated, [6], [2], [10]. These conditions allow finding candidates for optimal solution.

3 Model

Two main sets of agents will be considered. Households own labor and assets and receive wages and rental
payments. Firms produce homogeneous output and rent labor and capital. Instead of considering all
particular households or all particular firms we introduce a representative household or a representative
firm. The representative household is a model that is used for the decisions of many hidden small
households. Similarly, the representative firm is a model that is used for the decisions of many hidden
small firms. Government will be represented only indirectly by its tax rate on output of the representative
firm. There are several markets. The rental market for labor L with price w,w > 0, and capital services
K with price R,R > 0. Households can borrow and lend with the interest rate r, 0 < r < 1, at the assets
market. Firms sell their products at the market for final output that is considered to be competitive.
The commodity price in this market is normalized to unity. The objective of the representative firm is
to maximize its after-tax profit at each time period. For further analysis we consider that the revenue is
non-deductible and that the profit of the firm can be expressed in the following form

Π(K,L) = (1− τ)F (K,L)−RK − wL, (1)

where F (K,L) is a production function and τ, 0 < τ < 1, is a constant tax rate, which is an exogenous
parameter given by government. This situation correspond with value-added tax. For alternative profit
function and further discussion see section 5 of this paper. The first order conditions for the problem (1)
are given by the following equations

(1− τ)
∂F

∂K
−R = 0, (1− τ)

∂F

∂L
− w = 0. (2)

Notice that in this model the optimal price of capital services or wages are dependent on tax rate τ. If it
is assumed that the production function is neoclassical with constant returns to scale the output can be
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written as
Y = F (K,L) = LF (K/L, 1) = Lf(k), (3)

where k = K/L is capital-labor ratio, y = Y/L is per capita output and f(k) = F (k, 1) is intensive
neoclassical production function with corresponding properties, [1]. Using the given notations equations
(2) can be rewritten as

(1− τ)f ′(k) = R, (1− τ)(f(k)− kf ′(k)) = w. (4)

Assume further that T (τ) denotes the tax revenue of the government per one period when the tax rate
is τ , then

T (τ) = τ · Y = τ · Lf(k). (5)

The household’s preferences can be represented by an infinite series of additive intertemporal utility
function with a constant rate of time preference

∞∑

t=0

βtu(ct), (6)

where u(.) is an intertemporal utility function with standard properties, [1], ct is a consumption of
household at period t, β = 1/(1 +ρ) is a rate of time preference and ρ ≥ 0 is a discount rate. A low value
of β indicates that the household is impatient and it prefers current consumption to future consumption.
If the household cares equally about the present and the future consumption, then β = 1. The household
chooses a consumption plan which maximizes its total life time utility subject to its budget constraint.
This constraint can be expressed as a difference equation for household’s assets at and has a form

at+1 = wt + (1 + rt)at − ct, t ≥ 0, (7)

with a given initial value a0. Now the objective of the representative household can be shortly written as

max
ct≥0

{ ∞∑

t=0

βtu(ct), at+1 = wt + (1 + rt)at − ct
}
. (8)

To solve this infinite time horizon problem (8) the discrete version of the maximum principle can be used,
[10]. The household can freely choose the level of consumption ct in each period t in response to change
of the tax rate τ. It means that consumption ct is a control variable and its assets at is a state variable
of the given problem. First we introduce the current value Hamiltonian

H(at, ct, λt+1) = u(ct) + βλt+1(wt + (1 + rt)at − ct), (9)

where λt+1 is the adjoint variable. Then the first-order necessary conditions can be expressed as system
of two difference equations

∂H

∂c
(at, ct, λt+1) = u′(ct)− λt+1 = 0, t ≥ 0, (10)

∂H

∂a
(at, ct, λt+1) = βλt+1(1 + rt) = λt, t ≥ 1. (11)

If (10) is substituted into (11) we gain the following Euler equation

u′(ct) = β(1 + rt)u
′(ct+1), (12)

that represents the necessary condition of the given optimal control problem. Equation (12) describes the
optimal local trade-off between consumption in two succeeding periods and its intuitive interpretation is
as follows. The household cannot gain anything from redistributing consumption between two succeeding
periods. A one unit reduction of consumption in the first period lowers the utility in this period by
u′(ct). The one consumption unit which is saved in the first period can be converted into (1 + rt) units
of consumption in the second period and it can raise the second period utility by discounted value
β(1 + rt)u

′(ct+1). The Euler equation states that these two quantities are equal at the global optimum.
We will return to this equation once again later.
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4 Results and Interpretations

The equilibrium of the economy is a process that is described by the quartet (ct, at, kt, yt) and cor-
responding prices (wt, Rt, rt) such that households and firms behave optimally and all markets clear.
Optimization of the representative firm is given by (4). Optimization of the representative household is
given by (7), (12). Because no arbitrage in asset market is considered, the return from capital stocks that
depreciate at the constant rate δ, 0 < δ < 1, is equal to return from interest rate. It can be written as

Rt − δ = rt. (13)

Consider a closed economy and clearing at the asset market. The only asset in positive net supply is
capital, because all the borrowing and lending must cancel within the closed economy. It means that the
equilibrium in this market is characterized by the following equality

kt = at. (14)

If we use this relation, relations (4), (13) and substitute them into (7), we get

kt+1 = (1− τ)f(kt) + (1− δ)kt − ct. (15)

If we use again (14), (4) and substitute them into Euler equation (12), we get

u′(ct)
βu′(ct+1)

= (1− τ)f ′(kt) + (1− δ). (16)

The left side of this equation is the household’s marginal rate of substitution (MRS) between consump-
tion in the two succeeding periods. The right side of this equation is the household’s marginal rate of
transformation (MRT), which is how much extra output results the next period consumption from an
additional unit of saving this period. The Euler equation states that in optimal consumption process
MRS is equal to MRT. Assume now that a steady-state of the economy has been already reached and
let us study long run effects of taxation. In the steady-state both the capital stock and the consumption
remain constant in time. It means that kt = k◦ and ct = c◦ for all t, respectively. If we apply properties
of steady state in equation (16) and use the fact that β = 1/(1 + ρ), we gain the following equation for
stationary value of capital

f ′(k◦) =
ρ+ δ

1− τ · (17)

Knowing stationary value of capital relation (15) can be used and the stationary value of consumption
can be found

c◦ = (1− τ)f(k◦)− δk◦. (18)

To be able to solve equation (17) we introduce intensive Cobb-Douglas production function

y = f(k) = Akα, (19)

where α, 0 < α < 1, is an output elasticity of capital and A,A > 0, is the level of technology, [1]. If the
derivative of (19) is substituted into (17) we get

k◦ = (1− τ)
1

1−α ·
(
Aα

ρ+ δ

) 1
1−α

. (20)

If (20), (5) and the assumption that labor L has a constant magnitude the following closed form solution
to the steady state of tax revenue can be found

T (τ) = τLf(k◦) = τLA(k◦)α = τ(1− τ)
α

1−α · LA 1
1−α

(
α

ρ+ δ

) α
1−α

(21)

The graph of function (21) has reversed U shape and can be considered as a model of the Laffer curve for
the steady state of the economic unit, see Figure 2. The settings for the left panel of this figure is δ = 0.3,
ρ = 0.8, A = 1, L = 1 and α = 0.6. The settings for the right panel of this figure remains the same with
one modification α = 0.4. Using (21) it can be proved that the maximum tax revenue of government is
reached for tax rate τopt = 1 − α. As a consequence of these observations we can summarize that the
Laffer curve effect can be observed if τ > 1− α.

Mathematical Methods in Economics 2016

708



Figure 2 Laffer curve for different parameter specification.

5 Discussion

For the further analysis methods of comparative statics will be used. If the derivative of (21) with respect
to A is considered and this result is used to find the total differential of T (τ), we successively get

∆T (τ)
T (τ)

∆A
A

=
1

1− α = ηA, (22)

which means that the point elasticity of steady state tax revenue for technology level A is (1−α)−1. Now
we can estimate the effect of a change of the technology level: 1% increase in the level of technology A
causes (1− α)−1% increase in steady state tax revenue. Similarly the point elasticity of steady state tax
revenue for capital productivity α can be determined

∆T (τ)
T (τ)

∆α
α

=
α

(1− α)2
·
(

1− α+ ln
(1− τ)αA

ρ+ δ

)
= ηα. (23)

It means that 1% increase in the capital productivity α causes ηα% increase/decrease in steady state tax
revenue. If the same setting as in Figure 2 (the left panel) is used, then for τ = 0, 2 we gain ηα = −1.6.
Hence 1% increase in the output elasticity of capital α causes 1.6% decrease in steady state tax revenue.

Another important note that has to be mention is the problem of profit function of the representative
firm that is given by (1). Assuming that the revenue of the firm is deductible the after-tax profit of the
firm can be written in a more appropriate way as

Π(K,L) = (1− τ)(F (K,L)−RK − wL). (24)

The study of the steady-state level of capital in the model with profit function (24) will be analyzed in
another study.

6 Conclusion

A good tax system allows a government to withdraw enough money to finance its public services. In the
past the question of maximization of tax revenue was the subject of series of static economic models. This
question is contemporary again because there exists a fluent increasing of government’s budget deficits in
some European Union countries. In this paper, we discussed an optimal behaviour of households and firms
under tax on firms’ income. We consider that the problem of taxes setting is a contemporary because of
the fluent increasing of government’s budget deficits in some European Union countries. Results that are
based on the analysis of the model can be summarized as follows: a) the optimal behaviour of household’s
consumption is given by Euler equation (12) or (16). b) the optimal prices of capital services and labor
are given by equations (2); these prices are dependent on tax on income of firms, c) to study long run
effects of the given tax rate a steady state of the economic unit was introduced; we find that the steady
state tax revenue can exhibit Laffer effect, d) the optimal tax rate on firm’s income at steady state given
by Laffer curve (21) is indirectly proportional to elasticity of capital; the higher the magnitude of the
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elasticity of capital is the lower the optimal tax rate on firm’s income, e) we also find that the higher
level of the technology of firm is the higher tax revenue can gain. In the future we would like to discuss
the following steps: a) to introduce a model with more complex fiscal tools focused on taxes, particularly
we would like to consider not only tax on firms’ earnings but also tax rates on wage income, private
asset income and consumption, b) having introduced more complex model we would like to calibrate the
parameters of the model for the case of the Czech Republic
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A Note on Economy of Scale Problem in Transport with Non-

linear Cost Function of Transported Quantity 
Vladimír Přibyl1, Anna Černá2, Jan Černý3 

Abstract. The article deals with a problem, which is a modification of the known 

assignment problem: Given a set Q of mutually interchangeable objects to be trans-

ported. Given a road network, represented by a digraph G, where each arc is charac-

terized by a transit time and by a nonlinear cost of joint transit of any number of ele-

ments from the set Q (the joint cost is supposed less than the sum of individual costs). 

Given the vertices, which represent the initial and the final positions of the elements 

from the set Q. The problem consists of the two following questions: 

S1. How to assign the final positions to the initial ones?  

S2. How to design a route connecting a pair resulting from S1, for each such pairs 

optimally? 

Remark: It is supposed that if several routes resulting from S1 pass through a given 

arc, then the corresponding objects are transported together with the nonlinear costs 

depending on the number of the objects. Therefore, the set of routes is optimal if the 

sum of costs of joint transits of elements through all “exploited” arcs is minimal.  

In the paper the optimization technique, which is a generalization of the one from [2], 

is presented and verified. 

Keywords: optimization, assignment, routing, joint transport, nonlinear costs. 

JEL Classification: C61, O18, R42 

AMS Classification: 90B06, 90B10 

1 Introduction 

Mass production is more efficient than the individual one. This rule is valid for transport as well. E.g., an aircraft 

transports hundreds passengers together, a freight train carries many packages at once etc. Nevertheless, one can 

see persons or consignments transported individually, although they could be transported more efficiently together, 

at least in parts of their trips.  

Extensive class of optimization problems focused on such situations is presented in articles [2] and [10], the 

latter of which also introduces a classification system in their structure. Furthermore, these articles contain the 

mathematical models and methods for solving a number of problems of belonging to this structure. However, the 

case of non-linear cost dependence on the number of jointly transported object has not been resolved yet and 

remains open. The main purpose of the present paper is to fill this gap for the case of mutually interchangeable 

objects. 

The issue of the article is related to issues of non-linear costs network flows. A special case of convex nonlin-

earity is dealt in the paper [1] and the concave one in [7]. The difference is that the present paper does not work 

with flows but with individual objects to be transported and, moreover, no assumption concerning the type of 

nonlinearity is introduced. From systemic viewpoint, as well as because the nonlinearity may occur, it is also 

related to marshalling trains issue [4], [5]. However, it deals with at least thousands objects to be transported and 

therefore the methodologies are different from the current case dealing at most with tens. Another relationship, i.e. 

the one with truck routing (dispatching) [3], [6], [9], cannot serve as methodological source, since it does not deal 

with nonlinearity of costs. Hence an original approach is necessary.   

1.1 Problem Formulation 

Assume that a set of m mutually interchangeable (=equal-type) objects are located in the different origin vertices 

o1, …, on of an (undirected) graph G = (V, E, ck) representing a network, where the value ck(e) is the transit cost of 
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k objects through the edge e where c0(e) = 0, c1(e) > 0 and ck+1(e) ≥ ck(e) for each e  E and k = 1, 2, ... Assume 

further that the objects are to be translocated to the different destination vertices u1, …, un (and it does not matter 

which object to which vertex), determined by the one to one mapping d of the set where d(oi) is said the destination 

of the object located in oi. The translocation from origins to destinations will take place along the routes determined 

by a mapping r of the set of all pairs (oi, d(oi)) into the set of all routes on G, connecting the pairs (o, u)  O  U 

where O ={o1, …, on}, U = {u1, …, un} and  r(oi, d(oi)) is said the transport route of the object, located in oi to its 

destination d(oi). Each such a pair (d, r) is said a translocation plan for the given origins o1, …, on and destinations 

u1, …, un in the graph G (briefly plan). The problem is to determine optimal plan (d, r), which meets the following 

condition: 

 
min)(),( )( 

Ee

ek ecrdc  where k(e) = card{qi  Q: e  r(oi, d(qi))} (1) 

In (1), the value c(d, r) represents the cost of the plan (d, r). 

1.2 Problem Discussion 

Remark l. The requirement that all n translocated objects in the Problem 1.1 ought to have different origins and 

different destinations can be omitted in practice without any change of resolving method or algorithm: Assume 

e.g. that a vertex o is the origin of three objects. Then three different “dummy” vertices o1, o2, o3 and edges (o1, o), 

(o2, o), (o3, o) may be added with zero costs ck(e) = 0 for all e  E and k = 0, 1, … Similar way can be adopted for 

destinations. I.e., this special formulation of the problem 1.1 does not limit its practical application. 

It is suitable to define the digraph D(G) = (V, A, c) derived from G in such a way that [v, w]  A and [w, v]  

A if and only if (v, w)  E and, of course, ck[v, w] = ck[w, v] = ck(v, w) for k = 0, 1, 2, … It is better for expression 

of the fact that, e.g., the vertex v immediately follows the vertex w in a route r by the sentence: “r passes through 

[v, w]” or “ [v, w]  r ” which becomes ambiguous replacing [v, w] by (v, w). 

The following proposition is obvious, since for k > 0 it is ck > 0 on E or A respectively:  

Proposition 1. Any solution (d, r) of a problem 1.1 contains only simple routes, i.e. the paths in the graph-theo-

retical sense.  

Consequently, all “candidate” routes for the solution of the problem 1.1 ought to be simple, i.e. are allowed to 

pass any vertex at most once.  

It has no sense that within a plan (d, r) there exist a duplex passing of an edge, i.e. two routes r1, r2 and an edge 

(v, w)  E such that [v, w]  r1, and [w, v]  r2 concurrently. Assume r1 = r1h,v,w,r1t, r2 = r2h,w,v,r2t and replace 

them by r1’ = r1h,v,r2t, r2’ = r2h,w,r1t in the plan, denoted now (d’, r’). All routes from (d, r) except two have 

remained in (d’, r’) as well and the two last have been shortened and therefore are cheaper which implies that c(d’, 

r’) < c(d, r). That implies the following proposition: 

Proposition 2. Any solution (d, r) of a problem 1.1 is duplex edge passing free. 

Consequently, each “candidate” plan (d, r) solving the problem 1.1 ought to be duplex edge passing free. 

The similar problems of network theory as 1.1 have been solved by many different methods. The most frequent 

is, probably, MILP, i.e. the mixed integer linear programming. However, the nonlinearity in objective function 

complicates this approach. Use of a piecewise linearization method [8] would lead to extremely large problems. 

Similarly, use of DfS (depth-first-search) technique seems too complicated as well since there are too many pos-

sible plans. The authors consider some modification of “negative cost circuit” approach more hopeful.  

2 Solution Method for Problem 1.1  

The method is a modification of the one of the “classic” problem of minimum cost flow problem.  

2.1 Theoretical Basis  

Use of definitions and denotations from 1.1 continues. The increment of cost is defined as gk(e) = ck(e) – ck–1(e) 

for each e  E and k = 1, 2, … Obviously, ck(e) = g1(e) + … + gk(e) for each e  E and k = 1, 2, … The first aim 

of this subchapter is to investigate mutual relations of two given plans (d, r) and (d’, r’) in the digraph D(G).  

Lemma 1. Let (d, r) and (d’, r’) be two given plans of Problem 1.1 in the digraph D(G). Then the mapping d*
 = d–

1d’(): O ={o1, …, on}  O is one-to-one and it defines a basic decomposition : O = O1  O2  …  Ok .s.t. 

d*(Oi) = Oi for all i = 1, …, k and  cannot be refined more. 
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Proof. Since the mapping d is one-to one, the inverse mapping d–1 is unambiguously defined and also one-to-on. 

Therefore, d* is one-to-one as well. Thus one can define a retagging of the vertices o1, …, on and u1, …, un as 

follows: o1 remains as before, u1 = d’(o1), if d*(o1) = d–1(u1) = o1 then it is trivial and O1 = {o1},  = {O1, …}. 

Hence, for this moment, it is supposed that o2 = d–1(u1)  o1 and v2 = d’(o2), etc. Suppose that m is the lowest 

number for which d–1(um) = o1. Of course, then for all j < m it holds d–1(uj) = oj+1 and, consequently, the set 

O1 = {o1, …, om} may be called indecomposable with respect to the mappings d’ and d.  If m = n, then O1 = O = 

{o1, …, on} and O is called indecomposable as well. Otherwise, when m < n the retagging procedure can be re-

peated starting with om+1 etc. That concludes the proof. 

Lemma 2. If (d, r) and (d’, r’) are two solutions of the Problem 1.1, then  

either the set O = {o1, …, on}is indecomposable with respect to the mappings d’ and d,  

or (d, r) and (d’, r’) together with the Problem 1.1 itself can be considered a composition of k independent sub-

plans (di, ri) and (di’, ri’), i = 1, …, k of k sub-problems defined subsequently by origin sets Oi and destination sets 

Ui, i = 1, …, k  in the same network G resp. D(G) where  

d(o) = di(o) and d’(o) = di’(o)  o  Oi for i = 1, ..., k and  

r(o, d(o)) = ri(o, di (o)) and r’(o, d’(o)) = ri’(o, di’(o)). 

Proof. The assertion of Lemma 2 is an easy consequence of Lemma 1. 

Corollary. If c(d’, r’) < c(d, r) when the conditions of Lemma 2 are met then there exist such i  {1, …, k} that 

c(di’, ri’) < c(di, ri). 

The solution method of Problem 1.1 works with the following digraph D(r, r’) = (V(r, r’), A(r, r’), ) which is 

called derived from the digraph D(G) and from the plans (d, r), (d’, r’) s. t. the set O = {o1, …, on}is indecompos-

able with respect to the mappings d’ and d, using the denotations k([v, w]) = card{o  O: [v, w]  r(o, d(o))}  and 

k’([v, w]) = card{o  O: [v, w]  r’(o, d’(o))}: 

V(r, r’) = {v  V: there exists such o  O that v  r(o, d(oi) or v  r’(o, d’(o))} 

[v, w]  A(r, r’)  either [w, v]  r(o, d(o)) for some o  O; then j([v, w]) =  ck([w, v])([w, v])  – ck([w, v])–j([w,v])    

                   or [v, w]  r’(o, d’(o)) for some o  O; then j([v, w]) = cj([v, w])   

As one can see, the arcs defined in the first rows have opposite orientation than in the routes r. Therefore, they 

are called reversed (oriented from U to O i.e. the arrow head is closer to O then the other end). The others are 

called straight (oriented from O to U). A circuit s (not necessary simple) in the digraph D(r, r’) is called admissible, 

if it transits through any reverse arc [v, w] not more than k([w, v]) times and through any straight arc [v, w] not 

more than k’([v, w]) times. The first question is, whether the digraph D(r, r’) is strongly connected.   

Lemma 3. If the set of origins O is indecomposable, then D(r, r’) is strongly connected.  

Proof. Let vo  V(r, r’), vd  V(r, r’) and vo  vd. It is necessary to prove that there exists a route from vo to vd in 

D(r, r’). If vo  r(oi, d(oi)) for i < m then there exists a route r(vo, oi) from vo to oi since the directions of arcs from 

r(oi, d(oi)) in D(G) are reversed in D(r, r’). From the proof of the Lemma 1 it follows that there exist a route from 

oi to ui, then to oi+1(modm), to ui+1(modm), etc. which implies that there exist a route from vo to each origin oi and each 

destination ui. The same remains obviously valid if vo  r’(oi, d’(oi)), since d’(oi) = ui. Similarly, if vd  r(oi, d(oi)) 

or vd  r’(oi, d’(oi) then there exist a route from ui or from oi to vd and the proof is complete.  

Lemma 4. Let A+(v) = {[v, w]  A(r, r’)} and A–(v) = {[w, v]  A(r, r’)}  for the given v  V(r, r’). Let   
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wvkwvk  for all v  V(r, r’) 
(2) 

 
deg–(v)  
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vwkvwk  for all v  V(r, r’) 
(3) 

Then deg+(v) = deg–(v)  for each v  V(r, r’).  

Proof. The assertion is obviously valid for all vertices o1, …, on, u1, …, un since both mappings d–1 and d’ are one-

to-one. The validity for other vertices follows from the construction of D(r, r’) and from the fact that any route of 

any object enters an intermediate vertex and then exits from it. The proof is complete. 

The method of solution of Problem 1.1 is based on the following theorem. 
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Theorem 1. Let (d, r) and (d’, r’) be plans of the problem 1.1 with indecomposable set O, let c(d’, r’) < c(d, r). 

Let MD(r, r’)= (V(r, r’), A*(r, r’)) be the multi-digraph derived from the digraph D(r, r’) in such a way that each 

straight arc in D(r, r’) is multiplied k’(a) times and each reverse one k(a) times. Then  

A1. An Euler circuit p exists in the multi-digraph MD(r, r’) and the corresponding circuit p* passing the same 

vertices in the same order in D(r, r’) has total cost γ(p*) = c(d’, r’) – c(d, r) < 0.  

A2. Let the plan (d, r) is changed following the circuit p* in such a way that  

(i) if γ([w, v]) < 0 for some[w, v] which is contained j times in the circuit p*,then j transits of primal routes from 

the plan (d, r) through the arc [v, w] are omitted and this is done for all such arcs [v, w]  A;  afterwards 

(ii) if γ([v, w]) > 0 for some[v, w] which is contained j times in the circuit p*,then j transits of primal routes 

from the plan (d’, r’) through the arc [v, w] are added and this is done for all such arcs [v, w]  A-  

then it unambiguously determines the new plan equal to (d’, r’). 

Proof of Theorem 1. The assertion A1 holds as a consequence of the construction of MD(r, r’) and Lemmas 3 

and 4. A2 follows from the fact that the circuit p* was derived from Euler circuit p and from the construction of 

the multigraph MD(r, r’) assuring that all routes from (d, r) are cancelled and all transits of all routes from (d’, r’) 

are introduced. 

A circuit p* from the proof of Theorem 1 is said converting the solution (d, r) into (d’, r’).   

Corollary. If the plan (d, r) is not optimal, and thus there exist another plan (d’, r’) with c(d’, r’) < c(d, r), then a) 

either the set O is indecomposable with respect to the mappings d’ and d and then, due to Theorem 1, there exist a 

circuit p* in D(r, r’) transforming (d, r) into (d’, r’), i.e. into a better plan;  

b) or the set O is decomposable, then due to Lemma 2, its corollary and Theorem 1 there exist a circuit p* trans-

forming (d, r) into a better plan (d”, r”), but, maybe, worse than (d’, r’).  

Remark 2. Obviously, there exist always a transforming circuit p* which does not contain a pair of arcs [v, w] 

together with [w, v], since its elimination has no influence on transforming operation. 

Remark 3. A quite natural question is whether there exist a simple circuit (= passing any arc at most once) p* 

transforming (d, r) into a better plan (d”, r”) in the case when (d, r) is not optimal. Unfortunately, it is not true, as 

one can see in Figure 1, using the costs determined by Table 1. All origin (o1...3) and destination (u1…3) vertices are 

considered the dummy ones (see Remark 1) and are drawn by a dotted line (of course with their dummy edges) 

 

 

Figure 1 Demonstration of Remark 3 

Let 

o1 = o1’ = 1, d(1) = d’(1) = 14; o2 = o2’ = 1, d(2) = d’(2) = 15; o3 = o3’ = 3, d(3) = d’(3) = 16; 

r(1, 14) = 1,5,10,14; r(2, 15) = 2,5,10,15; r(3, 16) = 3,7,6,5,10,11,12,16; c(d, r) = 6*13 + 4*5 + 45 = 143  

r’(1, 14) = 1,5,6,11,10,14; r’(2, 15) = 2,6,11,15; r(3, 16) = 3,7,6,11,12,16; c(d’, r’) = 2*12 + 4*18 + 45 = 141 

Therefore, (d, r) is not optimal since (d’, r’) is better. However, a simple circuit p* transforming (d, r) into a 

better plan (d”, r”) with c(d”, r”) < 143 does not exist. It can be proved indirectly: Let p* be such a simple circuit. 

It cannot contain the arc [10, 5] with the cost –3 since then it ought to contain one of the arcs [4, 9], [6, 11], [7, 12], 

or [8, 13] with the cost 36 and the negative costs of circuit is not reachable. However, a circuit with negative costs 

obviously exists neither among the vertices 1-8 nor 9-16. 
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2.2 Description of the Method for Problem 1.1 

The main idea of the method is based on the Corollary of Theorem 1: First to find any initial plan (d, r) for the sets 

O and U in the digraph D(G) (e.g. by a greedy algorithm). Then cancel costs to reverse arcs from all r(o, d(o)) and 

give them costs similarly as in D(r, r’) (although any r’ is unknown). The costs of all other arcs [v, w] remain 

unchanged. Afterwards look for a simple circuit p with negative cost in D(G) using any tagging method (e.g. Ford 

or something like this). After having found it cancel one transit through any arc with a negative cost in p and add 

a new transit through the ones with positive cost (of the first transit). Obviously, new plan with smaller costs is 

reached. 

If no simple circuits exist more, then the construction of a non-simple circuit via tagging procedure will con-

tinue in a modified way: The multiplicity of passing of any arc in D(G) by p* is limited by n = |O|. After each 

passing of an arc a by the subsequently constructed p* the cost c(a) is changed similarly as defined in D(r, r’). The 

technical implementation of this idea reached by the authors until now is not suitable for its unacceptable compu-

tational complexity, but there are hopes for its acceleration.  

3 Computational experience 

For testing purposes, the authors have designed a simple graph with edges evaluated using 4 types of nonlinear 

cost functions. Cost functions (CF1, CF2, CF3 and CF4) are shown in Table 1. There are labels in Figure 1 showing 

the relevant cost functions of edges. Because of the cardinality |O| = 4 in all test cases, the functions are tabulated 

for a maximum of 4 objects.  

Type of cost function k = 1 k = 2 k = 3 k = 4 

CF1 5.0 5.8 6.3 6.5 

CF2 12.0 14.0 15.0 15.5 

CF3 13.0 15.0 16.0 16.5 

CF4 36.0 42.0 45.0 46.5 

Table 1 Transit cost of k objects 

The tagging procedure was tested on above mentioned graph (depicted in Figure 1) with the origin vertices o1 = 1; 

o2 = o3 = 2; o4 = 3 and destination vertices u1 = 14; u2 = u3 = 15; u4 = 16 and different initial plans. 

Table 2 describes the circuits and their resulting plans with their costs in the case when the optimal plan is 

reachable by successive application of 6 simple circuits. The structure of a plan description is “…|k [arc]|…”, 

where k is the number of objects transported via an arc [arc]. 

Step Costs Plan description Cycle description 

0 190 
1 [1,4]|1 [4,9]|1 [9,14]|2 [2,6]|1 [3,8]|2 [6,11]| 

1 [8,13]|2 [11,15]|1 [13,16] 
- 

1 188 
1 [1,4]|1 [4,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]| 

3 [6,11]|1 [7,12]|1 [12,13]|3 [11,15]|1 [13,16]|1 [15,10] 
16,13,8,3,7,12,15,10,14,9,4,5,6,11,15,12,13,16 

2 184 
1 [1,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]|3 [6,11]|1 [7,12]| 

1 [12,13]|3 [11,15]|1 [13,16]|1 [15,10] 

16,13,8,3,7,12,15,10,14,9,4,1,5,4,9,14,10,15,1

2,7,3,8,13,16 

3 175 
1 [1,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]|3 [6,11]|1 [7,12]| 

1 [12,13]|2 [11,15]|1 [13,16]|1 [11,10] 
16,13,8,3,7,12,15,11,10,15,12,7,3,8,13,16 

4 159,5 
1 [1,5]|1 [10,14]|3 [2,6]|1 [3,7]|1 [5,6]|4 [6,11]|1 

[11,12]|1 [12,13]|2 [11,15]|1 [13,16]|1 [7,2]|1 [11,10] 

16,13,8,3,7,2,5,6,11,12,7,3,8,13,12,15,10,14,9,

4,5,2,6,5,1,4,9,14,10,15,11,10,5,4,1,5,10,11, 

15,12,13,16 

5 150,5 
1 [1,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]|4 [6,11]| 

1 [11,12]|1 [12,13]|2 [11,15]|1 [13,16]|1 [7,6]|1 [11,10] 
16,13,8,3,7,6,2,7,3,8,13,16 

6 146,5 
1 [1,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]|4 [6,11]| 

1 [11,12]|2 [11,15]|1 [12,16]|1 [7,6]|1 [11,10] 
16,13,12,16 

Table 2 Application of successive simple circuits leading to the optimal plan in 6 steps 

Step 0 describes the initial plan obtained by the greedy algorithm, which for each destination vertex finds the 

cheapest route connecting it with an available origin vertex. The algorithm for searching simple circuits stops once 

the first circuit with negative costs is reached, transforms the plan and starts searching again. Experiments have 

shown that starting with another initial plan can lead to non-optimal plans, which cannot be improved by applica-

tion of simple circuit. It corresponds with Remark 3. 

Table 3 describes a non-simple circuit, which can transform the same initial plan as in previous case into the 

optimal plan in only one step. Unfortunately, this circuit was found intuitively. Although the implemented simple 
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circuit tagging procedure is relatively fast (computational time in case described in Table 2 was about 1 second), 

extending it for non-simple circuits leads (until now) to the unacceptable computational times. 

Step Costs Plan description Cycle description 

0 190 
1 [1,4]|1 [4,9]|1 [9,14]|2 [2,6]|1 [3,8]|2 [6,11]| 

1 [8,13]|2 [11,15]|1 [13,16] 
- 

1 146,5 
1 [1,5]|1 [10,14]|2 [2,6]|1 [3,7]|1 [5,6]|4 [6,11]| 

1 [11,12]|2 [11,15]|1 [12,16]|1 [7,6]|1 [11,10] 
16,13,8,3,7,6,11,10,14,9,4,1,5,6,11,12,16 

Table 3 Application of non-simple circuit leading to the optimal plan in one step 

4 Conclusion and Outline of Future Research 

The paper presents and solves the problem of optimal plan of, partially joint, transport of n mutually interchange-

able objects through the given network. It is assumed that the objects are located in n origin vertices and ought to 

be transported to the given set of destination vertices when it does not matter which object will end in a specific 

destination. The main feature of the problem is that the joint transportation of k objects through an edge nonlinearly 

depends on k and it is much cheaper, that k times costs of individual transportation there. 

The solution method is based on repeated looking for a circuit (simple if possible, but not necessarily) with 

negative cost in an auxiliary digraph derived from the network and an initial solution, which is easily found by the 

origin-destination matching resulting from the “classic” assignment problem. 

The main direction of future research can be expected in the acceleration of the solution method, either based 

on quicker finding of a non-simple circuit with negative cost or looking for an absolutely different principle, e.g. 

mixed integer linear programming, but not based on piecewise linearization of cost. 
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Finite game with vector payoffs: how to determine weights
and payoff bounds under linear scalarization

Miroslav Rada1, Michaela Tichá2

Abstract. Assume a two-player finite noncooperative game with multiple known
payoff functions (also called multi-criteria game) of each player. Furthermore, assume
that utility of both the players can be obtained as a linear weighted scalarization of
their payoffs. Given a strategy profile of the players, we are interested in the set of
weights for which the strategy profile is the Nash equilibrium of the scalarized game.
We use the standard quadratic program for finding Nash equilibria in bimatrix games to
show that the set of the sought weights can be described as a system of linear inequali-
ties. Furthermore, assuming that the given strategy profile is really a Nash equilibrium
of the game, we show how to compute lower and upper bounds of players’ utilities over
all possible weights; this can be in fact realized using linear programming. We also
discuss some further extensions and suggest some generalizations and robustifications
of the approach.

Keywords: multi-criteria game, vector payoffs, weighted scalarization, payoff bounds.

JEL classification: C72
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1 Introduction
1.1 Multi-criteria games
Multi-criteria games are natural extension of classic game-theoretic models, this holds both for games in strategic
form and for coalitional games.

Related work. The basics for multi-criteria games were laid independently by Blackwell [2] and Shapley [11,
12]. Work of both the authors addressed roughly the same problem: the question of existence of a Nash equilibrium
in multi-criteria zero-sum game, however, Shapley’s terminology is closer to the one that we are nowadays used to.

This work was followed by several other researchers, for example by Zeleny [16]. Zeleny’s approach introduced
a form of weighted linear scalarization, while still considering zero-sum games. This was generalized by several
other authors, namely Borm et al. [3] or Kruś and Bronisz [7] to mention some. Recently, a survey on solution
concepts of multi-criteria games appeared due to Anand et al. [1].

There are many more interesting works in the area of noncooperative multi-criteria games. We mention the
work of Voorneveld et al. [14] and especially the work on stable equilibria by de Marco and Morgan [5], which is
closely related to our paper. Recently, interesting topics in multi-criteria game theory were addressed also by Yu
and Liu [15] (robustification), by Pusillo and Tijs [10] (E-equilibria), by de Marco [4] (generic approach to games)
or by Fahem and Radjef [6] (proper efficiency of equilibria).

Our starting point. Most recently, several results on both the noncooperative and coalitional games were
achieved in the doctoral thesis by Tichá [13]. One of the results – determining weights under which a given strategy
profile is Nash equilibrium in a finite noncooperative game – serves as the starting point for this paper. We take the
result, strengthen it slightly and formulate an approach for obtaining additional informations from the knowledge
of a strategy profile.

The goal is formulated more precisely and formally in Section 2.

1.2 Notation and general results for noncooperative games
Convention. In the whole paper, superscripts serve to distinguish variables, not for exponentiation. For a natural
n, the symbol [n] denotes the set {1, . . . , n}. The symbol 1 is the vector (1, . . . , 1)T of suitable dimension.

For the purposes of this paper, it is sufficient to consider games of two players. However, for sake of generality,

1University of Economics, Prague, Faculty of Finance and Accounting, W. Churchill Sq. 4, 130 67 Prague 3, Czech
Republic, miroslav.rada@vse.cz

2University of Economics, Prague, Faculty of Informatics and Statistics, W. Churchill Sq. 4, 130 67 Prague 3,
Czech Republic, michaela.ticha@vse.cz
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we start with some known results from the area of noncooperative games, which sets our problem into broader
perspective. First, we introduce the general definitions and propositions, then we switch to the two-player case.

We start with an exhaustive definition that shall fix the notation:

Notation 1 (Basic symbols). We define and denote by
(a) n the number of players,
(b) N := [n] the set of players,
(c) mi the number of pure strategies of i-th player, for all i ∈ N ,
(d) Si := [mi] the set of pure strategies of i-th player, for all i ∈ N ,
(e) S :=

∏
i∈N S

i the set of pure strategy profiles,
(f) Xi := {xi ∈ Rmi

: xi ≥ 0, 1Txi = 1} the set of mixed strategies of i-th player, for all i ∈ N ,
(g) X :=

∏
i∈N X

i the set of all strategy profiles,
(h) xi ∈ Xi the strategy of i-th player, for all i ∈ N ,
(i) sij ∈ Xi the j-th pure strategy in the mixed space of i-th player, for all i ∈ N ,
(j) x := (xi)i∈N ∈ X the strategy profile of the players,
(k) x−i := (x1, . . . , xi−1, xi+1, . . . , xn) the strategy profile x without the strategy of i-th player; this is to be

used with some strategy ξi ∈ Xi of i-th player; in particular, (ξi, x−i) is the strategy profile x with strategy
ξi instead of the strategy xi,

(l) ri the number of payoffs of i-th player;
(m) P ij the mapping S 7→ R, for each i ∈ N and for each j ∈ [ri],
(n) vij(x) :=

∑
s1∈S1 · · ·

∑
sn∈Sn P ij (s

1, . . . , sn)
∏
k∈N x

i
sk the mapping X 7→ R called j-th payoff of i-th

player, for j ∈ [ri] for i ∈ N ,
(o) vi(x) := (vij(x))j∈[ri] the payoff vector of i-th player, for all i ∈ N .

Note that the symbol P in the item (m) in the above definition has the similar role as the payoff matrices in the
two-player games. Also, the letter P was chosen as a shortcut for “payoff”.

Notation 1 provides us with notation that allows us to define the multi-criteria game in a very simple manner:

Definition 2 (Multi-criteria game in strategic form). Given N,X and ((vij)j∈[ri])i∈N , the triplet

G := (N,X, ((vij)j∈[ri])i∈N ) (1)

is called (mixed extension of finite) multi-criteria game in strategic form.

For definition of equilibria of the multi-criteria game, it will be helpful to introduce several ways of comparing
vectors.

Convention. Let a, b ∈ Rm be given vectors. We define the following comparison operations:
• a ≥ b if aj ≥ bj for every j ∈ [m],
• a 	 b if a ≥ b and a 6= b,
• a > b if aj > bj for every j ∈ [m].

Definition 3 (Weak equilibrium of multi-criteria game). A strategy profile x ∈ X is called weak equilibrium of
multi-criteria game G, if, for all i ∈ N , there is no ξi ∈ Xi such that

vi(ξi, x−i) > vi(x). (2)

Definition 4 (Strong equilibrium of multi-criteria game). A strategy profile x ∈ X is called strong equilibrium of
multi-criteria game G, if, for all i ∈ N , there is no ξi ∈ Xi such that

vi(ξi, x−i) 	 vi(x). (3)

Straightforward approach to solving a multi-criteria game is to aggregate the multi-ple criteria somehow into
one criterion. This principle is called scalarization and is pretty standard in other areas of multi-criteria decision-
making. Generally, there are many different ways how to scalarize; here, we are interested in linear scalarization,
i.e. in aggregating the criteria via linear combination (or, more precisely, convex combination) of the criteria with
some coefficients of the combination. To formalize this, Notation 5 follows:

Notation 5 (Scalarization stuff). We define and denote by
(o) W i := {w ∈ Rri : w ≥ 0, 1Tw = 1} the set of possible weights of the payoffs, for all i ∈ N ,
(p) wi ∈W i the weights of i-th player, for all i ∈ N ,
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(q) ui(x,wi) :=
∑
j∈[ri] w

i
jv
i
j(x) the mapping X ×W i 7→ R called utility function of i-th player, for all i ∈ N .

Definition 6 (Linear scalarization of multi-criteria game in strategic form). Given N,X and (ui)i∈N (assume that
knowledge of ui implies the knowledge of wi), the triplet

Gw := (N,X, (ui)i∈N ) (4)

is called linear scalarization of (mixed extension of finite) multi-criteria game in strategic form.

Multi-criteria games and their scalarizations (and their Nash equilibria) are related by the classic result of Kruś
and Bronisz [7]:

Theorem 1. Assume x ∈ X is a weak Nash equilibrium of the scalarized multi-criteria game

Gw =
(
N,X, (ui)i∈N

)
. (5)

Then x is a weak Nash equilibrium of the multi-criteria game

G =
(
N,X, ((vij)j∈[ri])i∈N

)
. (6)

In other words, the theorem says that if we assign weights to each criterion and convert multi-criteria game
to classical game, we will find a subset of the weak equilibria of the multi-criteria game corresponding to the
preferences of players.

In this paper, we assume mixed extensions of finite games. However, Theorem 1 is even stronger: it holds for
arbitrary payoff functions and strategy spaces.

For our specific case of payoffs that are linear in every strategy of each player, the converse of the implication
in Theorem 1 also holds: for a Nash equilibrium x of the multi-criteria game G, there exist weights w such that x
is Nash equilibrium of Gw. This justifies the importance of studying the scalarizations.

2 Problem formulation
From now on, we assume n = 2, i.e. we are restricted to games of two players. Standard problem in two-player
games, both one-criterial and multi-criterial, is to find equilibria. For one-criterial games, there are several ways
how to find equilibrium. Here, we come from the classic mathematical-programming formulation of Mangasarian
and Stone [9]. However, we shall mention a Lemke-Howson algorithm [8] for finding all equilibria of this game.

Convention. The shortcut NE stands for weak Nash equilibrium. Since we have now only two players, it will
be helpful to consider the mappings P ij (see Notation 1(m)) as matrices and to simplify vij (see Notation 1(n))
to x1TP ijx

2, as it is usual for the case of bimatrix games (bimatrix multi-criteria games, in our case). This is
formalized in Notation 7.

Notation 7 (Replacement for the case of two players). We replace the following symbols from Notation 1 and 5 as
follows and also add one more symbol:
• Not. 1(m) – every symbol P ij now represents a matrix of dimensions m1 ×m2 and denotes the payoffs of
i-th player according to j-th criterion, for all j ∈ [ri], i ∈ {1, 2},

• Not. 1(n) – the mapping vij is now defined as vij(x) = x1TP ijx
2,

• Not. 5(q) – the mapping ui is now defined as ui(x,wi) =
∑
j∈[ri] x

1TwijP
i
jx

2 = x1TP ix2, where
• P i =∑j∈[ri] w

i
jP

i
j , for all i ∈ {1, 2},

• Not. 1(h) – the strategy x1 of player 1 is from now on understood as row vector; this will be useful in matrix
multiplications.

The result of Mangasarian and Stone is (for our game Gw with fixed w) stated in Theorem 2.

Theorem 2 (Quadratic program for bimatrix games [9]). Given a one-criterial game Gw = ({1, 2}, X1 ×
X2, (u1, u2)) and fixed weights w1 ∈ W 1, w2 ∈ W 2, the strategy profile (x1, x2) ∈ X1 × X2 is a Nash
equilibrium of Gw if and only if it is the global optimal solution of the quadratic program

max
x1∈X1,x2∈X2,α,β∈R

x1
(
P 1 + P 2

)
x2 − α− β,

P 1x2 − α1 ≤ 0,

x1P 2 − β1 ≤ 0,

(7)

with the optimal value of 0.
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Corollary 3. Given weights w1 ∈ W 1 and w2 ∈ W 2, one is able to find at least one Nash equilibrium of
a multi-criteria game of two players using quadratic program (7) and Theorem 1.

Our problem(s). The problem “we are given multi-criteria game and weights, compute a Nash equilibrium” is
easily solvable due to Corollary 3. However, one can pose it in the opposite way:

“given a strategy profile x, find weights w1 ∈W 1, w2 ∈W 2 such that x is a Nash equilibrium”. (P1)

Furthermore, if there are multiple such weights, one can ask, what is actually the payoff of each particular player.
Since that cannot be answered without an additional information about weights, we will address the following
weaker problem:

“given a strategy profile x, find lower and upper bound of payoff of each player s.t. x is a NE”. (P2)

Goal. The goal of this paper is simply to propose a way how to solve problems (P1) and (P2) efficiently.

Structure. The rest of the paper is structured as follows. In Section 3, we formulate an optimization problem
for solving problem (P1), based on quadratic program (7); this is formalized in Lemma 5. The formulation (7)
is further extended in Section 4 into form suitable for solving (P2), see Lemma 6. The Section 5 completes and
overviews the paper.

3 Finding the set of weight vectors
We come out from the quadratic program (7). The Theorem 2 can be directly used for characterizing the set of
weights for which a given x ∈ X is NE – it is sufficient to swap variables – we optimize over w1, w2 instead of
x1, x2. The formulation then reads

max
w1∈W 1,w2∈W 2,α,β∈R

x1


 ∑

j∈[r1]
w1
jP

1
j +

∑

j∈[r2]
w2
jP

2
j


x2 − α− β, (8a)

∑

j∈[r1]
w1
jP

1
j x

2 − α1 ≤ 0, (8b)

x1
∑

j∈[r2]
w2
jP

2
j − β1 ≤ 0, (8c)

Note that the formulation (8) is linear in w1 and w2. This significantly simplifies the situation. First, let us
supplement the formulations (7) and (8) with several easy but useful propositions:

Proposition 4.
(a) Let (x1, x2, α, β) ∈ X × R2 be a feasible solution of (7) for some fixed w1 ∈ W 1 and w2 ∈ W 2. Then

x1P 1x2 − α ≤ 0 and x1P 2x2 − β ≤ 0 hold.
(b) Let (w1, w2, α, β) ∈ W 1 × W 2 × R2 be a feasible solution of (8) for some fixed x ∈ X . Then

x1
∑
j∈[r1] w

1
jP

1
j x

2 − α ≤ 0 and x1
∑
j∈[r2] w

2
jP

2
j x

2 − β ≤ 0.

(c) x ∈ X is NE of Gw if and only if the objective value of (7) or (8) is 0.

Proof.
1) The items (a) and (b) follow from the way the programs (7) and (8) are derived. We focus on the program

(8). In fact, the m1 constraints (8b) tell that the payoff of player 1 for every pure strategy s1j is less than α;
making standard trick with the convex combination of these inequalities we can conclude that, for every x2,
the payoff of player 1 is less than α regardless of choice of x1, hence, it is less than α for the solution of (8),
too. The same holds for the player 2 and constraints (8c).

2) The item (c) is obvious according to the items (a) and (b) and Theorem 2.

Remark. Note that α resp. β is the upper bound for payoff of player 1 resp. 2. If x ∈ X is NE, then α resp. β is
payoff of the player 1 resp. 2.

Lemma 5 (Linear program for (P1)). Assume the game Gw and a strategy profile x ∈ X ,wi ∈W i are given. The

Mathematical Methods in Economics 2016

720



setsW1(x),W2(x) of weights wi ∈W i such that x is NE of Gw are the convex polyhedra

W1(x) :=



w

1 ∈W 1 :
∑

j∈[r1]
w1
jP

1
j x

2 ≤ α1, x1
∑

j∈[r1]
w1
jP

1
j x

2 = α



 ,

W2(x) :=



w

2 ∈W 2 : x1
∑

j∈[r2]
w2
jP

2
j ≤ β1, x1

∑

j∈[r1]
w1
jP

2
j x

2 = β



 .

(9)

Proof. We take the formulation (8). Due to Proposition 4(c), the objective function can be treated as constraint
by setting the requested value to 0. Then, due to Proposition 4(b), this new constraint can be separated into two
constraints.

Clearly, all constraints in definition ofW1(x) andW2(x) are linear in w1 resp. w2. Since the sets are defined
as intersection of linear constraints, they are given as convex H-polyhedra.

4 Finding payoff bounds
Note that with unknown weights, the payoffs are also unknown. Here, we are interested in computation of lower
and upper bound of payoff of each player. Since the setsW1(x) andW2(x) have linear description, this is for a
given x possible simply with a linear program:

Lemma 6 (Linear program for (P2)). Assume the game Gw is given and a strategy profile x ∈ X that is known to
be NE. Then, the lower bound of payoff of i-th player can be determined using the linear program

min
wi

x1


∑

j∈[ri]
wijP

i
j


x2, (10)

s.t. wi ∈ Wi(x). (11)

Proof. Obvious.

The upper bound can be found by replacing “min” by “max” in (10).

5 Conclusion
Given linear scalarization of a multi-criteria game with known strategy profile and unknown weights, we presented
an approach (see Lemma 5) for determining weights of criteria under which the strategy profile is a Nash equilibrium.
Also, we presented an approach (see Lemma 6) for computing upper and lower bound of payoffs of players; since
under unknown weights they are also unknown.

Surprisingly, the above problems can be solved simply using linear programming and hence it is fully reasonable
and ready to use in practical multi-criteria games – unfortunately, for space reasons, we cannot present the example
of a multi-criteria game (for example the multi-criteria battle of sexes) to demonstrate the power of our results.

On the other hand, the simplicity of the presented results calls for some generalizations. Namely, it is apparent
that the approach shall be generalized for the games of arbitrary number of players. Also, the results could be
somewhat robustified. Namely, consider the following problem: from m observations of realizations of a game,
we estimate the strategy profile x. What is the α-percent region of confidence for weights? What is the α-percent
region of confidence for payoffs? These questions should be the subject of our interest for further research.
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Strong Consistent Pairwise Comparisons Matrix

with Fuzzy Elements and Its Use

in Multi-Criteria Decision Making

Jaroslav Ramı́k 1

Abstract. The decision making problem considered in this paper is to rank
n distinct alternatives from the best to the worst, using the information given
by the decision maker in the form of an n by n pairwise comparisons matrix
with fuzzy elements from abelian linearly ordered group (alo-group) over a real
interval. The concept of reciprocity and consistency of pairwise comparisons
matrices with fuzzy elements have been already studied in the literature. We
define stronger concepts, namely the strong reciprocity and strong consistency
of pairwise comparisons matrices with fuzzy intervals, derive necessary and suf-
ficient conditions for strong reciprocity and strong consistency and investigate
some consequences to the problem of multi-criteria decision making.

Keywords: pairwise comparisons matrix, matrix with fuzzy elements, multi-
criteria decision making.

JEL classification: C44
AMS classification: 90C15

1 Introduction

A decision making problem (DM problem) which forms an application background in this paper can be
formulated as follows. Let X = {x1, x2, ..., xn} be a finite set of alternatives (n > 1). The decision
maker’s aim is to rank the alternatives from the best to the worst, using the information given by the
decision maker in the form of an n× n pairwise comparisons matrix.

Fuzzy sets being the elements of the pairwise comparisons matrix can be applied whenever the decision
maker is not sure about the preference degree of his/her evaluation of the pairs in question. Fuzzy elements
may be taken also as the aggregations of crisp pairwise comparisons of a group of decision makers in the
group DM problem. Decision makers acknowledge fuzzy pairwise preference data as imprecise knowledge
about regular preference information. Usually, an ordinal ranking of alternatives is required to obtain the
”best” alternative(s), however, it often occurs that the decision maker is not satisfied with the ordinal
ranking among alternatives and a cardinal ranking i.e. rating is then required.

The former works that investigated the problem of finding a rank of the given alternatives based on
some pairwise comparisons matrices are e.g. [3], [4], [7], and [8]. The recent paper is in some sense a
continuation of [7].

2 Preliminaries

Here, it will be useful to understand fuzzy sets as special nested families of subsets of a set, see [6]. A
fuzzy subset of a nonempty set X (or a fuzzy set on X) is a family {Aα}α∈[0,1] of subsets of X such that
A0 = X,Aβ ⊂ Aα whenever 0 ≤ α ≤ β ≤ 1, and Aβ = ∩0≤α<βAα whenever 0 < β ≤ 1. The membership
function of A is the function µA from X into the unit interval [0, 1] defined by µA(x) = sup{α | x ∈ Aα}.
Given α ∈]0, 1], the set [A]α = {x ∈ X | µA(x) ≥ α} is called the α-cut of fuzzy set A. If X is a
nonempty subset of the n-dimensional Euclidean space Rn, then a fuzzy set A of X is called closed,

1Silesian University in Opava/School of Business Administration in Karvina, University Sq. 1934/3, 73340 Karvina,
Czech Republic, ramik@opf.slu.cz

Mathematical Methods in Economics 2016

723



bounded, compact or convex if the α-cut [A]α is a closed, bounded, compact or convex subset of X for
every α ∈]0, 1], respectively.

We say that a fuzzy subset A of R∗ = R ∪ {−∞} ∪ {+∞} is a fuzzy interval whenever A is normal
and its membership function µA satisfies the following condition: there exist a, b, c, d ∈ R∗, −∞ ≤ a ≤
b ≤ c ≤ d ≤ +∞, such that

µA(t) = 0 if t < a or t > d,

µA is strict increasing and continuous on [a, b],

µA(t) = 1 if b ≤ t ≤ c,
µA is strict decreasing and continuous on [c, d].

(1)

A fuzzy interval A is bounded if [a, d] is a compact interval. Moreover, for α = 0 we define the zero-cut
of A as [A]0 = [a, d]. A bounded fuzzy interval A is the fuzzy number, if b = c.

An abelian group is a set, G, together with an operation � (read: operation odot) that combines
any two elements a, b ∈ G to form another element in G denoted by a � b, see [1]. The symbol � is a
general placeholder for a concretely given operation. (G,�) satisfies the following requirements known
as the abelian group axioms, particularly: commutativity, associativity, there exists an identity element
e ∈ G and for each element a ∈ G there exists an element a(−1) ∈ G called the inverse element to a. The
inverse operation ÷ to � is defined for all a, b ∈ G as follows: a÷ b = a� b(−1).

An ordered triple (G,�,≤) is said to be abelian linearly ordered group, alo-group for short, if (G,�)
is a group, ≤ is a linear order on G, and for all a, b, c ∈ G: a ≤ b implies a� c ≤ b� c.

If G = (G,�,≤) is an alo-group, then G is naturally equipped with the order topology induced by ≤
and G×G is equipped with the related product topology. We say that G is a continuous alo-group if �
is continuous on G×G.

By definition, an alo-group G is a lattice ordered group. Hence, there exists max{a, b}, for each pair
(a, b) ∈ G×G . Nevertheless, a nontrivial alo-group G = (G,�,≤) has neither the greatest element nor
the least element. G = (G,�,≤) is divisible if for each positive integer n and each a ∈ G there exists the

(n)-th root of a denoted by a(1/n), i.e.
(
a(1/n)

)(n)
= a. The function ‖.‖ : G→ G defined for each a ∈ G

by ‖a‖ = max{a, a(−1)} is called a G-norm. The operation d : G × G → G defined by d(a, b) = ‖a÷ b‖
for all a, b ∈ G is called a G-distance.
Next, we present the well known examples of alo-groups, see also [2], or [7].

Example 1: Additive alo-group R = (]−∞,+∞[,+,≤) is a continuous alo-group with:
e = 0, a(−1) = −a, a(n) = a+ a+ ...+ a = n.a.

Example 2: Multiplicative alo-group R+ = (]0,+∞[, •,≤) is a continuous alo-group with:
e = 1, a(−1) = a−1 = 1/a, a(n) = an. Here, by • we denote the usual operation of multiplication.

Example 3: Fuzzy add. alo-group Ra = (] −∞,+∞[,+f ,≤), see [7], is a continuous alo-group with:
a+f b = a+ b− 0.5, e = 0.5, a(−1) = 1− a, a(n) = n.a− (n− 1)/2.

Example 4: Fuzzy multipl. alo-group ]0,1[m =(]0, 1[, •f ,≤), see [2], is a continuous alo-group with:

a •f b =
ab

ab+ (1− a)(1− b) , e = 0.5, a(−1) = 1− a.

3 PCF matrices

Notice that elements of PCF matrices may be crisp and/or fuzzy numbers, also crisp and/or fuzzy
intervals, fuzzy intervals with bell-shaped membership functions, triangular fuzzy numbers, trapezoidal
fuzzy numbers etc. Such fuzzy elements may be either evaluated by individual decision makers, or, they
may be made up of crisp pairwise evaluations of decision makers in a group DM problem.

Now, we shall define reciprocity properties for PCF matrices. Reciprocity of a PC matrix is a natural
property defining the evaluation of couples of alternatives in the reverse order. First, we define reciprocity
for PCF matrices, then we define the concept of the strong reciprocity and we shall investigate some
relationships between the two properties. We derive necessary and sufficient conditions for a PCF matrix
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to be strong reciprocal. Our approach will cover the classical definitions of reciprocity presented e.g. in
[5], and [7].

Let C = {c̃ij} be an n × n PCF matrix, α ∈ [0, 1]. C is said to be α-�-reciprocal, if the following
condition holds: For every i, j ∈ {1, 2, ..., n} there exist cij ∈ [c̃ij ]α and cji ∈ [c̃ji]α such that cij � cji =

e, or, equivalently, cji = c
(−1)
ij . C = {c̃ij} is said to be �-reciprocal, if C is α-�-reciprocal for all α ∈ [0, 1].

Remark 1. If C = {c̃ij} is a PCF matrix with crisp elements, then c̃ij = cij with cij ∈ G for all i and
j, and the above definition coincides with the classical definition of reciprocity for crisp PCF matrices:

A crisp PCF matrix C = {cij} is �-reciprocal if for all i and j: cji = c
(−1)
ij . Particularly, C = {cij} is

additive-reciprocal if cji = −cij for all i and j; C = {cij} is multiplicative-reciprocal if cji = 1
cij

for all i

and j. Clearly, if C = {c̃ij} is an α-�-reciprocal PCF matrix, α, β ∈ [0, 1], β ≤ α, then C = {c̃ij} is
β-�-reciprocal. We denote

[cLij(α), cRij(α)] = [c̃ij ]α.

For a PCF matrix with non-crisp elements the reciprocity condition is a rather weak condition. That
is why we shall ask stronger conditions to define the concept of strong reciprocity.

Let C = {c̃ij} be an n × n PCF matrix, α ∈ [0, 1]. C is said to be strong α-�-reciprocal, if the
following condition holds:
For every i, j ∈ {1, 2, ..., n} and for every cij ∈ [c̃ij ]α there exists cji ∈ [c̃ji]α such that

cij � cji = e. (2)

C = {c̃ij} is said to be strong �-reciprocal, if C is strong α-�-reciprocal for all α ∈ [0, 1].

Remark 2. Every strong α-�-reciprocal PCF matrix is α-�-reciprocal, but not vice-versa.

Proposition 1. Let C = {c̃ij} be a PCF matrix, α ∈ [0, 1]. The following conditions are equivalent.

(i) C is strong α-� -reciprocal.

(ii) cLij(α)� cRji(α) = e and cRij(α)� cLji(α) = e, for all i, j ∈ {1, 2, ..., n}.

(iii) [cLji(α), cRji(α)] = [(cRij(α))(−1), (cLij(α))(−1)], for all i, j ∈ {1, 2, ..., n}.

Remark 3. When evaluating fuzzy elements of a PCF matrix C = {c̃ij}, only one of the membership
functions of elements c̃ij and c̃ji, i 6= j, should be evaluated, the other should satisfy condition (ii), or (iii).
Then the PCF matrix becomes strong �-reciprocal. If C = {c̃ij} is a strong α-�-reciprocal PCF matrix,
α, β ∈ [0, 1], β < α, then C = {c̃ij} need not be strong β-�-reciprocal. It is, however, β-�-reciprocal.

Rationality and compatibility of a decision making process can be achieved by the consistency property
of PCF matrices.

Let G = (G,�,≤) be a divisible and continuous alo-group, C = {c̃ij} be a crisp PCF matrix, where
cij ∈ G ⊂ R for all i, j ∈ {1, 2, ..., n}. The following definition is well known, see e.g. [2]. A crisp PCF
matrix C = {cij} is �-consistent if for all i, j, k ∈ {1, 2, ..., n} : cik = cij � cjk.

Now, we extend the definition to non-crisp PCF matrices as follows, see also [7].

Let α ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be α-�-consistent, if the following condition holds:
For every i, j, k ∈ {1, 2, ..., n}, there exists cik ∈ [c̃ik]α, cij ∈ [c̃ij ]α and cjk ∈ [c̃jk]α such that cik = cij�cjk.
The matrix C is said to be �-consistent, if C is α-�-consistent for all α ∈ [0, 1]. The following properties
are evident.

• If α, β ∈ [0, 1], β ≤ α, C = {c̃ij} is α-�-consistent, then it is β-�-consistent.

• If C = {c̃ij} is α-�-consistent, then it is α-�-reciprocal.

• If C = {c̃ij} is �-consistent, then it is �-reciprocal.
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Now, the consistency property of PCF matrices will be strengthen. Similarly to α-�-strong reciprocity
defined earlier, we define strong α-�-consistent PCF matrices and derive their properties.

Let α ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be strong α-�-consistent, if the following condition
holds: For every i, j, k ∈ {1, 2, ..., n}, and for every cij ∈ [c̃ij ]α, there exist cik ∈ [c̃ik]α and cjk ∈ [c̃jk]α
such that cik = cij � cjk. The matrix C is said to be strong �-consistent, if C is strong α-�-consistent
for all α ∈ [0, 1]. The following properties are evident.

• Each strong α-�-consistent PCF matrix is α-�-consistent.

• If C = {c̃ij} is a strong α-�-consistent PCF matrix, α, β ∈ [0, 1], β < α, then C = {c̃ij} need not
be strong β-�-consistent. However, it must be β-�-consistent.

• If C = {c̃ij} is strong α-�-consistent, then C = {c̃ij} is strong α-�-reciprocal.

• If C = {c̃ij} is strong �-consistent, then C = {c̃ij} is strong �-reciprocal.

Now, we formulate two necessary and sufficient conditions for strong α-�-consistency of a PCF matrix.
This property may be useful for checking strong consistency of PCF matrices.

Proposition 2. Let α ∈ [0, 1], C = {c̃ij} be a PCF matrix. The following three conditions are equivalent.

(i) C = {c̃ij} is strong α-�-consistent.

(ii) [cLik(α), cRik(α)] ∩ [cRij(α)� cLjk(α), cLij(α)� cRjk(α)] 6= ∅, for all i, j, k ∈ {1, 2, ..., n}.

(iii) cLik(α) ≤ cLij(α)� cRjk(α), and cRik(α) ≥ cRij(α)� cLjk(α), for all i, j, k ∈ {1, 2, ..., n}.

Remark 4. Property (iii) in Proposition 2 is useful for checking strong α-�-consistency. For a given
PCF matrix C = {c̃ij} it can be easily checked whether inequalities (iii) are satisfied or not.

Example 5: Consider the additive alo-group R = (R,�,≤) with � = +, see Example 1. Let PCF
matrices A = {ãij} be given as follows:

A =




(0; 0; 0) (1; 2; 3) (3.5; 6; 8)

(−3;−2;−1) (0; 0; 0) (2.5; 4; 5)

(−8;−6;−3.5) (−5;−4;−2.5) (0; 0; 0)


 .

Here, A is a 3 × 3 PCF matrix, particularly a PCF matrix with triangular fuzzy number elements and
the usual ”linear” membership functions. Checking inequalities (iii), we obtain that A is strong α-�-
consistent PCF matrix for all α, 0 ≤ α ≤ 1, hence, A is strong �-consistent.

4 Priority vectors, inconsistency of PCF matrices

Definition of the priority vector for ranking the alternatives will be based on the optimal solution of the
following optimization problem:
(P1)

α −→ max; (3)

subject to cLij(α) ≤ wi ÷ wj ≤ cRij(α) for all i, j ∈ {1, 2, ..., n}, (4)

n⊙

k=1

wk = e, (5)

0 ≤ α ≤ 1, wk ∈ G, for all k ∈ {1, 2, ..., n}. (6)

If optimization problem (P1) has a feasible solution, i.e. system of constraints (4) - (6) has a solution,
then (P1) has also an optimal solution. Let α∗ and w∗ = (w∗1 , ..., w

∗
n) be an optimal solution of problem

(P1). Then α∗ is called the �-consistency grade of C, denoted by g�(C), i.e. g�(C) = α∗. Here,
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w∗ = (w∗1 , ..., w
∗
n) is called the �-priority vector of C. This vector is associated with the ranking of

alternatives as follows: If w∗i > w∗j then xi � xj , where � stands for ”is better then”.

If optimization problem (P1) has no feasible solution, then we define g�(C) = 0. The priority vector
will be defined in this section.

Generally, problem (P1) is a nonlinear optimization problem that can be efficiently solved e.g. by
the dichotomy method, which is a sequence of optimization problems, see e.g. [5]. For instance, given
α ∈ [0, 1], � = +, problem (P1) can be solved as an LP problem (with variables w1, ..., wn).

Let C = {c̃ij} be a PCF matrix, α ∈ [0, 1]. If there exists a triple of elements i, j, k ∈ {1, 2, ..., n}
such that for any cij ∈ [c̃ij ]α, any cik ∈ [c̃ik]α, and any ckj ∈ [c̃kj ]α : cik 6= cij � cjk, then the PCF
matrix C is α-�-inconsistent. If for all α ∈ [0, 1] the PCF matrix C is α-�-inconsistent, then we say
that C is �-inconsistent. By this definition, for a given PCF matrix C and given α ∈ [0, 1], C is either
α-�-consistent, or, C is α-�-inconsistent.

Notice, that for a PCF matrix C problem (P1) has no feasible solution, if and only if C is �-
inconsistent, i.e. C is α-�-inconsistent for all α ∈ [0, 1].

It is an important task to measure an intensity of �-inconsistency of the given PCF matrix. In some
cases, a PCF matrix can be “close”to some �-consistent matrix, in the other cases �-inconsistency can
be strong, meaning that the PCF matrix can be “far”from any �-consistent matrix.

The �-inconsistency of C will be measured by the minimum of the distance of the “ratio”matrix
W = {wi ÷ wj} to the “left”matrix CL = {cLij(0)} and “right”matrix CR = {cRij(0)}, as follows.

Let w = (w1, ..., wn), wi ∈ G, i, j ∈ {1, ..., n}. Denote

dij(C,w) = e if cLij(0) ≤ wi ÷ wj ≤ cRij(0),

= min{‖cLij(0)÷ (wi ÷ wj)‖, ‖cRij(0)÷ (wi ÷ wj)‖}, otherwise.
(7)

Here, by ‖.‖ we denote the norm defined in Section 2. We define the maximum deviation to the matrix
W = {wi ÷ wj} :

I�(C,w) = max{dij(C,w)|i, j ∈ {1, ..., n}}. (8)

Now, consider the following optimization problem.
(P2)

I�(C,w) −→ min; (9)

subject to
n⊙

k=1

wk = e, wk ∈ G, for all k ∈ {1, 2, ..., n}. (10)

The �-inconsistency index of PCM matrix C, I�(C), is defined as

I�(C) = inf{I�(C,w)|wk satisfies (10) }. (11)

If there exists a feasible solution of (P2), then �-inconsistency index of PCM matrix C, I�(C), is equal
to e, i.e. I�(C) = e. If w∗ = (w∗1 , ..., w

∗
n) is an optimal solution of (P2), then I�(C) = I�(C,w∗). It is

clear that an optimal solution of (P2) exists, the uniqueness of the optimal solution of (P2) is, however,
not saved. Depending on the particular operation �, problem (P2) may have multiple optimal solutions
which is an unfavorable fact from the point of view of the decision maker. In this case, the decision maker
should reconsider some (fuzzy) evaluations of pairwise comparison matrix.

Now, we define a priority vector also in case of g�(C) = 0, i.e. if no feasible solution of (P1) exists.
Let C be an �-inconsistent PCM matrix. The optimal solution w∗ = (w∗1 , ..., w

∗
n) of (P2) will be called

the �-priority vector of C.

For a PCF matrix C = {c̃ij} just one of the following two cases occurs:

• Problem (P1) has a feasible solution. Then consistency grade g�(C) = α, for some α, 0 ≤ α ≤ 1,
I�(C) = e. The �-priority vector of C is the optimal solution of problem (P1).

• Problem (P1) has no feasible solution. Then consistency grade g�(C) = 0, C is �-inconsistent, and
I�(C) > e. The �-priority vector of C is the optimal solution of problem (P2).
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Example 6: Let X = {x1, x2, x3} be a set of alternatives, let F = {f̃ij} be a PCF matrix on the fuzzy
multiplicative alo-group ]0,1[m=(]0, 1[, •f ,≤), with:

a •f b =
ab

ab+ (1− a)(1− b) , e = 0.5, a(−1) = 1− a, ‖a‖ = max{a, 1− a}. (12)

Fuzzy multiplicative alo-group ]0,1[m is divisible and continuous. For more details and properties, see
Example 4, eventually, [7]. Let

F =




(0.5; 0.5; 0.5) (0.6; 0.7; 0.8) (0.75; 0.8; 0.9)

(0.2; 0.3; 0.4)) (0.5; 0.5; 0.5) (0.7; 0.75; 0.8)

(0.1; 0.2; 0.25) (0.2; 0.25; 0.3) (0.5; 0.5; 0.5)


 .

Here, F is a 3 × 3 PCF matrix, particularly, PCF matrix with elements on ]0, 1[. F is a •f -reciprocal
PCF matrix (noncrisp), the elements of F are triangular fuzzy numbers. There is an optimal solution of
the corresponding problem (P1) with C = F , the consistency grade g•f (F ) = 0.6. The •f -priority vector
w∗ of F is w∗ = (0.586, 0.302, 0.112), hence x1 � x2 � x3. The inconsistency index I•f (F ) = e = 0.5.

5 Conclusion

This paper deals with pairwise comparison matrices with fuzzy elements. Fuzzy elements of the pairwise
comparison matrix are usually applied whenever the decision maker is not sure about the value of his/her
evaluation of the relative importance of elements in question. In comparison with PC matrices investigated
in the literature, here we investigate pairwise comparison matrices with elements from abelian linearly
ordered group (alo-group) over a real interval (PCF matrices). We generalize the concept of reciprocity
and consistency of pairwise comparison matrices with triangular fuzzy numbers to bounded fuzzy intervals
of alo-groups (trapezoidal fuzzy numbers). We also define the concept of priority vector which is an
extension of the well known concept in crisp case used here for ranking the alternatives. Such an approach
allows for unifying the additive, multiplicative and also fuzzy approaches known from the literature. Then
we solve the problem of measuring inconsistency of a PCF matrix C by defining corresponding indexes.
Six numerical examples have been presented to illustrate the concepts and derived properties.
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The housing market and credit channel of monetary

policy

Vlastimil Reichel1, Miroslav Hloušek2

Abstract. This paper is focused on a credit channel of monetary policy in
the housing market. We test the relevance of the credit channel in the Czech
housing sector in period 2006:Q1 - 2015:Q4. We use two types of structural
VAR models to identify monetary policy shocks and to investigate if they have
impacts on behaviour of the real variables. These VAR models are estimated
using seven variables: real GDP, consumer price inflation, real house prices,
volumes of mortgages, and total loans to households, mortgage interest rate
and money market interest rate. Point estimates of impulse responses show
that monetary policy shock has a (i) negative effect on the real GDP and
mortgages of households; (ii) temporary positive effect on the real house price
and (iii) positive effect on the spread between the mortgage rate and the money
market interest rate. These results indicate that the monetary policy is able
to significantly affect the housing market in the Czech economy.

Keywords: Housing sector, VAR model, credit channel.

JEL classification: E51, E52, C22
AMS classification: 91B84

1 Introduction

Housing sector plays an important role in the business cycle, because changes in house prices can have
important wealth effects on consumption and residential investment, which is the most volatile component
of aggregate demand (see Bernanke and Gertler [1]). The housing market in the Czech economy was
relatively small, but it has been expanding rapidly. The size of mortgage market in 2002 was 4.18 %
of GDP, but it has increased to 21.72 % of GDP in 2015 (See Czech National Bank [3]). One of the
strong impulses for development of the housing market in the Czech Republic was a rent deregulation
law implemented in 2006.

A larger share of the housing sector allows to observe typical relationships among macroeconomic
variables. These relationships are called credit channel of monetary policy. Iacoviello and Minetti [7] argue
that the relevance and form of the credit channel depends on structural features of the housing finance
system of each country. Typically, countries with more developed market have stronger connections
between monetary policy and the housing sector. Concretely, monetary policy can affect the housing
market through behaviour of households and mortgage banks. To identify the credit channel in the
Czech housing market, we use two types of structural VAR models. These models are estimated and
studied by impulse response functions. The results show that there is evidence of credit channel in the
Czech economy and thus the monetary policy is able to significantly affect the housing market variables.

2 Methodology and Data

2.1 Data

We use seven macroeconomic variables for the identification of the VAR models. They are: real GDP,
consumer price inflation, real house prices, volume of mortgages and total loans to households, mortgage
interest rate and money market interest rate. The data are obtained from the Czech Statistical Office

1Masaryk University, Lipová 41a, Brno, Czech Republic, reichel.v@mail.muni.cz
2Masaryk University, Lipová 41a, Brno, Czech Republic, hlousek@econ.muni.cz
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(CZSO) and the Czech National Bank (CNB) databases and cover period 2006:Q1 – 2015:Q4. More
detailed description, data sources and transformation of the variables is quoted in Table 1.

Variable Description Data Source Transformation

Y real GDP CZSO log, ∆

CPI Consumer Price Index CZSO log, ∆

HP Offering price of flats deflated by CPI CZSO log, ∆

HL Housing loans (mortgages) to households CNB log, ∆

TL Total loans to households CNB log, ∆

R 3M PRIBOR CNB −
M Mortgage interest rate CNB −
SP Spread between M and R own constr., CNB −

Table 1 Data for VAR models

We transform following variables: Y,CPI,HP,HL, TL into stationary form using first differences (∆)
of logarithm. Other variables R, M and SP are assumed stationary and are used without transformation.

2.2 VAR model

Two structural VAR models are used for identification of monetary policy shocks. With variables of
interest collected in the k-dimensional vector Yt the reduced-form VAR model can be written as:

Yt = A1 · Yt−1 +A2 · Yt−2 + · · ·+Ap · Yt−p + ut, (1)

where Yt−p is vector of variables lagged by p periods, Ai is a time-invariant k × k matrix and ut is a
k × 1 vector of error terms.

As the error terms are allowed to be correlated, the reduced-form model is transformed into structural
model. Pre-multiplying both sides of equation 1 by the (k × k) matrix A0, yields the structural form:

A0Yt = A0A1 · Yt−1 +A0A2 · Yt−2 + · · ·+A0Ap · Yt−p +Bεt. (2)

The relationship between structural disturbances εt and reduced-form disturbances ut is described by
equation of AB model (see Lutkepohl [8] or Lutkepohl and Kratzig [9]):

A0ut = Bεt, (3)

where A0 also describes the contemporaneous relation among the endogenous variables and B is a
(k × k) matrix. In the structural model, disturbances are assumed to be uncorrelated with each other.
In other words, the covariance matrix of structural disturbances Σe is diagonal.

The model described by equation (2) can not be identified. Therefore, first the matrix B is restricted
to (k × k) diagonal matrix. As a result, diagonal elements of matrix B represent estimated standard
deviations of the structural shocks.

The next step is to impose restrictions to matrix A0. The matrix A0 is lower triangular matrix
with additional restrictions that are obtained from statistical properties of the data. The starting point
of the process is computation of partial correlations among the variables in the model and subsequent
elimination of statistically insignificant relations. This methodology was used by Fragetta and Melina
[5] who analyzed influence of fiscal policy shock in the US economy. This methodology is based on well
defined statistical rules and allows to derive many possible structural VAR models that are later evaluated
by statistical information criteria.
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2.3 Credit channel

The credit channel can take many forms. It theoretically describes how monetary policy can affect
the amount of credit that banks provide to firms and consumers which in turn affects the real part of
economy. Our idea (inspirated by Lyziak et Al. [10]) of the monetary transmission mechanism is captured
in Figure 1.

Tightening of

monetary policy

Increase of
interest rates

Decrease of
inflation
expectation

Decrease of

Decrease of

Decrease of

Decrease of

Decrease of

real estate
price

housing loans
of households

Lower demand

for loans

of households
Total loans

investment

consumption

Expectation of
future official
interest rate

aggregate demand

Decrease of
inflation

Figure 1 Monetary transmission mechanism

Monetary policy restriction represented by rise in short-term interest rates is followed by increase of
lending and deposit rates in commercial and mortgage banks. If we assume price rigidities it causes rise
in the real interest rates which affects consumption, savings and investment decisions. Increase in interest
rates has an impact on a behaviour of households whose willingness to borrow declines. This leads to a
drop in a growth of total household debt. This is a type of credit channel that affects the economy by
altering the amount of credit of households and firms. The change in households behaviour may affect
the real estate market because lower demand for loans also means lower demand for mortgage loans. It
negatively influences demand for real estates and causes a decline of the real estate prices growth.

To find an evidence of monetary transmission mechanism and credit channel in the Czech housing
finance system we are inspired by work of Iacoviello and Minetti [7] and use two structural VAR mod-
els. First SVAR model includes six variables: GDP growth rate, CPI inflation, money market interest
rate, growth rate of real house price index, growth rate of households housing loans and growth rate of
households total loans. This VAR model (with vector Yt = [∆Y, π,R,∆HP,∆HL,∆TL]) is denoted by
Iacoviello and Minetti [7] as uninformative model for detecting a credit channel. The model is based on
the idea that increase in money market interest rate leads to a fall in loan demand implying a reduction
in households loans. The idea is consistent with the traditional monetary transmission mechanism.

The second VAR includes: GDP growth rate, CPI inflation, money market interest rate, growth rate
of real house prices and the spread between a mortgage interest rate and a money market interest rate.
Iacoviello and Minetti [7] assume that this VAR model (with vector Yt = [∆Y, π,R,∆HP,SP ]) should
capture the increase in the external finance premium associated with a credit channel.

3 Results

3.1 Identifications of SVAR models

We identify the monetary policy shocks in both types of VAR models following Iacoviello and Minetti [7]
with algorithm proposed by Fragetta and Melina [5]. First, the VAR models described in equation 1
are estimated by OLS method. For both VAR models the lag length of four quarters was determined
according to Akaike and Hannan-Quinn information criteria. Then vector of residual ut for each variable is
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acquired and partial correlations among the series of innovations are computed. These partial correlations
are quoted in Table 2.

VAR1 VAR2

uyt uπt uRt uHPt uHLt uTLt uyt uπt uRt uHPt uSPt
uyt 1 uyt 1

uπt -0,11 1 uπt -0,13 1

uRt -0,04 0,63 1 uRt 0,14 0,18 1

uHPt 0,04 -0,32 -0,27 1 uHPt 0,51 0,09 0.34 1

uHLt -0,20 0,39 0,45 0,11 1 uSPt -0,07 -0,24 -0,95 -0,34 1

uTLt -0,40 0,35 0,43 0,14 0,96 1

Table 2 Estimated partial correlations of the series innovations

A0 of SVAR1 A0 of SVAR2


1

−a21 1

0 −a32 1

0 −a42 −a43 1

−a51 −a52 −a53 −a54 1

−a61 −a62 −a63 −a64 −a65 1







1

−a21 1

−a31 −a32 1

−a41 0 −a43 1

0 −a52 −a53 −a54 1




Table 3 Identification of matrix A0 is SVAR models

The next step is to determine the SVAR model with AB specifications. Many authors use lower
triangular structure of matrix A0 based on a Cholesky decomposition. In this paper we use a data
oriented method (see Fragetta and Melina [5]) based on the analysis of partial correlations among the
variable’s residuals. In other words, if partial correlation (in Table 2) is statistically insignificant1, we
assume that a matrix element corresponding to this correlation is equal to zero. The resulting matrix is
shown in Table 3.

3.2 Impulse responses function SVAR1

For evidence of monetary policy transmission mechanism we simulate reaction to identified monetary
policy shock (increase in nominal interest rate by one standard deviation). Figure 2 shows the responses
of variables to a monetary contraction, along with percentile confidence interval calculated according to
Hall [6]. The impulse responses show that after the shock the GDP growth at first increases but in the
second quarter decreases and reaches the minimum in the fifth quarter. Inflation also increases at impact
but then slows down and after four periods becomes negative. Slightly similar reaction was observed
by Iacoviello and Minetti [7] in economy of Germany, Norway and Finland or by Lyziak et Al. [10] for
Poland or by Ciccarelli, Peydro and Maddaloni [2] for euro area. The initial increase of inflation is usually
interpreted as prize puzzle problem. A monetary contraction leads to a significant decline in housing and
total bank loans. From the figure it is clear, that tight monetary policy has similar effects on housing and
total loans of households. The change of household’s behaviour (through a change in demand for real
estate) affects the real estate market. Real house prices significantly react with the expected negative sign
although with some lag. The though of decline is in seventh quarter, almost two years after the monetary
restriction. Relatively delayed responses of this variable to monetary policy shock may be caused by: (i)
still evolving real estate market and (ii) boom and bust in the Czech economy during estimated period.

3.3 Impulse responses function SVAR2

Figure 3 shows the impulse responses of the GDP growth, inflation, growth rate of real house prices and
spread between mortgage rate on new housing loans and interbank interest rate to monetary policy shock.

1If it is lower than ±0.11.
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Figure 2 SVAR type 1 - Impulse responses functions to monetary restriction shock
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Figure 3 SVAR type 2 - Impulse responses functions to monetary restriction shock
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Similarly as in the first model we can see firstly positive and after four quarters negative and statistically
significant reaction of GDP growth. Along the same line react also inflation and real house price growth.
The initial increase in both variables can be caused by time that economy needs to adapt to increase in
the interest rate, or by some type of prize puzzle effect.

The spread SP decreases significantly and after five quarters it starts to increase. The initial decline
may be caused by long-term fixation of mortgage rate (see Iacoviello and Minetti [7] p. 8). The increase
after five quarters can be interpreted as an adaptation of mortgage interest rate. In other words, the
mortgage banks adjust the mortgage rate to higher interbank interest rate. The significant increase of
spread after the monetary contraction points at presence of a broad credit channel.

4 Conclusion

In this paper we tested the importance of credit channel in the housing sector of the Czech economy in
period 2006:Q1 – 2015:Q4. We used two structural VAR models for identification of monetary policy
shocks and studied reaction of macroeconomic and housing sector variables to increase in interest rate.
The impulse responses showed that monetary policy can significantly affect the GDP growth, inflation,
households loans, real house prices and the spread between mortgage interest rate and benchmark interest
rate. Presence of the credit channel in the Czech housing market thus demonstrates that monetary policy
can substantially influence important part of the economy. Existence of such mechanism should be taken
into consideration for formation of monetary policy and building economic models.
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Computing Fuzzy Variances of Evaluations of

Alternatives in Fuzzy Decision Matrices

Pavla Rotterová1, Ondřej Pavlačka2

Abstract. Decision matrices are a common tool for solving decision-making
problems under risk. Elements of the matrix express evaluations if a decision-
maker chooses the particular alternative and the particular state of the world
occurs. In practice, the states of the world as well as the decision-maker’s
evaluations are often described only vaguely.

In the literature, there are considered fuzzy decision matrices, where alterna-
tives are compared on the basis of the fuzzy expected values and fuzzy variances
of their evaluations. However, the fuzzy variances of alternatives are calculated
without considering dependencies between fuzzy evaluations under particular
fuzzy states of the world and the fuzzy expected evaluation. So the final rank-
ing of alternatives can be wrong. In the paper, we propose a proper way of
how should the fuzzy variances of evaluations of alternatives be obtained. The
problem is illustrated by the example of stocks comparisons.

Keywords: decision matrices, decision-making under risk, fuzzy states of the
world, fuzzy expected values, fuzzy variances.

JEL classification: C44
AMS classification: 90B50

1 Introduction

Decision matrices are one of decision-making models to ordering alternatives. Elements of the matri-
ces express evaluations of alternatives if the decision-maker chooses the particular alternative and the
particular state of the world occurs.

In decision-making models, there are usually considered crisp (precisely defined) states of the world
like e.g. ”economy will grow more than 5 % next year”, and crisp decision-maker’s evaluations like e.g.
0. Crisp decision matrices are considered e.g. in [1], [2], [6] and [8]. However, in practice, states of the
world as well as the decision maker’s evaluations are sometimes described vaguely, like e.g. ”economy
will grow next year” or ”approximately zero”, respectively. Fuzzy decision matrices are considered e.g.
in [7].

Talašová and Pavlačka [7] proposed the ranking of alternatives in a fuzzy decision matrix based
on fuzzy expected evaluations of the alternatives and fuzzy variances of the alternatives evaluations.
However, they suggested an approach to the computation of fuzzy variances without considering the
dependencies between fuzzy evaluations under particular fuzzy states of the world and the fuzzy expected
evaluation. Finally, Talašová and Pavlačka [7] selected the best alternative according to a decision-making
rule of the expected value and the variance. Based on this rule, a decision-maker selects the alternative
that maximises his/her expected evaluation of the alternative and minimises the variance of his/her
evaluation of the alternative.

The aim of this paper is to propose the proper way of the fuzzy variance computation. The paper is
organised as follows. Section 2 is devoted to the extension of a crisp probability space to the case of fuzzy
events. In section 3, a decision matrix with fuzzy states of the world and with fuzzy evaluations under
particular states of the world is described. The approach of the fuzzy variance computation proposed

1Palacký University Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathemat-
ics, 17. listopadu 1192/12, 771 46 Olomouc, Czech Republic, pavla.rotterova01@upol.cz

2Palacký University Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathemat-
ics, 17. listopadu 1192/12, 771 46 Olomouc, Czech Republic, ondrej.pavlacka@upol.cz
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in [7] is also described here, and the proper way of the fuzzy variance computation is introduced . The
differences of these two approaches are illustrated in the example in section 4. Some concluding remarks
are given in Conclusion.

2 Fuzzy events and their probabilities

Let a probability space (Ω,A, P ) be given, where Ω is a non-empty universal set of all elementary events,
A denotes a σ-algebra of subsets of Ω, i.e. A is a set of all considered random events, and P denotes a
probability measure. In this section, the σ-algebra A is extended to the case of fuzzy events and crisp
probabilities of fuzzy events are defined.

A fuzzy set A on a non-empty set Ω is determined by its membership function µA : Ω→ [0, 1]. F(Ω)
denotes the family of all fuzzy sets on Ω. Let us note that any crisp set A ⊆ Ω can be viewed as a fuzzy
set of a special kind; the membership function µA coincides in such a case with the characteristic function
χA of A.

In accordance with Zadeh [9], a fuzzy event A ∈ F(Ω) is a fuzzy set whose α-cuts Aα := {ω ∈ Ω |
µA(ω) ≥ α} are random events, i.e. Aα ∈ A for all α ∈ [0, 1]. The family of all such fuzzy events, denoted
by AF , forms a σ-algebra of fuzzy events, which was shown in [4]. Let us note that in a decision matrix
described further, fuzzy events represent fuzzy states of the world.

Zadeh [9] extended the probability measure P to the case of fuzzy events. This extended measure is
denoted by PZ . He defined a probability PZ(A) of a fuzzy event A as follows:

PZ(A) := E(µA) =

∫

Ω

µA(ω) dP. (1)

The mapping PZ possesses the important properties of a probability measure, see e.g. [5] and [9].
However, there is a problem with interpretation of the probability measure PZ as was discussed in [5].

3 Fuzzy variance calculations in a fuzzy decision matrix

In this section, we introduce fuzzification of the decision matrix. Then, we recall the formulas for calcu-
lations of the fuzzy expected value and the fuzzy variance of the decision-maker’s evaluations proposed
by Talašová and Pavlačka [7]. Finally, we show the proper way of the computation of the fuzzy variance.

A vaguely defined quantity can be described by a fuzzy number. A fuzzy number A is a fuzzy set on
the set of all real numbers R such that its core Core A := {ω ∈ Ω | µA(ω) = 1} is non-empty, whose
α-cuts are closed intervals for any α ∈ (0, 1], and whose support Supp A := {ω ∈ Ω | µA(ω) > 0} is
bounded. The family of all fuzzy numbers on R is denoted by FN (R). In the paper, we consider an α-cut
of any fuzzy number A expressed by Aα = [ALα, A

U
α ] for any α ∈ (0, 1].

S1 S2 · · · Sm
Characteristics

PZ(S1) PZ(S2) · · · PZ(Sm)

x1 H1,1 H1,2 · · · H1,m (F) EH1 (F) var H1

x2 H2,1 H2,2 · · · H2,m (F) EH2 (F) var H2

· · · · · · · · · · · · · · · · · · · · ·
xn Hn,1 Hn,2 · · · Hn,m (F) EHn (F) var Hn

Table 1 Fuzzy decision matrix

Now, let us introduce a fuzzy extension of the decision matrix, where states of the world and also
evaluations under particular states of the world are modelled by fuzzy sets, given in Table 1. In the
matrix, x1, x2, . . . , xn represent alternatives of a decision-maker, S1, S2, . . . , Sm fuzzy states of the world
that form a fuzzy partition of a non-empty universal set Ω, i.e.

∑m
j=1 µSj

(ω) = 1 for any ω ∈ Ω,
PZ(S1), PZ(S2), . . . , PZ(Sm) stand for the probabilities of the fuzzy states of the world S1, S2, . . . , Sm
defined by (1), and for any i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . ,m}, Hi,j means the fuzzy evaluation if
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the decision-maker chooses the alternative xi and the fuzzy state of the world Sj occurs. Moreover, we
assume that probability distribution on Ω is known. Further, we consider that fuzzy elements in the
matrix are expressed by fuzzy numbers.

Let (Hi,j)α = [(Hi,j)
L
α, (Hi,j)

U
α ] for any α ∈ (0, 1]. The fuzzy expected evaluations, denoted by

(F) EH1, (F) EH2, . . . , (F) EHn, are calculated as

(F)EHi =
m∑

j=1

PZ(Sj) ·Hi,j , (2)

i.e. for any i ∈ {1, 2, . . . n} and any α ∈ (0, 1], the α-cut of the fuzzy expected evaluation (F) EHiα =
[EHL

iα, EH
U
iα], is calculated as follows:

EHL
iα =

m∑

j=1

PZ(Sj) · (Hi,j)
L
α,

EHU
iα =

m∑

j=1

PZ(Sj) · (Hi,j)
U
α .

Talašová and Pavlačka [7] considered fuzzy variances denoted by (F) vart H1, (F) vart H2, . . . ,
(F )vart Hn of alternatives evaluations defined for any i ∈ {1, 2, . . . n} as

(F) vart Hi =
m∑

j=1

PZ(Sj) · (Hi,j − (F)EHi)
2
. (3)

For any α ∈ (0, 1], the α-cut (F) vart Hiα = [vart H
L
iα, vart H

U
iα] is computed as follows:

vart H
L
iα =

m∑

j=1

PZ(Sj) · ej ,

where

ej =

{
0 if 0 ∈ [(Hi,j)

L
α − EHU

iα, (Hi,j)
U
α − EHL

iα],

min
{

((Hi,j)
y1
α − EHy2

iα )
2 |y1 = L,U, y2 = L,U

}
otherwise.

vart H
U
iα =

m∑

j=1

PZ(Sj) ·max
{

((Hi,j)
y1
α − EHy2

iα )
2 |y1 = L,U, y2 = L,U

}

However, this approach, based on the concept of constrained fuzzy arithmetic (see e.g. [3]), does not
takes into account dependencies between fuzzy evaluations under particular fuzzy states of the world Hi,j

and the fuzzy expected value (F)EHi. Let us propose a proper way of the calculation of the α-cut of the
fuzzy variance denoted by (F) vars Hi for any i ∈ {1, 2, . . . n}. Let us denote for any α ∈ (0, 1]

(F) vars Hiα = [vars H
L
iα, vars H

U
iα].

The lower and upper bounds of the (F) vars Hiα are defined as follows:

vars H
L
iα = min





m∑

j=1

PZ(Sj) ·
(
hi,j −

m∑

k=1

PZ(Sk) · hi,k
)2

| hi,j ∈ (Hi,j)α, j = 1, 2, . . . ,m



 , (4)

vars H
U
iα = max





m∑

j=1

PZ(Sj) ·
(
hi,j −

m∑

k=1

PZ(Sk) · hi,k
)2

| hi,j ∈ (Hi,j)α, j = 1, 2, . . . ,m



 . (5)

In the formulas (4) and (5), the resultant fuzzy expected value is not employed in contrast to (3). Instead
of this, the way how the fuzzy expected value is obtained, is taken into account. Thus, this approach
takes into consideration the relationships among variables.

The resultant fuzzy variances obtained by the formulas (4) and (5), are subsets of fuzzy variances
obtained by formula (3). So for each α ∈ (0, 1], (F) vars Hiα ⊆ (F) vart Hiα. Using the formulas
(4) and (5), the uncertainty of the fuzzy variance is not falsely increased as in the case of the variance
computation by the formula (3). Moreover, alternatives can be differently ordered if fuzzy variances are
calculated according to the formulas (4) and (5) instead of (3). This is illustrated by the example in the
following section.
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4 Example of the fuzzy decision matrix of stock comparisons

Let us consider a problem of comparing two stocks, A and B, with respect to their future yields. The
considered states of the world are great economic drop, economic drop, economic stagnation, economic
growth and great economic growth denoted by GD, D, S, G, and GG, respectively. They are expressed
by a trapezoidal fuzzy numbers that form a fuzzy scale shown in Figure 1. A trapezoidal fuzzy number
is determined by its significant values a1, a2, a3, and a4, where a1 ≤ a2 ≤ a3 ≤ a4. The membership
function of any trapezoidal fuzzy number A ∈ FN (R) is defined for any x ∈ R as follows:

µA(x) =





x−a1
a2−a1 if x ∈ [a1, a2),

1 if x ∈ [a2, a3],
a4−x
a4−a3 if x ∈ (a3, a4],

0 otherwise.

A trapezoidal fuzzy number A determined by its significant values is denoted by (a1, a2, a3, a4).

Let us assume that the economy states are given by the development of the gross domestic product,
abbreviated as GDP. We also assume that next year prediction of GDP development shows a normally
distributed growth of GDP with parameters µ = 1.5 and σ = 2.

Figure 1 Fuzzy scale of the economy states

The resultant fuzzy expected values and fuzzy variances can be compared based on their centres of
gravity. The centre of gravity of a fuzzy number A ∈ FN (R) is a real number cogA given as follows:

cogA =

∫∞
−∞ µA(x) · x dx
∫∞
−∞ µA(x) dx

.

Economy states GD = (-∞, -∞, -4, -3) D = (-4, -3, -1.5, -0.25) S = (-1.5, -0.25, 0.25, 1.5)

Probabilities 0.0067 0.1146 0.2579

A yield (%) -48 -37 -31 -20 -24 -17 -10 -3 -5 -3 3 8

B yield (%) -46 -38 -32 -24 -22 -17 -11 -6 -4 -3 3 4

Economy states G = (0.25, 1.5, 3, 4) GG = (3, 4, ∞, ∞)

Probabilities 0.4596 0.1612

A yield (%) 6 12 17 24 20 27 34 41

B yield (%) 6 12 16 22 24 29 35 40

Table 2 Fuzzy decision matrix of stocks yields
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Stock Characteristic Fuzzy Stock Yield (%) Centre of Gravity

(F) EA 1.62 6.90 12.71 19.22 10.17

(F) EB 2.72 7.49 12.45 17.22 9.75

(F) vart A 5.66 79.11 346.67 857.79 287.76

(F) vart B 22.07 97.84 335.49 702.75 267.34

(F) vars A 41.87 117.61 257.13 447.2 210.57

(F) vars B 74.55 134.71 259.79 392.80 213.26

Table 3 Fuzzy expected values and fuzzy standard deviations

The fuzzy expected values (F) EA and (F) EB, computed by formula (2), are trapezoidal fuzzy
numbers. Their significant values are given in Table 3. Fuzzy variances (F) vart A and (F) vart B,
obtained by formula (3), and (F) vars A and (F) vars B, calculated by (4) and (5) , are not trapezoidal
fuzzy numbers. Their membership functions are shown in Figure 2. We can see that properly computed
fuzzy variances are significantly narrower than variances calculated by the original formula. In this
example, we can also see that the proper calculation of the fuzzy variance can cause a change in the
decision-maker’s preferences, i.e. based on the results calculated by the formula (3), the decision-maker
is not able to make a decision on the basis of the rule of the expected value and the variance, while based
on (F) vars A and (F) vars B, the decision-maker should select the stock A (the higher expected value
and the lower variance than the stock B). The expected values and the variances are compared based on
their centres of gravity.

Figure 2 Membership functions of fuzzy variances (F) vart A, (F) vart B, (F) vars A, (F) vars B

5 Conclusion

We have proposed the proper way of the fuzzy variance computation in the fuzzy decision matrix. The
original way of the fuzzy variance computation does not consider dependencies between fuzzy evaluations
under particular fuzzy states of the world and the fuzzy expected evaluation. Contrary, the proper one
takes the dependencies into account, which means that obtained fuzzy variances do not falsely increase
the uncertainty of this variance. In the numerical example, we have shown, that considering dependencies
between fuzzy evaluations under particular fuzzy states of the world and the fuzzy expected evaluation
can affect final ranking of the alternatives.
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The main inflationary factors in the Visegrád Four

Lenka Roubalová1, David Hampel2

Abstract. This paper deals with the analysis of the main inflationary factors
and their changes caused by the onset of the economic crisis in 2008. We
attempt to uncover the factors causing inflation in the Visegrád Four from
both demand and supply sides in the pre-crisis period as well as in the following
one. To determine main inflation drivers in each country, multiple regression
models are estimated. To describe the common factors causing inflation among
all member countries we use panel data models. We found out that the most
significant inflationary factors have been changed after 2008 but these factors do
not differ significantly in observed countries. The results prove the influence
of the domestic factors in the pre-crisis period. The impact of the external
factors, especially commodity prices, is significant in the period during crisis.
In conclusion, supply side factors have major influence on inflation and the
inflationary factors have been changed over time.

Keywords: demand and supply side inflation factors, domestic and exter-
nal inflation factors, inflation, multiple regression models, panel data models,
Visegrád Four.

JEL classification: E31
AMS classification: 91B84

1 Introduction

Inflation has been a common theme and subject of expert analysis for years. The economic structure has
been changing at both, global and national level and so it is interesting to examine factors influencing
inflation in different countries and compare the results obtained among different periods. The knowledge
about main inflation drivers can be useful for individuals and businesses to anticipate further economic
development. Especially, it is important for monetary authorities in countries where inflation targeting
regime is implemented.

As Stock and Watson reported in [16], there have been significant changes in the dynamic of inflation
causing changes in the economic structure for the past five decades. Nowadays, for instance, energy is
not so important part of the total expenditure in compare with the period of oil shocks. The labour
union become smaller and the production of services increases. This development is associated with the
monetary policy changes as well. The rules are more flexible and take into account several factors like
inflation expectations, for example.

There are not many publications dealing with inflationary factors in countries of Central Europe. We
can mention the results reported by Golinelli and Orsi in [6] who proved the inflationary impact of the
production gap and exchange rate in V4 countries during the transformation process. Further study
deals with the inflation drivers development from the transformation process to the financial crisis in
2008, see [1], and points out the importance of cost-pushed inflation. In [2] Time-Varying Parameter
VAR model with stochastic volatility and VAR Neural Network model are used for predicting inflation
based on selected inflationary factors.

Financial crisis can break the economic structure significantly and affect the efficiency of monetary
policy, see for example [4], [9] and [14] and monetary authorities can be forced to accommodate these
changes. The crisis can affect the behavior of individuals and businesses which react more sensitively to

1Mendel University in Brno, Department of Statistics and Operation Analysis, Zemědělská 1, 613 00 Brno, Czech
Republic, xkravack@mendelu.cz

2Mendel University in Brno, Department of Statistics and Operation Analysis, Zemědělská 1, 613 00 Brno, Czech
Republic, qqhampel@mendelu.cz
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some economic changes during crisis. BVAR model with the specifically defined prior is used for modeling
monetary transmission mechanism in the Czech Republic and Slovakia from January 2002 to February
2013 and the results point to the inadequacy of the common VAR model, see [17]. In [3] asymmetries in
effects of monetary policy and their link to labour market are investigated. Time-Varying Parameter VAR
model with stochastic volatility is employed there to capture possible changes in transmission mechanism
and in underlying structure of economy over time.

The main aim of this paper is to find out the main inflationary factors in V4 countries in the period
before the onset of the crisis in 2008 and in the period during crisis. We attempt to verify the thesis that
inflationary factors have been changed over time. This analysis should also provide some information
about the impact of external and domestic factors or supply and demand side factors among V4 countries.

2 Material

The selection of macroeconomic variables used in the econometric analysis is based on macroeconomic
theory and on the information published in inflation reports of monetary authorities. A dependent
variable is an inflation rate measured by CPI changes compared to the same period of the previous
year. For Slovak Republic estimates we use HICP changes, which do not differ substantially but they
are suitable for comparing and discussion to NBS publications. As the independent variables we use 23
macroeconomic indicators which represent two groups of variables, the external and the domestic factors.

The group of domestic factors include GDP of each country which represents aggregate demand
and household consumption which represent consumer demand. There are many notices about total
aggregate demand and consumer demand in the inflation report, so both variables are included. Then
we use price factors like food prices, energy prices, prices of fuels, unprocessed food prices and industrial
production prices. The labour market is represented by the level of unemployment, nominal wages,
labour productivity per worker and other labour costs. Then we use the government debt to GDP rate,
monetary aggregates, three month interbank offered rates, 3M PRIBOR, 3M BUBOR, 3M WIBOR a 3M
(BRIBOR) EURIBOR and inflation expectations.

The external factors represent a group of variables containing exchange rate of domestic currency to
EUR, nominal effective exchange rate, current account balance and import prices. We also use variables
representing global development like oil prices, European industrial production prices and average global
agricultural prodcution prices for EU and USA. Data of macroeconomic variables – quarterly time series
– are expressed as an index, change against the same quarter from the last year. This form of expression
is advantageous because it eliminates the effect of seasonality. The number of time series observations
T = 51 corresponds to the period from the first quarter of 2003 to the second quarter of 2015, while
Q1 2003 – Q3 2008 represents the period before the crisis and Q4 2008 – Q2 2015 represents the period
during the crisis.

Analyzed data were obtained from ARAD – database managed by the Czech National Bank, macroe-
conomic database of the National Bank of Slovakia, database of the Polish Statistical Office, database
of the National Bank of Poland and from Eurostat database. Time series of Brent oil prices and global
agricultural production prices were obtained from the OECD database and from the database of the
European Central Bank.

3 Methods

The first part of this paper deals with creating multivariate regression models for each country of the
Visegrád Group separately. We start with testing stationarity of the aforementioned time-series: ap-
proximately using the graph of time series and exactly by unit root tests, specifically we use Augmented
Dickey-Fuller (ADF) test [5] and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [12]. The consequence
of modeled time series nonstationarity can be spurious regression. Therefore, it is necessary to test
whether examined time series are cointegrated. This task we perform by verification of residues of coin-
tegration regression stationarity.

Before carrying out the parameters estimate we verify the presence of multicollinearity using pairwise
correlation coefficients and Variance Inflation Factors; variables causing multicollinearity are eliminated.
Further we apply backward elimination of variables according to their significance given by t-test. When
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selecting the best model from several candidate models we compare adjusted coefficient of determination
and information criteria (AIC, BIC, HQC). In particular, we look to whether the parameter estimates
are consistent with economic theory. We also provide specification tests (LM test and Ramsey RESET
test), serial correlation test (significance of residual autocorrelations, Durbin-Watson and Ljung-Box
test), heteroskedasticity tests (Breusch-Pagan and White test). Normality of the error term we verify
graphically using a histogram and Q-Q plot; for exact testing we use the Shapiro-Wilk test.

Inflationary factors common to all V4 countries can be detected by the analysis of panel data repre-
sentation. We deal with non-stationary time series, therefore we test cointegration of panel representation
of data by the Kao test [11]. Generally, it is possible to choose model with fixed or random effects of
objects. This decision is based on Hausman test [7] usually. In our case, when number of objects is lower
than number of variables, we cannot use model with random effects, so only models with fixed effects are
estimated. Tests of different intercepts for particular objects are conducted. Statistical tests are provided
at the significance level α = 5 %. Estimates of multivariate regression models and panel data models are
obtained using software Gretl 1.9.91, EViews 8 and Matlab R2015b.

4 Results

To estimate the models we used quarterly time series. Although some of them are non-stationary, we
found this series cointegrated. Almost all estimated parameters are statistically significant, see Tab. 1.
The models are well specified and all classical assumptions were fulfilled. With the respect to the fact that
predicting inflation is very difficult, the coefficients of determination between 73 % and 96 % indicate that
following variables describe the variability of inflation rate very well. Estimated inflation is illustrated
graphically in Fig. 1, dashed line.

Before crisis period During crisis period

Variable CZ HU PL SK V4 CZ HU PL SK V4

3M interbank rate × × × <0.001 × × <0.001 × × ×
Agricultural prices 0.001 <0.001 × × × × <0.001 <0.001 <0.001 <0.001

Consumption × × 0.004 × × × × × 0.050 ×
Energy prices × <0.001 × <0.001 <0.001 <0.001 × × × <0.001

Food & energy prices × × 0.002 × × × × × × ×
Food prices × × × <0.001 <0.001 0.003 × × × ×
GDP 0.004 × × 0.008 0.003 × × × × ×
GDP EA × 0.099 × × × × × 0.068 × ×
Inflation expectations × <0.001 0.019 × × <0.001 × × × <0.001

Monetary base × × × × × <0.001 × <0.001 <0.001 ×
Nominal wages 0.065 × × × × × × × × ×
Oil prices <0.001 × × × × × <0.001 <0.001 <0.001 0.043

Unproc. food prices × × × × × × 0.028 <0.001 × ×

Table 1 Variables included in models for particular countries (CZ, HU, PL, SK) and in panel data model
(V4) in both pre-crisis and crisis periods. P-values of the t-test are given, the symbol ‘×’ means that
insignificant variable is omitted in concrete model.

For the Czech Republic, the positive signs of all numerical estimates determine positive influence of
these variables on inflation. In the case of Hungary we found all variables affecting inflation positively.
The negative impact of the interest rate is related to the loans denominated in euro during this period.
For Poland, the negative impact of the Eurozone aggregate demand results from the declining aggregate
demand in Eurozone that caused increasing demand for food production form Poland. It caused, that
Polish export increased and the price level increased as well. All numerical estimates in model for Slovak
Republic have positive signs which indicate that these variables affect inflation rate positively.

The panel data analysis results indicate factors that are the most convenient to describe inflation
development during both periods in the Visegrád Four countries collectively. The most appropriate
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Figure 1 Real inflation (solid line), multivariate regression estimate (dashed) and panel Fixed Effects
model estimate (dotted) for V4 countries. Y-axis inflation rate, x-axis time. Vertical line separates
periods before and during crisis.

resulting model with R2
adj = 0.832 in the pre-crisis period is the fixed effect model containing regressors

like energy prices, food prices and domestic aggregate demand. With the use of Kao test of panel
cointegration with p = 0.0029 we can reject the null hypothesis of non-cointegration. We can reject the
existence of common intercepts using the test with p = 0.0021, and we cannot reject homoskedasticity and
normality of random errors. Estimated inflation for both pre-crisis and during-crisis periods is illustrated
graphically in Fig. 1, dotted line.

The period during crisis can be collectively described with the fixed effects model with R2
adj = 0.691

where the inflation rate is described with the use of regressors like global agricultural prices, crude oil
prices, inflation expectations and energy prices. Kao test of panel cointegration with p < 0.001 proved
we can reject the null hypothesis of non-cointegration. With the use of the test of common intercepts
with p < 0.001 we can reject the null hypothesis about common intercept among groups of countries. We
cannot reject the null hypothesis about normality of random errors, but we reject their homoskedasticity
(we can see greater variance for Hungary and Slovakia than for Czech republic and Poland).

5 Discussion

Generally our results prove that inflation in V4 countries can be successfully described with food prices,
energy prices and with the national aggregate demand development in the pre-crisis period. We have
found the importance of domestic factors in this period. However, there are some differences among
individual countries. It is worth pointing out the case of the Czech Republic where the impact of
crude oil prices and global agricultural prices are detected. The changes in oil prices in 2002 affected the
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industrial prices development significantly through the changes in the import prices in 2005. This changes
affected primary oil processing prices thereby the energy production and distribution prices increased.
The changes in crude oil prices and in global agricultural prices finally rise domestic food prices. We
should also mention the impact of nominal wages that contributed to this development of price level
in the Czech Republic. The impact of labour costs in the Czech Republic results form the research
of M. Alexová. She found the significant impact of this factor on inflation in the Czech Republic and
Hungary in 1996–2011, see [1].

Eurozone aggregate demand is one of the main inflation drivers in Hungary. It can be connected with
the rising output of the main trading partners in this period. According to MNB evidence the net export
was the most important component contributing to the domestic aggregate demand increase at the end of
this period1. The results indicate the importance of inflation expectations in this period individually in
Poland and Hungary. It can be connected wit the accession to EU in this period. In the case of Hungary
there is significant impact of the Eurozone demand. The economic growth in Eurozone probably affected
inflation expectation in Hungary as well.

The results prove that the external factors prevailed during crisis. Generally in all countries the oil
prices, global agricultural prices, inflation expectations and energy prices are the main inflation drivers
during this period. Neely and Rapach found that international factors affect inflation of more than 50 %
and the impact of this group of factors still has been increasing, see [15]. Multiple regression models
point some detail information about inflation factors not typical for all V4 members. In the case of
Poland, the results show negative impact of the Eurozone demand on inflation in Poland. Due to the
loss of output and weak aggregate demand in Eurozone these countries increased the amount of imported
food production from Poland2. In Hungary a total of more than two thirds of all household loans were
denominated in Swiss Francs and Euros in 2010 [10]. However, the Forint3-denominated loan repayment
increased with the depreciation of Forint. Secondarily, the depreciation contributed to an increase in
inflation.

In all countries together we can see considerable impact of inflation expectations. These results are
in accordance with Levy (1981), who found that the inflation expectations and the monetary base are
significant inflation factors during crisis. Although there should not be significant effect of monetary
base in the inflation targeting regime, we found the importance of money indicators in Poland and in the
Czech Republic. Another research points that monetary base is not very important in predicting inflation
in V4 countries, but in the case of individual countries, especially Poland, the results indicate that some
money indicators improve the inflation forecast [8]. This conclusion confirms our results concerning the
fact that monetary base can be important within individual countries but it does not play the role in
general development of price level in the V4 countries together. In spite of the general summary which
indicates that inflationary factors have been changed over time, it is necessary to mention energy prices.

Panel data models indicate the impact of domestic energy prices on inflation in both periods. There
are various sources affecting this variable. Except for oil prices development there are many domestic
influences like VAT tax, regulations and weather, which affect the consumption of energy. According
to Czech National Bank4 evidence we assume that in the pre-crisis period the oil prices development
affected inflationary pressure of energy prices. Secondly, it could be strengthened by the extremely low
temperature measured in Central Europe in winter 2005. During the crisis the impact of energy prices
on inflation is lower and multiple regression models do not prove the importance of this variable in all
V4 countries individually. Our results imply that the inflation development is mostly affected by factors
on the supply side that cause cost-push inflation. The research of M. Alexová partly confirms our results
but her results put more weight on labor costs, see [1].

6 Conclusions

We used multiple regression models and panel data models to identify the main inflationary factors
in the Visegrád Four. Estimated models proved there are some specific characteristics in the inflation
development in each country, but generally there is a group of factors common to all V4 countries in each
period. Despite these individual differences we can conclude that the main inflationary factors do not

1Magyar Nemzeti Bank Quarterly Report on Inflation (November 2007).
2Economic newsletter from Poland 2014/2 of the Czech-Polish Chamber of Commerce.
3Magyar national currency.
4Czech National Bank Inflation Report July 2005.
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differ significantly in observed countries. We found out that the impact of domestic factors prevail in the
pre-crisis period. The impact of external factors and inflation expectations is significant during crisis.
From this estimates we derive that impact of external factors increase and the cost-pushed inflation has
prevailed. The inflation factors have been changed by the onset of economic crisis in 2008. The results
imply that national banks are not able to drive all inflationary factors directly, because a significant part
of total inflation development is based on external factors.
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Posteriori setting of the weights in multi-criteria

decision making in educational practice

Jǐŕı Rozkovec1, Jan Öhm2, Kateřina Gurinová3

Abstract. The aim of this paper is to propose an alternative way of
classification of students writing tests, when here we mean subjects like
mathematics, physics etc. The classification is a multi-criteria decision making
problem. The tasks to solve there are criteria and the results of each student
are values of individual variant and the weights are numbers of points
assigned to examples. Usually, the teacher sets these points before the test
according to his meaning about a difficulty of particular example and also
according to a mutual comparison of all the examples. A disadvantage of
this approach could be the individual experience of the teacher who does
not have to estimate the difficulties for a given group of students fittingly.
Then easy examples are appraised by high number of points and vice versa.
The presented method calculates the weights (i.e. the points) according to
the results achieved by the students and then the total score. The score of
a particular example is calculated only in percent and then its average. The
reciprocal value of the average is the weight. Afterwards the total score of
every test is evaluated and also identified the difficulties of assigned tasks.

Keywords: multi-criteria decision making, weights, goodness-of-fit test.

JEL classification: C44
AMS classification: 90B50

1 Introduction

Pedagogy, in its normative character, systematically dictates teachers to evaluate their students. Eva-
luation is a complex and difficult process in which some action (act, product) is evaluated using verbal or
non-verbal methods, not only by a grade (i.e. grading is less complex and figures as a result of evaluation
- see [3]). Evaluation of student’s performance in achievement tests is one of the key operations in an
achievement test creation process. It has many functions and is arguably divided into many typologies.

The only indisputable division of evaluation is by two elementary aspects − absolute and relative.
Absolute aspect is formulated by an observed student’s result compared to a desirable result, potentially
to the ideal result. Relative aspect expresses student’s level (e.g. knowledge) related to his colleagues. It
tells which of them are better, equal or worse (see [6]).

Evaluation process is subject of many critical essays. It is considered a moral aspect of assessment
[7], economic criteria of testing or the cumulation of evaluation acts in some methods [6]. Teachers are
often under pressure and unfavourable judgements for their presumptive stressful grading. Čapek in [2]
warns againts normative evaluation (in his classification similar to relative) and discusses an abrogation
of evaluation by grades. Subjectivism and cumulation of evaluation acts can be decreased by the usage
of achievement tests. Generally are achievement test in opposition to psychological test (IQ test, test of
personality, etc.) because they measure knowledge and skills [5].

Following the functional classification [5], achievement tests can be divided into these categories:

1Technical University of Liberec/Faculty of Economics, department of Economic Statistics, Voroněžská 13, 46001 LIBE-
REC, Czech Republic, jiri.rozkovec@tul.cz

2Technical University of Liberec/Faculty of Economics, department of Economic Statistics, Voroněžská 13, 46001 LIBE-
REC, Czech Republic, jan.ohm@tul.cz

3Technical University of Liberec/Faculty of Economics, department of Economic Statistics, Voroněžská 13, 46001 LIBE-
REC, Czech Republic, katerina.gurinova@tul.cz
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• INITIAL. Used at the beginning of lesson in order to evaluate initial level of students’ knowledge.

• DIAGNOSTIC. Used for analysis of knowledge and skills, detection of errors and their elimination.

• OUTPUT. Its purpose is for evaluation of lesson outputs.

• TEMPORARY. Has time limit and contain equally difficult tasks. Success is determined by achie-
vement realised in particular time interval.

• SCALAR. Opposite to temporary. Contain variously difficult tasks. Success is determined by achie-
ved level of difficulty.

These tests are considered as objective although it is the misleading statement. Achievement tests are
focused on objective examination of students’ content of curriculum mastery.

2 Grading as a multiple-criteria decision making

Grading could be considered as a multiple-criteria decision making problem, where the aim is to set
ranking of alternatives, not to find any optimal solution. The alternatives are in fact the results of
particular tests. For the evaluation will be used weighted sum model (WSM) [4]. Let’s assume that

there is n alternatives and k criteria, where ith alternative is a vector ~Xi = (xi1, xi2, . . . , xik). Vectors
~X1, ~X2, . . . , ~Xn then create rows of decision matrix Xn×k. The decision criteria create the columns of X.

The corresponding weights are in vector ~w = (w1, . . . , wk).

However, this model slightly differs from the practical life where teacher sets the points for all examples
in advance - denote these values as a vector ~b = (b1, . . . , bk). Then he/she evaluates the proportion which
has been solved for each task by absolute number of points. The total score, in other words importance
of the particular alternative, is given by the sum of achieved points for all k examples. To use WSM it is
necessary to rearrange this data this way.

In the decision matrix X there are again the proportions mentioned in the previous paragraph but
as a relative ones, i. e. xij ∈ [0, 1] for i = 1, . . . , n, j = 1, . . . , k. The weights wj , j = 1, . . . , k then imply
from:

wj =
bj∑k
i=1 bj

(1)

In this case the importance of alternative UA(Xi) = ~w ~Xi where UA(Xi) ∈ [0, k] (index A means that
a priori weights were used for the calculation of the importance). But here a small problem appears - and
it is the setting of weights.

2.1 A priori weights

It was mentioned above that the weights from (1) were set in advance - it means before writting of the
test. How were they set? Accidentally? Intentionally based on teacher’s experience? Either way, they
express an assumption about the difficulty of the examples which is at the same time a transformed
expectation about the students’ abilities and knowledge. And it could cause errors, because the teacher
can overestimate or underestimate them.

In the first case some tasks would have greater weights than they should have and vice versa. To sum
it, these a priori weights do not fit the difficulty of the tasks. In further text the proposal of construction
of posteriori weights will be presented.

2.2 Posteriori weights

The weights which are being constructed should ensure the ranking of the students, but not only this.
Also they should identify the tasks which are able to distinct good and poor students from the knowledge
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point of view. In other words, tasks solved either by everybody or nobody do not have such ability and
from the teacher’s point of view they do not have any additional profit.

The method is based just on the values of matrix Xn×k. The measure of the difficulty dj of jth task
is expressed as a reciprocal value of average x·j of jth column of X:

x·j =
1

n

n∑

i=1

xij (2)

dj =
1

x·j
(3)

for j = 1, . . . , k. Naturally, x·j ∈ [0, 1], so dj ∈ [1,∞). It is necessary to add that the criteria where
x·j equals to 0 or 1 will be excluded from the processing, because they do not have, besides other things,
just the ability of distinction as was mentioned above.

Further dj , j = 1, . . . , k have to be standardized to the weights vj :

vj =
dj∑k
i=1 dj

(4)

Now the importance UP of alternative Xi can be evaluated in a common way, i. e. UP (Xi) = ~v ~Xi

(index P means that posteriori weights were used for the calculation of the importance U).

Now the a priori and posteriori weights ~w and ~v can be compared by χ2 goodness-of-fit test [1].
Proportions in ~w are considered as theoretical distribution, while ~v is the empirical one.

3 Practical examples

The following two examples are the practical demonstration of the method described above. The both
concern with tests of mathematical analysis from our educational practice in the last year. Let’s note
that the significance level for all test is α = 0, 01.

Example 1. This sample has following parameters: n = 69, k = 6, i. e. there was six examples and 69
students. The success rates of examples were: ~x· = (0, 2638, 0, 3237, 0, 4928, 0, 5246, 0, 6928, 0, 1246).
The prior weights are:

~w = (0, 125, 0, 375, 0, 125, 0, 125, 0, 125, 0, 125)

If they are compared with the success rates, then, roughly said, the higher weight, the lower success.
From ~x· the posteriori weights ~v were evaluated using formula (4):

~v = (0, 1869, 0, 1523, 0, 1001, 0, 094, 0, 0712, 0, 3955)

The χ2 goodness-of-fit test has the test statistic χ2 = 54, 13. The critical value is χ2
5(0, 99) = 15, 09.

So the null hypothesis that the proportions are indentical is rejected. Now the question is how the
importances UA and UP differ. At first the test of their correlation will be performed. Sample correlation
r(UA, UP ) = 0, 9549, P-Value = 0,00. So there is a strong positive correlation between them. Let’s define
now the difference Z(Xi) as:

Z(Xi) = UA(Xi)− UP (Xi) i = 1, . . . , n (5)

The average and variance of the difference Z is Z = 0, 088, s2Z = 0, 0064. Z is normally distributed
(P-Value of χ2 goodness-of-test is 0,049). The hypothesis H0 : µ = 0 was rejected and H1 : µ > 0 was
accepted (P-Value=0). So there is a statistically significant positive difference UA − UP .
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Example 2. This sample has following parameters: n = 72, k = 5. The success rates were: ~x· =
(0, 4792, 0, 3281, 0, 4219, 0, 4427, 0, 599).

The weights ~w and ~v are:
~w = (0, 2, 0, 2, 0, 2, 0, 2, 0, 2)

~v = (0, 1825, 0, 2666, 0, 2073, 0, 1976, 0, 146)

The χ2 goodness-of-fit test has the test statistic χ2 = 2, 78. The critical value is χ2
4(0, 99) = 13, 28. So

the null hypothesis that the proportions are indentical is not rejected. Sample correlation r(UA, UP ) =
0, 9947, P-Value = 0,00. So there is also strong positive correlation between UA and UP .

The average and variance of the difference Z for this example is Z = 0, 017, s2Z = 0, 0007. Z is
normally distributed (P-Value of χ2 goodness-of-test is 0,042). The hypothesis H0 : µ = 0 was again
rejected and H1 : µ > 0 was accepted (P-Value = 10−7). So there is a statistically significant positive
difference UA − UP .

4 Conclusion

The aim of this paper was to propose an alternative approach of posteriori setting of the weights for
multiple-criteria decision making problems in educational practice. Concretely it concerns with the gra-
ding of written tests. Usually the weights are given in advance, but they would not have to correspond
to reality. So the motivation is to assess the difficulty of the solved tasks more precisely in comparison
with the a priori weights. The estimates are based on the achivements of tested students and this is the
main difference - the weights are, in fact, generated by the values of the decision matrix. The idea how
to express the difficulty is to use a reciprocal value of the average achievement for the particular task.
In presented examples the weights ~w and ~v were significantly different (Example 1), but in Example 2
their fit was not rejected. It means that in the first case teacher’s prediction of the difficulty was not so
accurate like in the second one. It was the main goal - the construction and comparison of weights.

Consequently, the relation between UA(Xi) and UP (Xi) was briefly analyzed. The importance UA(Xi)
calculated with a priori weights ~w was greater than UP (Xi) using posteriori weights ~v. Their difference
was normally distributed. The mean of difference Z is positive in the both cases and it is statistically
significant. Further the correlation of UA and UP was tested. It is nearly perfect and positive in the both
cases as well.
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A client’s health from the point of view of the

nutrition adviser using operational research

Lucie Schaynová 1

Abstract. In this paper, we analyse daily nutrient requirements of an indi-
vidual person from the point of view of the nutrition adviser. The goal is to
simplify the adviser’s menu planning for a client as much as possible. After
that, we design an individual eating plan for a week using a new linear opti-
mization model. The model respects eating habits and it follows the client’s or
adviser’s recommended recipes taking the compatibility of foods into account.
The model involves linear constraints to ensure that two incompatible foods
are not used in the same course. The model comprises further constraints to
guarantee the diversity of the courses. The purpose of other constraints is to
use an exact amount of some food, e.g. one whole egg or 100 grams of cheese,
during the week. The model is made up so that the final dietary plan for the
client is as natural as possible. The model gives recommended amounts of foods
for weekly recipe planning.

Keywords: nutrient requirement, linear programming, dietary plan

JEL classification: C44
AMS classification: 90C05

1 Introduction

Proper nutrition is important for the proper development and functioning of our organism and to maintain
a good state of health. It also represents a very important role in the prevention of civilization diseases.

Nutrition from the perspective of linear programming has always the same foundation: the fulfillment
of nutritional requirements for health of a larger group of people or the population. The objective functions
of the linear programming models often vary. For example minimize greenhouse gas emmisions in the
United Kingdom [8]. The cheapest eating is mainly connected with helping the people in developing
countries. The goal is to design a nutritionally adequate diet suitable for the complementary feeding
period using locally available food with the minimal price [3], [2]. For countries without restriction of
the availability of food, models that include popularity of foods (the most frequently bought foods), with
minimal price are used again [11]. On the basis of these favorite foods studies for inhabitants, in which
they observe current and new optimal diets, are designed. Both kinds of diets are compared to make
the people realize the difference between them and to give them recommendations to change their eating
habits. That was done for the people in Italy [4] and in France [9]. More individual is a treatise of the
eating model for a group of people designed for one week, which uses information about popularity of
recipes in Hawaii. There is minimized either the price or total time of preparation of meals [7].

In this article we are going to present the diet problem for an individual person from the point of view
of the nutrition adviser. We develop a diet plan tailored to a clinent’s needs using linear programming.
The model follows the adviser’s steps when creating the diet plan. For the adviser the model is very
helpful from the financial and the time point of view.

2 The problem

The nutrition adviser offers an individual consultation to a client who suffers from some malfunction
nutrition or is in danger of some diseases that can be affected by proper nutrition, such as obesity,

1University of Ostrava, Faculty of Science, Department of Mathematics, 30. dubna 22, 701 03 Ostrava,
lucie.schaynova@osu.cz
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diabetes, malnutrition, celiac disease, high blood pressure, etc. Nutrition consultancy is also used in
prevention of diseases and can help healthy people too. A healthy client can have a new diet plan in
the context of normal (rational) or sports nutrition. Consultancy also includes clients who adhere to an
alternative way of eating and want to make sure in their eating habits. This is intended for vegetarians,
vegans, etc. In this article we will focus on the rational way of eating.

The adviser’s methodology includes the anamnestic and analytical part.

Anamnestic part

In this part the adviser is informed about the client’s collection of basic personal data, family and personal
medical history, mental health status in the present and in the past, surgical procedures, diet or physical
intolerance. It is also necessary to know whether the client is taking any medication. This information
is necessary to be known if the adviser has to consult the new diet with the client’s doctor. Further
information is about the lifestyle (smoking, alcohol), eating habits, time stress or physical activity. When
some information is missing it can have a negative impact on the client’s health during the new diet.
In this article we assume that the client is healthy and has no indispositions so that we can create a diet
plan focused on rational eating.

Analytical part

This part includes anthropometric measurements. The adviser needs to know the client’s body height,
weight, circumference of hip and waist, measurement of subcutaneous fat, visceral fat, BMI, etc. The
adviser evaluates the client’s physical condition and sets up a goal that the client should achieve.

The adviser determines the ideal body weight [6] as follows:

wm = 0.655hm − 44.1 ,

wf = 0.593hf − 38.8 ,

where wm or wf is the ideal weight of a man or a woman, respectively, in kilograms and hm or hf is the
height of the man or the woman, respectively, in centimeters.

Then the basal energy is needed to be determined. This is energy expenditure to ensure basic living
functions and temperature of the body. The basal energy can be calculated by using indirect calorimetry
or by using the following Harris-Benedict equations [6]:

vm = 4.184 (66.5 + 13.8wm + 5.0hm − 6.76 am) ,

vf = 4.184 (655.1 + 9.56wf + 1.85hf − 4.68 af ) ,

where vm or vf is the basal energy of the man or the woman, respectively, in kilojoules (kJ) per day
and am or af is the age of the man or the woman, respectively, in years.

Then the factor activity p is needed to be determined. This is a coefficient of average physical activity.
In the table which can be found in [12, p. 27], there are some values assigned to some particular activities.
For example the coefficient of sleeping is 0.95, the coefficient of hard working is 2.5, etc. The client has to
record all his or her activites during the week and their duration. Then the adviser calculates the value
of p.

Then the total daily energy requirement can also be calculated by using indirect calorimetry, moni-
toring heart rate or by using the equation

t = vp+ d ,

where t is the total daily energy requirement in kJ per day, v is the basal energy and d is the postprandial
thermogenesis, see [1].

Then the adviser sets recommended amounts of some nutrients for the client’s ideal weight from the
total energy intake. The nutrients should be composed so that the 15 %, 30 %, and 55 % of the total
daily energy intake comes from proteins, fats, and saccharides, respectively.
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Those proportions mentioned are recommended for a healthy adult with normal physical activity. In
our calculations we use the fact that one gram of fats yields 37 kJ of energy, one gram of proteins or
saccharides yield 17 kJ of energy [13].

The client has to tell the adviser all the eating habits, such as which foods or dishes are the client’s
favourite or unfavourite, and the client should evaluate his or her normal eating habits. The client has
to record all consumed food items during one week along with their amounts. The adviser can calculate
from the data which amounts of nutrients are necessary to be increased or reduced. Then the adviser
assesses the client’s nutritional situation and gives recommendation for positive change.

Then the adviser can create a new diet with the help of some software. The principle of the design
is always the same. The adviser selects foods from a database according to the adviser’s recipes or the
client’s preferred food items, respectively. It is necessarry to assignt some quantity to each food. The
adviser usually works with the most important nutrients only. In addition, the database does usually
not contain all values of nutrients and many of them can be missing. When the adviser compiles a list
of all the food items for one day, then some nutrients may exceed or do not reach the required amounts.
Therefore, the adviser has to go back in the list of the food items and to change the quantity of some items.
Sometimes the adviser has to replace some food items by other ones and changes the food quantities until
the nutrients are at the optimal levels. This procedure can be time consuming. The adviser has to do
the same procedure for at least the next 6 days. A diet plan is usually prepared for one week. Finally
the adviser gives the client a final recommendation and principles which the client should follow.

3 Mathematical model

The basic components of the diet are nutrients. The optimal intake of nutrients is necessary for our body
and life. Every nutrient is a carrier of some type of biochemical function in our organism and any lack
or surplus of nutrients is dangerous.

Let us consider food items i = 1, . . . ,m and nutrients j = 1, . . . , n. We will work with 5 courses
(breakfast, first snack, lunch, second snack and dinner) and we design a diet plan for 7 days, d = 1, . . . , 7,
considering 5 courses, l = 1, . . . , 5, a day. So in total we have k = 1, . . . , 35 courses during a week. Denote
the set of all 35 courses during the 7 days as G and let the non-empty disjoint sets Gd for all days be
such that G = G1 ∪G2 ∪ · · · ∪G7. In addition let the set of all breakfasts E1, first snacks E2, lunches E3,
second snacks E4 and dinners E5 be such that G = E1 ∪ E2 ∪ · · · ∪ E5.

Consider a binary matrix A = (aif ) for all i, f = 1, . . . ,m which means compatibility between food
items (1 if two food items are compatible, 0 otherwise) and binary matrix B = (bik) for all i = 1, . . . ,m,
k = 1, . . . , 35 which means compatibility between food items and courses (1 if a food item and a course
are compatible, 0 otherwise). The columns of the matrix B for every course during the week can be the
same. Let us have a real matrix of nutritive values C = (cij) for all i = 1, . . . ,m, j = 1, . . . , n. Vectors
of minimal and maximal daily recommended values of nutrients are b− = (b−j ) and b+ = (b+j ) for all

j = 1, . . . , n. Vectors of minimal and maximal quantity of food are v− = (v−i ) and v+ = (v+i ) for all
i = 1, . . . ,m.

Let yik be a binary variable. The variable means if the food item i is used in the course k. We forbide
two incompatible food items in the same course as follows

yik + yfk ≤ 1 , (1)

for all i, f = 1, . . . ,m, k = 1, . . . , 35, where i 6= f and aif = 0.

It is undesirable to have a food item in an incompatible course so

yik = 0 (2)

for all i = 1, . . . ,m and k = 1, . . . , 35 such that bik = 0.

We want to have at least three food items in every course

∑

i

yik ≥ 3 (3)

for all k = 1, . . . , 35.
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Let xik ≥ 0 be a real variable that means the amount of food item i used in course k. We need to
satisfy daily nutrient recommendation as follows

∑

i

∑

k∈Gd

cijxik ≥ b−j and
∑

i

∑

k∈Gd

cijxik ≤ b+j (4)

for all j = 1, . . . , n and d = 1, . . . , 7.

Inspired by [10], we can add distribution of energy intake within the daily nutritional amounts, it
means 20 % of total energy is needed for breakfast, 30 % for lunch, 25 % for dinner and 12,5 % for first
and second snack. Inequalities for breakfast look as follows

∑

i

∑

k∈E1

ci1xik ≥ 0.2 b−1 and
∑

i

∑

k∈E1

ci1xik ≤ 0.2 b+1 , (5)

where b−1 or b+1 means minimum or maximum of daily recommended value of energy, respectively. The
inequalities for other daily courses are analogous.

We do not want to waste the food so we can add condition to ensure that we consume a whole package
(100 grams, 150 grams, etc.) of a food item or a whole hen egg (the average weight of an egg is 50 grams).
So we add equalities like ∑

k

xik = 100 z100i + 50 z150i , (6)

for some food items i that are supplied in packages of certain sizes, where variables like z100i , z150i are
integer variables such that 0 ≤ z100i ≤ z150i . The coefficient 50 by z150i is the difference between the size
of the packages of 100 and 150 grams.

We would like to use some minimum or maximum value of food item every day

xik ≥ v−i yik and xik ≤ v+i yik , (7)

for all i = 1, . . . ,m and k = 1, . . . , 35.

There can happen that some food item is repeated in some courses. Let Ml,g be a set of similar foods
used in the same course l. For example the set of milk products for breakfast such as milk, curd or
yogurt. Another example is the set of bakery products for breakfast. We do not want to have the same
milk product nor the same bakery product for breakfast in two consecutive days. We can achieve that
by inequalities ∑

i∈Ml,g

|yiq − yir| ≥ 1 (8)

for all q, r ∈ El, |q− r| = 5, and l = 1, . . . , 5 and the respective groups g of foods (such as milk products,
bakery products, etc.). The inequality (8) is equivalent to

−εi,q,r ≤ yiq − yir ≤ εi,q,r and
∑

i∈Ml,g

εi,q,r ≥ 1 . (9)

We have the new real variable εi,q,r for all q, r ∈ El, |q−r| = 5, and l = 1, . . . , 5 and the respective groups
of foods g.

In this model composed of conditions (1)–(9) we do not use any objective function. We minimize
value 0. We are interested in finding a feasible solution only.

4 Results

We need input data described in Section 2 for our model described in Section 3. Let us consider a woman.
She is 26 years old and 173 cm tall. The ideal body weight is wf = 64 kg, the basal energy is vf = 6166 kJ,
the factor activity is p = 1.5 and the postprandial thermogenesis is d = 919 kJ. The total daily energy
requirement is t = 10109 kJ. The composition of required macroelements is as follows: 89 or 82 or
327 grams of proteins or fats or saccharides, respectively. It is not necessary that the diet plan has the
exact values mentioned above, tolerance of 10 % can be used in the model so we can work with intervals.
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Nutrient Food items [100 g] Recommended amounts

Chicken Potatoes · · · Min Solution Max

Energy [kJ] 694 322 · · · 9098 10364 11122

Proteins [g] 20 2 · · · 80 94 98

Fats [g] 10 0 · · · 73 90 90
...

...
...

...
...

...
...

Table 1 Input data and calculated amounts of nutrients for one day

In the model we work with 28 nutrients and 65 food items (see [5]). The amounts of microelements
are taken from [5], [12], [13].

Our model works with the values from Table 1. There are food items and the respective amounts
of nutrients in each of the items. The minimal and maximal amounts of nutrients for one day are also
given. Then, our model consists of 4432 variables, out of which 10 are integer and 2205 are binary, and
53411 constraints. The calculated diet for the client for one day of the week is shown in Table 2. The
amounts of the nutrients in the one-day diet plan are shown in Table 1 in the Solution column. This
model was computed in the specialized optimization software FICO(R) Xpress Optimization Suite. On
a Windows XP SP3 computer with 0.99 GB RAM and Intel Atom 1.60 GHz CPU, the computation took
about 5 seconds.

Course Food items Energy [kJ]

Breakfast 120 g yogurt, 30 g apple, 35 g muesli, 20 g orange marmelade, 2224.4

34 g wholemeal biscuit, 6 g syrup, 130 g mandarin

Snack 60 kaiser rolls (1 piece), 9 g margarine, 70 g cheese 1137.5

Lunch Soup: 74 g whole wheat pasta, 33 g green beans, broth 3336.6

The main course: 150 g chicken, 130 g potatoes, 20 g cucumber,

33 g eggplant, 25 g lentils, 8 g sunflower oil

Snack 50 g yogurt, 61 g cornflakes, 18 g honey, 7 g syrup 1390.3

Dinner 120 g kaiser roll (2 pieces), 13 g margarine, chives 2275.0

Salad: 24 g tomatoe, 94 g bell pepper, 100 g cucumber,

32 g ricotta, 13 g olive oil, basil

Table 2 Optimal diet plan for one day

The client with this diet plan can be sure that all the nutritional values for her day are fulfilled.

5 Discussion

The composition of the food items in Table 2 corresponds to the client’s eating habits.

It may be very time consuming for the adviser to create a one-day diet plan that respects the optimal
amounts of all 28 nutrients; it may even be impossible for the adviser to do that for the whole week.

Our model gave us the solution in a couple of seconds. Time consuming in our case can be creating
the matrices of compatibility A and B. But the matrices can be the foundations of the adviser’s data.
The adviser can do only some small changes for every client in the matrices. In addition the model can
give us a diet plan for period longer than one week.

The advisers usually do not care about wasting the food. If the clients are eating according to the
adviser’s diet plan, the clients can have a lot of wasted food items in the end of the week. Inequalities
(8) of our model prevent that.

This article gives an idea how the working steps of the adviser and the care of the client’s health can
be improved.
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Wavelets Comparison at Hurst Exponent Estimation

Jaroslav Schürrer1

Abstract. In this paper we present Discrete Wavelet Transformation based on
Hurst exponent estimation and compare different wavelets used in the process.
Self-similar behavior mostly associated with fractals can be found in broad
range of areas. For self-affine processes the local properties are reflected in
the global ones and the Hurst exponent is related to fractal dimension, where
fractal dimension is a measure of the roughness of a surface. For usually non-
stationary time series the Hurst exponent is a measure of long term memory
of time series.

From former works mentioned in references we know that Discrete Wavelet
Transformation provides better accuracy compared to Continuous Wavelet
Transformation and that it outperforms methods based on the Fourier spectral
analysis and R/S analysis.

Keywords: Hurst exponent, Wavelet Transformation, signal power spectrum.

JEL classification: C44
AMS classification: 90C15

1 Hurst exponent

Many processes of interest in finance modeling are considered as self-similar processes. For these processes
we estimate dimensionless estimator, called Hurst exponent and denoted by H usually, for self-similarity
of a time series. Hurst’s exponent estimation for real world data plays an important role in the study of
processes that exhibit properties of self-similarity. Hurst exponent was firstly defined by Harold Edwin to
develop law for regularities of the Nile water level. Hurst exponent is one of the fractal measures, which
varies from 0 < H < 1. There are three important regions of Hurst exponent values within meaningful
range [0, 1]. For persistent time series H > 0.5 and H < 0.5 for anti-persistent time series and finally
H = 0.5 for uncorrelated series. There are many methods for Hurst exponent estimation using time
series. Most commonly used method are classical Rescaled Range analysis (R/S analysis), variance-time
analysis, detrended fluctuation analysis (DFA) and wavelet based estimator. In this article we focus on
the wavelet based estimator method.

It is widely accepted, that many stochastic processes exhibit a long-range dependence and fractal
structure. The most suitable mathematical method for research of the dynamics and structure of such
processes is fractal analysis. Let define self-similar stochastic process X(t) as the process a−HX(at), a > 0
which shows the same second-order statistical properties as X(t). Hurst exponent is a measure of self-
similarity or a measure of duration of long-range dependence of a stochastic process. Example of fractal
stochastic structures is the modern financial market which uses information about past events to affect
decisions in the present, and contains long-term correlations and trends. The market remains stable, as
long as it retains its fractal structure.

2 Discrete Wavelet Transformation and signal power spectrum

Wavelets represent way of analyzing time series in particular non-stationary time series where they ensure
time and frequency localization. It means that they provide wavelet coefficients that are local both in time
and frequency. Main features of wavelets, multi-resolution and localization are well suited for extraction
fluctuations at various scales from local trends over appropriate window sizes. Extracted fluctuations are
influenced by the choice of wavelet.

1Czech Technical University in Prague/Masaryk Institute of Advanced Studies, Kolejni 2637/2a, Prague, Czech Republic,
schurjar@cvut.cz
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Multiresolution analysis decomposes signal into subsignals with different size resolution levels. From
practical point of view, it is not possible to calculate wavelet coefficients at every scale. So we choose
only subset of scales and positions to make calculations. Dyadic scales and positions (based on powers of
two) are used for Discrete Wavelet Transformation (DWT). DWT is linear transformation where in our
case input data is represented by vector of length equal to power of two and output is an another vector
of the same length which separates two different frequency components.

An efficient way to implement this scheme using filters was developed in 1988 by Mallat. This
algorithm is known as Pyramidal algorithm or two-channel sub-band coder. The input vector (signal)
is passed through a series of high pass filters to analyze the high frequencies, and it is passed through a
series of low pass filters to analyze the low frequencies. The resolution of the signal is changed by the
filtering operations, and the scale is changed by upsampling and downsampling (subsampling) operations.

The DWT analyzes the signal at different frequency bands with different resolutions by decomposing
the signal into an approximation and detail coefficients. DWT employs two sets of functions, called
scaling functions and wavelet functions, which are associated with low pass and high pass filters. The
original signal x[n] is first passed through a halfband high pass filter g[n] and a low pass filter h[n] with
subsampling by 2, simply by discarding every other sample. This constitutes one level of decomposition
and can be mathematically expressed as follows:

yhigh[k] =
∑

n

x[n].g[2k − n] (1)

ylow[k] =
∑

n

x[n].h[2k − n] (2)

where yhigh[k] and ylow[k] are the outputs of the high pass and low pass filters respectively, after sub-
sampling by 2. This procedure can be repeated for further decomposition where at every level, the
filtering and subsampling will result in half the number of samples thus half the time resolution and
half the frequency resolution. Following figure 1 schematically depicts this procedure. Because of fil-
tering the lenght of input signal playes an important role. Wavelet algorithms expect the input length
to be a power of two. If length is not suitable we have to use some extrapolation of the input data in
order to extend the signal before computing the Discrete Wavelet Transform using the cascading filter
banks algorithm. There are several methods of signal extrapolation that are mainly used: zero-padding,
constant-padding, symmetric-padding and periodic-padding. Length of signal also influences maximum
number of decomposition levels which is equal to floor(log2(data len/(filter len− 1))/(log2(2))).

Figure 1 Wavelet decomposition scheme.

For a given mother wavelet ψ and scaling function ϕ with approximate coefficient a(j, k) and detail
coefficients d(j, k) these coefficients are defined as:

a(j, k) =

∫ ∞

−∞
X(t)ϕj,k(t)dt, d(j, k) =

∫ ∞

−∞
X(t)ψj,k(t)dt (3)

where ϕj,k = 2−j/2ϕ(2−jt− k), ψ = 2−j/2ψ(2−jt− k). Original signal X(t) is then represented in terms
of DWT with following equation:

X(t) =
∑

k

aj,kϕj,k(t) +
J∑

j=1

∑

k

dj,kψj,k(t) (4)
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The wavelet power is calculated by summing the squares of the coefficient values (approximation or
detailed) for each level:

E(j) =

N

2j
−1∑

k=0

W 2
j,k (5)

3 Hurst exponent estimation

During last decade there were several methods published which use wavelet transformation to estimate
Hurst exponent. The averaged wavelet coefficient method described by Simonsen and Hansen in [5] is
based on the statistical equality of continuous wavelet transformation of self affine function h(x) expressed
by equation W [h(x)](a, b) ' W [λ−Hh(λx)](a, b) where continuous wavelet transformation (CWT) is
defined by equation

W [h](a, b) =
1√
a

∫ ∞

−∞
ψ∗a,b(x)h(x)dx (6)

Here ψ∗(x) denotes the complex conjugate. We also mention that DWT can be understood as a critically
sampled CWT.

Another method published by Faggini and Parziale in [1] is the wavelet-based Hurst parameter estima-
tor based on a spectral estimator obtained by performing a time average of the wavelet detail coefficients
|dj,k|2 at a given scale

Sr =
1

Ni

∑

j

|dj,k|2 (7)

where Ni is the number of wavelet coefficients at a scale i and N is number of data points. First DWT is
computed log2E[d(j, k)]2 followed by variance of these estimates and then linear regression is performed
to find slope γ. H is then calculated as: H = 0.5(1 + γ), 0 < γ < 1.

Next, we mention the fluctuation functions based on discrete wavelet coefficients proposed by Mani-
maran,Paniggrahi and Parikh in [4] that use wavelet power also referred as energy to calculate fluctuation
function at a level s:

F (s) =




s∑

j=1

E(j)




1
2

(8)

The scaling behavior is then obtained through F (s) ∼ sH . Hurst exponent is then obtained from
slope of the log-log plot of F (s) versus scales s. Here H is the Hurst scaling exponent, which can be
obtained from the slope of the log-log plot of F (s) vs scales s.

At the end we describe the Gloter, Hoffmann method published in [2] which is based on the energy
level estimator. This estimator is defined by the equation:

E

[
Qj+1

Qj

]
= C2−2H (9)

where Q is the detailed coefficient energy of certain decomposition level and C is an arbitrary unknown
constant. Computing this for several j and using a linear least squares fit, the Hurst exponent can be
estimated as γ ∗ (−0.5) where γ is slope of Ej .
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4 Comparison of Hurst exponent estimation

In this part we compare different wavelets in Hurst exponent estimation. The fractal Brownian motion
(fBM) has been chosen as a model of random process which exhibits fractal properties. We generate two
realisations with known Hurst exponent equal to 0.5 and 0.8. The length of data sample was chosen so
that the border effect is eliminated. In Figure 2 we can see generated realizations of fBM.

Figure 2 fBM with H1 = 0.5 (blue), H2 = 0.8 (green).

All numerical computation were done by own code written in Python with the use of pyWavelets and
NumPy packages.

The following algorithms have been compared:

• R/S analysis

• The wavelet energy level estimator Haar

• The wavelet energy level estimator DB2, DB4, DB5

• The wavelet energy level estimator Coiflet 1

• The wavelet energy level estimator Biorthogonal 1.3

First we analyze fBm with H = 0.5 and two different lengths of input vector N = 10000 and N = 5000.
Following tables sumarizes results from R/S analysis and WEL estimators using different wavelet families.
We can observe that Coiflet wavelets are pretty good in Hurst estimation. Another important observation
is that compact support length of wavelet influences estimation accurancy (compare Haar, DB2 - DB5).
Time series number of datapoints also plays important role.

Hurst estimate method H (N=10 000) Difference H (N=5000) Difference

RS analysis 0.51 -0.01 0.482 0.018

WEL estimator Haar 0.47 0.03 0.445 0.055

WEL estimator DB2 0.46 0.04 0.344 0.156

WEL estimator DB4 0.46 0.04 0.420 0.08

WEL estimator DB5 0.43 0.07 0.335 0.165

WEL estimator Coif1 0.499 0.001 0.463 0.037

WEL estimator Bior1.3 0.479 0.021 0.476 0.024

Table 1 Hurst estimator methods comparison for fBM with H = 0.5
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Following table summarize result of the same procedure for input vector with Hurst exponent H = 0.8.

Hurst estimate method H (N=10 000) Difference H (N=5000) Difference

RS analysis 0.8 0.00 0.817 -0.017

WEL estimator Haar 0.78 0.02 0.756 0.044

WEL estimator DB2 0.78 0.02 0.671 0.029

WEL estimator DB4 0.77 0.03 0.763 0.037

WEL estimator DB5 0.69 0.11 0.699 0.101

WEL estimator Coif1 0.78 0.02 0.747 0.053

WEL estimator Bior1.3 0.79 0.01 0.75 0.05

Table 2 Hurst estimator methods comparison for fBM with H = 0.8

If we further decrease input vector length we notice that efficiency of Hurst estimator based on the
DWT dramatically goes down. So we can conlude that estimator is efficient above N = 4096.

5 Conclusion

Discrete Wavelet Transformation approach yields correct values for the Hurst exponent. But we have to
take into account several elements. First of all, border effect due filtering can lead to wrong values. This
can be eliminated with smallest possible filter selection and signal extension. The length of input data
also influences maximum level of decomposition during DWT and in our case the bigger is better. We can
also observe some underestimation of H due to sampling especially in early stages of decomposition. Big
advantage of DWT approach to Hurst exponent estimation is that Wavelet transformation can operate
on non-stationary data (some methods can be applied only to stationary time series).
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Possibilities of Regional Input-Output Analysis of Czech 

Economy 
Jaroslav Sixta1, Jakub Fischer2 

Abstract. Regional Input-Output Analysis belongs to the group of data demanding 

models. Such models can be used for detailed description of regional economy and 

for advanced regional studies. Theoretically, this issue is well founded and there is 

lots of available literature for these issues. But in reality, pure regional Input-Output 

Tables are difficult to find. Only some official statistical authorities compile and pub-

lish so detailed regional data or even completed Regional Input-Output Tables. Con-

struction of these tables is demanding for data sources, i.e. statistical surveys and ca-

pacities. Therefore, we used different approach based on regionalization models and 

we constructed pure regional Input-Output Tables for the Czech Republic for 2011. 

Such work lasted three years (2013-2015) and we finally published product by product 

tables for NUTS 3 level, regions “Kraje” of the Czech Republic. The paper follows 

the work and illustrate regional specifics with simple tools of input-output analysis. 

Czech regions are compared on the level of input coefficients and its contribution to 

the national aggregates. Mutual dependency of regions is discussed, as well. 

Keywords: Regional, Input-Output, Multipliers. 

JEL Classification: C67, R10, O11 

AMS Classification: 65C20 

1 Introduction 

Regional Input-Output Analysis (RIOA) is a powerful tool for analyzing regional economy. The structure of re-

gional output and intermediates allows identification of regional dependency on imports and regional sensitivity 

to final demand shocks. Advanced economic models used for the preparation of economic policy need detailed 

and reliable data. In specific cases, regularly published national Input-Output Tables (IOTs) based on country 

averages are not adequate for the analysis. The fear of deviation from reality grows with analytical description of 

the regional impact. Even though the demand for regional data is quite high and frequent, the availability of such 

tables is somewhat lacking or not very timely trail behind this demand. A discussion of the necessity of regional 

policies and their efficient application require both detailed data and skilled users. A regional economy consists of 

both regional businesses and regional branches of national or multinational companies. When discussing regional 

economic growth, employment and living conditions, effective tools for the measurement of policy impacts are 

usually missing. Fortunately, compilation of Input-Output Tables has a long tradition in the Czech Republic, see 

Sixta [13] and construction of regional tables is therefore possible. 

Regional input-output models face the principal difficulty with the lack of available data, which makes them 

more demanding for compilation. Since 1950s, input-output analysis was applied mostly in the form of single-

region models to solve regional challenges. Comparing inter-regional (IRIO) and multiregional (MRIO) models 

proves IRIO models much more data demanding. Papers aimed at the level of real regions (of a state) occur rather 

rarely. Some attempts can be found, e.g. in Italy (Benvenuti, Martellato and Raffaelli, [1]), Finland (see [6]) or the 

Netherlands [2]. Some other examples may be found in Wiedmann [16]. The case of derivation of regional input-

output tables based on GRIT method is deeply discussed in Miller and Blair [7]. GRIT is easy to apply and there-

fore it is widely popular among economists. It was used for numbers of countries, for example also for the Czech 

Republic [10], China (Wen and Tisdel [15]), etc.  

The aim of this paper is to compare Input-Output Analysis based on national IOTs with the analysis based on 

regional IOTs. For this case we chose Moravian-Silesian Region, the region aimed at mining industry and facing 

serious economic problems. The issue is illustrated by simple statistic IOA. Since Regional Input-Output Tables 

(RIOTs) are not officially compiled in the Czech Republic, we used RIOTs constructed by the Department of 

Economic Statistics of the University of Economics in Prague for the year 2011. These tables are available for the 

                                                           
1 University of Economics in Prague, Department of Economic Statistics, Nam W. Churchilla 4, Prague, Czech 

Republic, sixta@vse.cz 
2 University of Economics in Prague, Department of Economic Statistics, Nam W. Churchilla 4, Prague, Czech 

Republic, fischerj@vse.cz 

Mathematical Methods in Economics 2016

762



use of domestic output (RIOTd) and imported products (RIOTi), product-by-product type (82) and valued at basic 

prices. There are lots of available information sources connected to RIOTs, e.g. Miller and Blair [7]. 

2 Methodology 

Regional Input-Output Tables were compiled within the research project, see Sixta and Fischer [12] and detailed 

methodology can be found also in Sixta and Vltavská [13]. The main principle lies in decomposing of national 

symmetric IOTs into regions. The key role is played by estimates of output vectors, regional trade and published 

regional accounts. The crucial point significantly influencing the quality of regional input-output analysis is the 

quality of RIOTs. Especially, it is connected with the movement of goods and services; both by international and 

interregional trade. The most import part, regional output vectors, is not officially published. The Czech Statistical 

Office publishes only gross value added. The estimates of all 14 regional output vectors are based on the decom-

position of national output vectors in specific institutional sector. National input coefficients were used for the 

estimates of regional intermediate consumption. It means that the national technology is applied on regional level. 

Expenditure approach is also not officially published and therefore we reconstructed the use side of IOTs in line 

with Kramulová and Musil [9]. 

Regional input-output tables are available for all 14 regions of the Czech Republic in ESA 1995 [4] method-

ology. Despite ESA 2010 [5] was implemented in September 2014, RIOTs based on ESA 1995 are fully usable 

for input-output analysis. Methodical changes between ESA 1995 and ESA 2010 do not affect results significantly. 

Such analysis is based on the technological relationships that were not changed. The key methodical differences 

between input-output tables compiled according to ESA 1995 and ESA 2010 lie in the recording of processing. 

With respect to improved approach to ownership concept, processing in international trade is excluded from im-

ports, intermediate consumption, export and output. For the purposes of static input-output analysis, intermediates 

that originate only from domestic output are use and therefore the changes in import matrices do not significantly 

influence the results. 

The benefits of regional input-output tables are demonstrated by simple static input-output analysis. Even if 

this tool is rather simple, it is very convenient for illustration purposes. It covers mainly complete impact of the 

change of final use on output, gross value added and employment. Suppose that all necessary IOA models require-

ments are fulfilled (see EU [3]) and then the change of vector of output (x) is estimated on the basis of the change 

of final demand (y), see formula 1: 

yAIx d 
1

)(  (1) 

where 

 x  output vector, 

y  final demand vector, 

Ad  matrix of input coefficients computed from domestically produced intermediates. 

 

Intermediate consumption (zj) is estimated by given input coefficients (ai,j) from output vector: 

 i ijjj axz  (2) 

gross value added (gj) is derived as difference 

 )( jjjj mizxg   (3) 

where 

 gj  gross value added of product j, 

xj  output of product j, 

zj  intermediates used in product j, 

mij  imported intermediates used in product j. 

Distinguishing between domestically produced (z) and imported (mi) intermediates allows identification of 

relationship between regional output and regional imports. The emphasis is put on the identification of the impact 
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on the particular region. It means that import matrices that are available for all fourteen Czech regions to cover 

both international and interregional trade. The trade matrix connecting the regions has not been finished yet and 

we are still working on this issue. For every region, it is possible to separate international trade and interregional 

trade (both imports and exports). Imports from foreign countries were allocated according to the use of particular 

products and export according to output. Interregional flows were obtained by balancing of supplies and uses on 

the level of product. The sum of interregional exports must equal the sum of interregional imports, for more details 

see Sixta and Vltavská [13] or Kahoun and Sixta [8]. 

3 Regional Input-Output Model 

The effect of using of regional input-output tables is presented on the case of Moravian-Silesian Region (MSR) 

and the decline of final demand for mining industry products. Moravian-Silesian Region amounts about 10% of 

Czech gross value added in 2011. This region is significantly dependent on the mining industry that forms 7% of 

regional gross value added. In the industries of mining and energy (B, D and E) about 26 thousand workers work, 

consisting 5% of the region. Mining industry is very much linked with other industries and possible negative 

effects of final demand on output of mining industry exceeds the region itself. The dependency of the region is 

given by the structure of intermediates.  

For the illustration of negative final demand shock, let’s suppose the decrease in export of mining industry by 

20 CZK bn. From the perspective of the region, it is not important whether the shock is given by the other regions 

or situation abroad. It means that:  

y = - 20 000.       (4) 

When using static input-output analysis described by formulas 1 to 3, the overall change of the vector of output 

is dependent on the matrix of input coefficients. The model is computed for two cases; the first is based on national 

symmetric input-output tables and the second one is based on regional input-output tables for Moravian-Silesian 

Region. In the first case, matrix Ad is obtained from national IOTs and in the second case from regional input-

output tables. The changes in output vector (x) are presented on Figure 1.  

 

Figure 1 Change of output, CZK mil. 

Overall difference between changes in the structure of output given by two mentioned approached is not very 

significant. It is caused by the very specific input structure of mining industry. In other words, mining industry is 

significantly influencing national input-output table. The most significant difference is obtained for transport and 

storage industry (H) since these products are highly imported for Moravian-Silesian Region. Similarly, the imports 

of manufacturing products can explain the differences in manufacturing industry (C).  

The key benefit when using regional input-output tables for input-output analysis lies in the estimates of re-

gional production and regional imports. When using national IOTs (NIOTs), it may not be clear which part of the 
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output is imported from other regions and which part comes from abroad. Figure 2 describes total impact of im-

ported products into the regions. 

 

Figure 2 Change of imports, CZK mil. 

Similarly, to the case of output, differences between both coefficients are relatively moderate. The most im-

portant impact is obtained for products used in mining industry by 2.5 CZK bn. that represents 36% of the decrease 

of intermediate consumption in this industry, see Table 1. 

 

Indicator Total industries Mining industry 

RIOT NIOT RIOT NIOT 

Output -27 053 -31 497 -20 062 -20 170 

Domestic intermediates -7 053 -11 497 -4 328 -6 383 

Imported intermediates -4 005 -4 538 -2 455 -2 829 

Gross value added -15 995 -15 462 -13 279 -10 957 

Imports -6 710 -7 868 x x 

Table 1 Comparison of Input-Output Analysis based on RIOTs and NIOTs, CZK mil. 

The impact on the decrease in external demand on gross value added is highly influenced by imported inter-

mediates. If we use RIOT for Moravian-Silesian Region, the decrease in value added counts 16 CZK bn. In the 

case of national IOT, it is about 15.5 CZK bn. The most significant difference is observed in the change of total 

output, intermediate consumption and imports.  

When using regional input-output table, the distribution of imports between regional flows and flows from 

abroad is possible. The impact is described on figure 3. The overall decrease of imports is about 4 CZK bn. of 

which 13% (500 CZK mil.) belongs to regional flows and 87% (3.5 CZK bn.) to flows from abroad. Mostly, the 

affected products cover mining, manufacturing and energy, trade and transport. Finally, it means that the decrease 

of imports in Moravian-Silesian Region will affect other Czech regions by 500 CZK mil. 

The above described impacts deals with static input-output analysis only and therefore these effects can be 

assessed to immediate reaction of the economy. In reality, the impacts are more spread in the economy and multi-

plication effects takes place. In more advanced models (e.g. Zbranek and Sixta [17]) the initial shock will be 

distributed via economic processes in many rounds. The decrease of exports will cause the drop of output, value 

added, wages, operating profits. Decreased wages and profits in the regions mean weaker initiatives for invest-

ments (gross fixed capital formation) and household consumption.  
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Figure 3 Distribution of imports 

4 Conclusion 

The paper briefly describes the benefits of Regional Input-Output Tables for Input-Output Analysis. It was demon-

strated that using national averages (national Symmetric Input-Output Tables) leads to different estimates of output 

and subsequently imports and exports. The most important benefit of using Regional Input-Output Table lies in 

the possibility of estimates of the impacts on individual regions of the Czech Republic. For demonstration pur-

poses, we selected Moravian-Silesian Region and we modeled the impact of the decrease in final demand for 

mining products production (output of mining industry). The analysis was conducted in two variants. The first 

variant is based on Regional Input-Output Tables and the second variant is based on National Input-Output Table. 

Even though these results are not very different in the case of value added, there are significantly different for 

output, intermediate consumption and imports. 

Regional Input-Output tables are not usually published by official statistical authorities. These tables are avail-

able only for some countries for selected years, e.g. the U.S., Spain or Finland. International databases are usually 

aimed at groups of countries and pure regional tables focusing on the regions of a particular country are very 

scarce. We prepared Regional Input-Output Tables for 14 regions of the Czech Republic at basic prices for 2011. 

Even though we used ESA 1995 methodology, the tables can be still easily used for various approaches to Input-

Output Analysis. The aim of the demonstration described within this paper was to illustrate possibilities and pro-

mote their usage. These tables are available for free download from our webpage, see http://kest.vse.cz/veda-a-

vyzkum/vysledky-vedecke-cinnosti/regionalizace-odhadu-hrubeho-domaciho-produktu-vydajovou-metodou/ 
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A Comparison of Integer Goal Programming  

Models for Timetabling 
Veronika Skocdopolova1 

Abstract. Timetabling is a wide-spread problem that every school or university 

deals with. It is an NP-hard problem. Optimisation of a timetable in general leads to 

cost reducing or avoiding time wasting. Goal programming is a widely used tech-

nique for solving not only multi-criteria decision making problems. It became very 

popular since it was formulated more than 60 years ago. Using goal programming 

for timetabling enables including soft constraints in the mathematical model. There 

are two main approaches for solving the timetabling problem. The first one is to split 

the problem into several interrelated stages. The other one is solving the problem 

with one complex model. In this paper there are compared three integer goal pro-

gramming models for timetabling that were presented at previous MME confer-

ences. The compared models are a three-stage, a four-stage, and a complex integer 

goal programming model. All three models were formulated for timetable construc-

tion at the University of Economics, Prague. 

Keywords: Goal programming, integer programming, timetabling, soft constraints. 

JEL Classification: C61 

AMS Classification: 90C29 

1 Goal Programming and Timetabling 

Goal programming is a widely used technique not only for multi-criteria decision making. Due to quite easy 

formulation of the goal programme and good understanding its methodology by decision makers, many papers 

and books dealing with goal programming applications appeared since its first formulation in 1955. The applica-

tions to education are summarized in [15]. One of them is timetabling, a yearly problem of each school. The 

main aim of this paper is a comparison of three integer goal programming models prepared for the department of 

econometrics at the University of Economics, Prague. 

In this chapter the basics of goal programming are summarized. There are also introduced the main ap-

proaches to the problem of timetabling. In the next part the three models are briefly described and then they are 

compared in the last chapter. 

1.1 Goal Programming 

Goal programming is based on assumption that the main decision-maker objective is to satisfy his or her goals. 

The aim of goal programming models is not to find the best solution, but to find a solution that meets the deci-

sion maker’s goals. Therefore the chosen solution can be dominated. 

The generic goal programming model can be formulated as follows [11]: 

Minimise 

 ),(  ddfz  (1) 

subject to 

 Xx ,

 

(2) 

 
kkkk gddf  )(x ,   k = 1, 2, …, K,

 

(3) 

 0, 

kk dd ,               k = 1, 2, …, K,
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where (1) is a general penalisation function of vectors of positive and negative deviations d– and d+, X is the set 

of feasible solution satisfying all of the constraints including non-negativity constraints (2), fk(x) is an objective 

function that represents the k-th criterion, gk is the k-th goal, the decision maker wants to meet, 


kd  is the nega-

tive deviation from the k-th goal, which represents the underachievement of the k-th goal, 


kd  is the positive 

deviation from the k-th goal, which shows the overachievement of the k-th goal; and (3) are the goal constraints. 

The goal constraints are often titled soft constraints, while the constraints that form the set of feasible solutions 

can be called hard constraints. 

Time to time in practice certain small deviation from the goal is acceptable with just a little penalisation and 

greater deviation is allowed but with higher penalisation. To preserve the linear form of the model we can use 

the multistage penalisation function. In this case we have to replace the goal constraints (3) with the following 

one 

 
kkkkk gdddf  

21)(x , k = 1, 2, …, K, (4) 

 0,0,0 2211  

kkkkk dhdhd , k = 1, 2, …, K, (5) 

where 

1kd  is the 1st stage positive deviation that is non-negative and has an upper bound 

1kh  , and 

2kd  is the 2nd 

stage positive deviation that is also non-negative with an upper bound 

2kh . The two-stage penalisation function 

can be formulated as follows: 

 
 



 
K

k

kkkkkk dvdvduz
1

2211 , (6) 

where vk1 and vk2 are the penalty constants of the 1st and 2nd stage positive deviation and uk is the penalty constant 

of the negative deviation. 

1.2 Timetabling 

Timetabling is a wide-spread problem that every school deals with. There are many ways how to construct 

a university timetable. From the time-tested scheduling board, over various heuristic and metaheuristic methods 

to sophisticated optimisation models. 

There are two main approaches to construction of a timetable using mathematical modelling. The first of 

them is creating a complex model usually using binary variables (e.g. [3] or [9]). However, solving integer pro-

gramming models is, in general, NP-hard problem [7], so it leads to utilizing various heuristic or metaheuristic 

methods. Heuristic and metaheuristic methods give us solutions that are relatively close to optimal solution in 

relatively reasonable time. The most common metaheuristic methods used for timetabling are evolutionary algo-

rithms (e.g. genetic [10] or memetic [13]), algorithms based on graph colouring (e.g. [1] or [5]), local and tabu 

search (e.g. [6] or [14]) or simulated annealing (e.g. [8]). The other approach is based on a decomposition of the 

problem into several interrelated stages (e.g. [2], [4], or [12]). This means outputs of one stage are inputs for the 

next stage. 

2 Integer Goal Programming Models for Timetabling 

During the past four years three integer goal programming models were presented at the conference Mathemati-

cal Methods in Economics. These models were formulated to help with timetable construction at the department 

of econometrics, University of Economics, Prague. In the next sections all three models are briefly described. 

2.1 Three-stage model 

This was the first model formulated for the department. It was inspired by [2]. In the model there are three inter-

related stages. In the first stage each course (lectures and seminars) is assigned to a teacher. There are three goals 

in this stage – maximisation of total preference of courses, and achieving maximum seminar and lecture loads. 

The hard constraints of the first stage ensure, that  

 any teacher is not assigned to a course he or she evaluated with 0 preference; 

 all courses are assigned to a teacher; and 

 any teacher does not teach more than two courses of selected subjects. 

The result of this stage is the assignment of all courses to teachers according to their preferences. 
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In the second stage each course (assigned to a teacher) is assigned to a time window. The only goal of this 

stage is, that the total number of courses assigned to a time window cannot exceed the number of classrooms 

available for that time slot. The hard constraints of the second stage assure, that 

 the teacher assigned to the course will be available in certain time window 

 every teacher can be assigned most to one time window; and 

 every course have to be assigned exactly to one time window. 

The other constraints deal with cohesion of input from the previous stage and variables of this stage. 

The last stage of the model assigns courses (assigned to teachers and time windows) to classrooms. There is 

only one goal in this stage, which deals with location of the course to a classroom with adequate capacity. The 

hard constraints of the third stage ensure, that 

 each course has to be assigned exactly to one classroom; 

 each classroom can be assigned most to one course; and 

 any course can be assigned to a classroom only in case the classroom is available in the time window as-

signed to the course. 

The result of the third stage is a complete timetable for the department. 

This model was presented in [16]. The main problem of this model was that small seminars were often as-

signed to classrooms with large capacity. Therefore the four-stage model was formulated. The three-stage model 

also does not deal with the requirement to assign certain seminars to computer classrooms. This requirement is 

included in the four-stage model. 

2.2 Four-stage model 

The four-stage model is an extension of the three-stage model. In the first stage a complete timetable of lectures 

is prepared. To this timetable the seminars are added in the next three stages that are the same as in three-stage 

model. The only difference is that hard constraints assuring assignment of computer classrooms were added to 

the third and fourth stage. This model was presented in [18]. 

With these multi-stage models we have to assure the continuity of all the stages. It is necessary to secure in 

each stage that there will be a feasible solution in the next stage. This means eg. the model has to respect number 

of classrooms available in each time window while assigning courses to time windows. Due to the necessity of 

the continuity of all stages it was complicated to include some special requirements to the model. Hence the 

complex model was formulated. 

2.3 Complex model 

The complex model presented in [17] assures all the necessary features of timetable and includes all the special 

requirements of the department of econometrics. These requirements are 

 considering teachers’ time preferences; 

 assignment of certain courses to computer classrooms every week or every other week; 

 teaching certain courses in block; 

 assignment of certain courses to particular classrooms; and 

 teaching in two distant campuses. 

The complex model has six goals: 

 maximisation of total preference of courses; 

 maximisation of total time preference; 

 achieving adequate course loads of teachers; 

 utilisation of classrooms’ capacities; 

 achieving a given number of days per week each teacher has at least one course; and 

 achieving a given number of courses per day each teacher has. 

The principle of two-stage penalization function is utilized in the third and fourth goal. 

In addition to the hard constraints of the multi-stage models the constraints in the complex model assure, that 

 each teacher has courses only in one campus each day (no transfers during one day); 

 the courses that need computers are assigned to the computer classrooms every or every other week; 

 the courses that are thought in block are assigned to immediately following time windows, to the same class-

room, and to the same teacher; and 

 certain courses are assigned to particular classrooms. 

Mathematical Methods in Economics 2016

770



This complex model creates the timetable in just one stage. Although it is an NP-hard problem, the optimisa-

tion via software does not take a long time. The problem with ca 7.5 million variables and 6 thousands con-

straints was solved using Gurobi 6.0 solver (www.gurobi.com) in less than 10 minutes (on a notebook with 

quad-core processor Intel® CoreTM i7-4702MQ 2.2GHz, operation memory 16 GB DDR3 and 64bit operation 

system Windows 8.1). 

The complex model have been implemented into an application written in Visual Basic for Applications 

(VBA). The application can use anybody even without any knowledge of either mathematical modelling or opti-

misation systems. The user just fill in all the input data to an MS Excel worksheet and click a button. The results 

of the optimisation are then exported back to the MS Excel worksheet and the final timetable is created via VBA 

procedures. 

3 Comparison of the Models 

The input data for all three models are collected and adjusted in MS Excel worksheet using VBA. The multi-stage 

models were solved via optimisation system LINGO 14.0 (www.lindo.com). Solving each stage took just a few 

seconds. The data were transformed between the stages using procedures written in VBA. For solving the com-

plex model was chosen the solver Gurobi and the model was written in MPL (Mathematical Programming Lan-

guage), which enables using many different solvers, such as CPLEX, XPRESS, CONOPT and many others. 

All of the models were verified on the same data set for better comparison. It was the data from the summer 

term 2011/2012. In that term the models had to deal with 32 teachers, 80 courses, 35 time windows and 84 class-

rooms. In the Table 1 there are numbers of variables and constraints for each model.  

 

 3-stage 

model 

4-stage 

model 

Complex 

model 

1st 

stage 

all variables 2,690 23,092 7,437,642 

integer variables 2,560 22,860 7,436,956 

constraints 2,962 4,395 5,893 

2nd 

stage 

all variables 95,100 2,624 x 

integer variables 92,400 1,984 x 

constraints 7,751 2,144 x 

3rd 

stage 

all variables 6,969 73,664 x 

integer variables 6,640 71,610 x 

constraints 330 6,527 x 

4th 

stage 

all variables x 185,422 x 

integer variables x 5,146 x 

constraints x 7,711 x 

Table 1 Number of variables and constraints 

The difference in the number of variables between multi-stage models and the complex model is obvious. 

What is remarkable is the number of constraints is much higher for the multi-stage models than for the complex 

model, although there are not included all the necessary requirements in the multi-stage models. The reason for 

that is, that the multi-stage models need more constraints to ensure the integrity of the model. Moreover some of 

the constraints are used repeatedly in each stage. 

The multi-stage models create applicable timetables. This means that the timetable avoids time conflicts, 

each course is assigned to a teacher, time window and classroom, and there is at most one course in each class-

room. The problem of the multi-stage models was too complicated formulation of the special requirements such 

as assigning certain courses to computer classrooms every week or every other week, teachers’ time preferences, 

teaching courses in block or teaching in two distant campuses. The main reason for choosing the multi-stage 

model at first was an assumption of the computational complexity of the complex model. However, solving the 

complex model with ca 7.5 million variables took less than 10 minutes. Therefore the complex model is more 

useful for creating the department timetable. The user does not have to transform the data between the stages. 

Although the transformation is done automatically by VBA procedures, there is an eventuality of making a mis-

take. The question is how it would be, if we would like to use the model for creating a timetable for the whole 

university. Rough estimate of the number of integer variables in such a model is 18.5 billion. It can result in lack 
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of operation memory while preparing the model for solving or it can take several days to compute any result. In 

this case it is worth considering an adjustment of the multi-stage models. That is an issue for the future research. 

4 Conclusion 

In this paper three integer goal programming models for timetabling were briefly described and compared. The 

multi-stage models do not ensure all the specific requirements of the timetable at the department. The complex 

model assures all the necessary requirements. On the other hand if we would like to use the complex model for 

creation of a timetable for the whole university, it can lead to unsolvable model. In this case would be better to 

adjust one of the multi-stage model. 
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Transient and Average Markov Reward

Chains with Applications to Finance

Karel Sladký 1

Abstract. The article is devoted to Markov reward chains with finite state
space. Since the usual optimization criteria examined in the literature on
Markov reward chains, such as a total discounted, total reward up to reaching
some specific state (called transient models) or mean (average) reward opti-
mality, may be quite insufficient to characterize the problem from the point of
a decision maker. It seems that it may be preferable if not necessary to se-
lect more sophisticated criteria that also reflect variability-risk features of the
problem. Perhaps the best known approaches stem from the classical work of
Markowitz on mean variance selection rules, i.e. we optimize the weighted sum
of average or total reward and its variance. In the article explicit formulae for
calculating the variances for transient and average models are reported along
with sketches of algorithmic procedures for finding policies guaranteeing min-
imal variance in the class of policies with a given transient or average reward.
Application of the obtained results to financial models is indicated.
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chains, reward-variance optimality, optimality in financial models.
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1 Introduction

The usual optimization criteria examined in the literature on stochastic dynamic programming, such as
a total discounted or mean (average) reward structures, may be quite insufficient to characterize the
problem from the point of a decision maker. To this end it may be preferable if not necessary to select
more sophisticated criteria that also reflect variability-risk features of the problem. Perhaps the best
known approaches stem from the classical work of Markowitz (cf. [2]) on mean variance selection rules,
i.e. we optimize the weighted sum of average or total reward and its variance. In the present paper
we restrict attention on transient and average models with finite state space and in the class of optimal
policies we find the policy with minimal variance.

2 Notation and Preliminaries

In this note, we consider at discrete time points Markov decision process X = {Xn, n = 0, 1, . . .} with
finite state space I = {1, 2, . . . , N}, and compact set Ai = [0,Ki] of possible decisions (actions) in state
i ∈ I. Supposing that in state i ∈ I action a ∈ Ai is chosen, then state j is reached in the next transition
with a given probability pij(a) and one-stage transition reward rij will be accrued to such transition.
(We assume that pij(a) is a continuous function of a ∈ Ai.)

A (Markovian) policy controlling the decision process, π = (f0, f1, . . .), is identified by a sequence of
decision vectors {fn, n = 0, 1, . . .} where fn ∈ F ≡ A1 × . . .×AN for every n = 0, 1, 2, . . ., and fn

i ∈ Ai is
the decision (or action) taken at the nth transition if the chain X is in state i. Let πm = (fm, fm+1, . . .),
hence π = (f0, f1, . . . , fm−1, πm), in particular π = (f0, π1). The symbol E π

i denotes the expectation if
X0 = i and policy π = (fn) is followed, in particular, E π

i (Xm = j) =
∑

ij∈I pi,i1(f
0
i ) . . . pim−1,j(f

m−1
m−1 );

P(Xm = j) is the probability that X is in state j at time m.

1Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věž́ı 4, 182 08
Praha 8, Czech Republic, sladky@utia.cas.cz
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Policy π which selects at all times the same decision rule, i.e. π ∼ (f), is called stationary, hence
following policy π ∼ (f) X is a homogeneous Markov chain with transition probability matrix P (f) whose

ij-th element is pij(fi). Then r
(1)
i (fi) :=

∑
j∈I pij(fi)rij is the expected one-stage reward obtained in

state i. Similarly, r(1)(f) is an N -column vector of one-stage rewards whose i-the elements equals r
(1)
i (fi).

The symbol I denotes an identity matrix and e is reserved for a unit column vector.

Considering standard probability matrix P (f) the spectral radius of P (f) is equal to one. Recall that

(the Cesaro limit of P (f)) P ∗(f) := lim
n→∞

1
n

∑n−1
k= P k(f) (with elements p∗

ij(f)) exists, and if P (f) is ape-

riodic then even P ∗(f) = lim
k→∞

P k(f) and the convergence is geometrical. Then g(1)(f) = P ∗(f) r(1)(f)

is the (column) vector of average rewards, its ithe entry g
(1)
i (f) denotes the average reward if the process

starts in state i. Moreover, if P (f) is unichain, i.e. P (f) contains a single class of recurrent states, then
p∗

ij(f) = p∗
j (f), i.e. limiting distribution is independent of the starting state and g(1)(f) is a constant vec-

tor with elements ḡ(1)(f). It is well-known (cf. e.g. [3, 7]) that also Z(f) (fundamental matrix of P (f)),
and H(f) (the deviation matrix) exist, where Z(f) := [I − P (f) + P ∗(f)]−1,H(f) := Z(f) (I − P ∗(f)).

Transition probability matrix P̃ (f) is called transient if the spectral radius of P̃ (f) is less than
unity, i.e. it at least some row sums of P̃ (f) are less than one. Then limn→∞[P̃ (f)]n = 0, P̃ ∗(f) = 0
g(1)(f) = P̃ ∗(f) r(1)(f) = 0 and Z̃(f) = H̃(f) = [I − P̃ (f)]−1. Observe that if P (f) is stochastic and
α ∈ (0, 1) then P̃ (f) := αP (f) is transient, however, if P̃ (f) is transient it may happen that some row
sums may be even greater than unity. Moreover, for the so-called first passage problem, i.e. if we consider
total reward up to the first reaching of a specific state (resp. the set of specific states), the resulting
transition matrix is transient if the specific state (resp. the set of specific states) can be reached from
any other state.

3 Reward Variance for Finite and Infinite Time Horizon

Let ξn(π) =
∑n−1

k=0 rXk,Xk+1
be the stream of rewards received in the n next transitions of the considered

Markov chain X if policy π = (fn) is followed. Supposing that X0 = i, on taking expectation we get for
the first and second moments of ξn(π)

v
(1)
i (π, n) := E π

i (ξn(π)) = E π
i

n−1∑

k=0

rXk,Xk+1
, v

(2)
i (π, n) := E π

i (ξn(π))2 = E π
i (

n−1∑

k=0

rXk,Xk+1
)2. (1)

It is well known from the literature (cf. e.g. [1],[3],[7],[8]) that for the time horizon tending to infinity

policies maximizing or minimizing the values v
(1)
i (π, n) for transient models, as well as policies maximizing

or minimizing the value g
(1)
i (π) = limn→∞ n−1v

(1)
i (π, n) can be found in the class of stationary policies,

i.e. there exist f∗, f̂ , f̄∗, f̄ ∈ F such that for all i ∈ I and any policy π = (fn)

v
(1)
i (f∗) := lim

n→∞
v
(1)
i (f∗, n) ≥ lim sup

n→∞
v
(1)
i (π, n), v

(1)
i (f̂) := lim

n→∞
v
(1)
i (f̂ , n) ≤ lim inf

n→∞
v
(1)
i (π, n), (2)

g(f̄∗) := lim
n→∞

1

n
v
(1)
i (f̄∗, n) ≥ lim sup

n→∞

1

n
v
(1)
i (π, n), g(f̄) := lim

n→∞
1

n
v
(1)
i (f̄ , n) ≤ lim inf

n→∞
1

n
v
(1)
i (π, n). (3)

3.1 Finite Time Horizon

If policy π ∼ (f) is stationary, the process X is time homogeneous and for m < n we write for the
generated random reward ξn = ξm+ξn−m (here we delete the symbol π and tacitly assume that P(Xm = j)
and ξn−m starts in state j). Hence [ξn]2 = [ξm]2+[ξn−m]2+2 ·ξm ·ξn−m. Then for n > m we can conclude
that

E π
i [ξn] = E π

i [ξm] + E π
i

{ ∑

j∈I
P(Xm = j) · E π

j [ξn−m]
}
. (4)

E π
i [ξn]2 = E π

i [ξm]2 + E π
i

{ ∑

j∈I
P(Xm = j) · E π

j [ξn−m]2
}

+ 2 · E π
i [ξm]

∑

j∈I
P(Xm = j) · E π

j [ξn−m]. (5)
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In particular, from (2), (4) and (5) we conclude for m = 1

v
(1)
i (f, n + 1) = r

(1)
i (fi) +

∑

j∈I
pij(fi) · v

(1)
j (f, n) (6)

v
(2)
i (f, n + 1) = r

(2)
i (fi) + 2 ·

∑

j∈I
pij(fi) · rij · v

(1)
j (f, n) +

∑

j∈I
pij(fi) v

(2)
j (f, n) (7)

where r
(1)
i (fi) :=

∑
j∈I pij(fi) rij , r

(2)
i (fi) :=

∑
j∈I pij(fi)[rij ]

2.

Since the variance σi(f, n) = v
(2)
i (f, n) − [v

(1)
i (f, n)]2 from (6),(7) we get

σi(f, n + 1) = r
(2)
i (fi) +

∑

j∈I
pij(fi) · σj(f, n) + 2

∑

j∈I
pij(fi) · rij · v

(1)
j (f, n)

−[v
(1)
i (f, n + 1)]2 +

∑

j∈I
pij(fi)[v

(1)
j (f, n)]2 (8)

=
∑

j∈I
pij(fi)[rij + v

(1)
j (f, n)]2 − [v

(1)
i (f, n + 1)]2 +

∑

j∈I
pij(fi) · σj(f, n). (9)

Using matrix notations (cf. [5]) equations (6),(7),(8) can be written as:

v(1)(f, n + 1) = r(1)(f) + P (f) · v(1)(f, n) (10)

v(2)(f, n + 1) = r(2)(f) + 2 · P (f) ◦ R · v(1)(f, n) + P (f) · v(2)(f, n) (11)

σ(f, n + 1) = r(2)(f) + P (f)σ(f, n) + 2 · P (f) ◦ R · v(1)(f, n)

−[v(1)(f, n + 1)]2 + P (f) · [v(1)(f, n)]2 (12)

where R = [rij ]i,j is an N × N -matrix, and r(2)(f) = [ r
(2)
i (fi)], v(2)(f, n) = [v

(2)
i (f, n)],

v(1)(f, n) = [(v
(1)
i (f, n)], σ(f, n) = [σi(f, n)] are column vectors.

The symbol ◦ is used for Hadamard (entrywise) product of matrices. Observe that
r(1)(f) = (P (f) ◦ R) · e, r(2)(f) = [P (f) ◦ (R ◦ R)] · e.

3.2 Infinite-Time Horizon: Transient Case

In this subsection we focus attention on transient models, i.e. we assume that the transition probability
matrix P̃ (f) with elements pij(fi) is substochastic and ρ(f), the spectral radius of P̃ (f), is less than
unity.

Then on iterating (10) we easily conclude that there exists v(1)(f) := lim
n→∞

v(1)(f, n) such that

v(1)(f) = r(1)(f) + P̃ (f) · v(1)(f) ⇐⇒ v(1)(f) = [I − P̃ (f)]−1r(1)(f). (13)

Similarly, from (11) (since the term 2 · P (f) ◦ R · v(1)(f, n) must be bounded) on letting n → ∞ we can
also verify existence v(2)(f) = lim

n→∞
v(2)(f, n) such that

v(2)(f) = r(2)(f) + 2 · P̃ (f) ◦ R · v(1)(f) + P̃ (f) v(2)(f) (14)

hence
v(2)(f) = [I − P̃ (f)]−1

{
r(2)(f) + 2 · P̃ (f) ◦ R · v(1)(f)

}
. (15)

On letting n → ∞ from (8), (9) we get for σi(f) := lim
n→∞

σi(f, n)

σi(f) = r
(2)
i (fi) +

∑

j∈I
pij(fi) · σj(f) + 2

∑

j∈I
pij(fi) · rij · v

(1)
j (f)

−[v
(1)
i (f)]2 +

∑

j∈I
pij(fi)[v

(1)
j (f)]2 (16)

=
∑

j∈I
pij(fi)[rij + v

(1)
j (f)]2 − [v

(1)
i (f)]2 +

∑

j∈I
pij(fi) · σj(f). (17)
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Hence in matrix notation

σ(f) = r(2)(f) + P̃ (f) · σ(f) + 2 · P̃ (f) ◦ R · v(1)(f) − [v(1)(f)]2 + P̃ (f) · [v(1)(f)]2. (18)

After some algebra (18) can be also written as

σ(f) = [I − P̃ (f)]−1 · { r(2)(f) + 2 · P̃ (f) ◦ R · v(1)(f) − [v(1)(f)]2}. (19)

In particular, for the discounted case, i.e. if for some discount factor α ∈ (0, 1) the transient matrix
P̃ (f) := αP (f) then (19) reads

σ(f) = [I − αP (f)]−1 · { r(2)(f) + 2 · αP (f) ◦ R · v(1)(f) − [v(1)(f)]2}. (20)

(20) is similar to the formula for the variance of discounted rewards obtained by Sobel [6] using different
methods.

3.3 Infinite-Time Horizon: Average Case

We make the following

Assumption 1. There exists state i0 ∈ I that is accessible from any state i ∈ I for every f ∈ F .

Obviously, if Assumption 1 holds then for every f ∈ F the transition probability matrix P (f) is
unichain (i.e. P (f) have no two disjoint closed sets).

As well known from the literature (see e.g. [3]), if Assumption 1 holds, then the growth rate of
v(1)(f, n) is linear and independent of the starting state. In particular, there exists constant vector
g(1)(f) = P ∗(f)r(f) (with elements ḡ(1)(f)) along with vector w(1)(f) (unique up to an additive constant)
such that

w(1)(f) + g(1)(f) = r(f) + P (f)w(1)(f). (21)

In particular, it is possible to select w(1)(f) such that P ∗(f)w(1)(f) = 0. Then w(1)(f) = H(f)r(f) =
Z(f)r(f) − P ∗(f)r(f). On iterating (21) we can conclude that

v(1)(f, n) = g(1)(f) · n + w(1)(f) + [P (f)]nw(1)(f). (22)

To simplify the limiting behavior we make also

Assumption 2. The matrix P (f) is aperiodic, i.e. limn→∞[P (f)]n = P ∗(f) exists for any P (f).

Then for n tending to infinity v(1)(f, n)−ng(1)(f)−w(1)(f) tends to the null vector and the convergence
is geometrical. In particular, by (22) we can conclude that for ε(n) = P (f)nw(1)(f)

v(1)(f, n) = g(1)(f) · n + w(1)(f) + ε(n). (23)

The symbol ε(n) is reserved for any column vector of appropriate dimension whose elements converge
geometrically to the null vector.

Employing the above facts we can conclude that by (6),(21),(22)

v
(1)
i (f, n + 1) + v

(1)
j (f, n) = ri(f) +

∑

k∈I
pik(f) · v

(1)
k (f, n) + v

(1)
j (f, n)

= ri(f) + 2nḡ(1)(f) +
∑

k∈I
pik(f)w

(1)
k (f) + w

(1)
j (f) + ε(n)

= (2n + 1)ḡ(1)(f) + w
(1)
i (f) + w

(1)
j (f) + ε(n) (24)

v
(1)
i (f, n + 1) − v

(1)
j (f, n) = ri(f) +

∑

k∈I
pik(f) · v

(1)
k (f, n) − v

(1)
j (f, n)

= ri(f) +
∑

k∈I
pik(f)w

(1)
k (f) − w

(1)
j (f) + ε(n)

= ḡ(1)(f) + w
(1)
i (f) − w

(1)
j (f) + ε(n) (25)
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From (23),(24),(25) we get
∑

j∈I
pij(f) [v

(1)
i (f, n + 1) + v

(1)
j (f, n)][v

(1)
i (f, n + 1) − v

(1)
j (f, n)]

=
∑

j∈I
pij(f)[2nḡ(1)(f) + ḡ(1)(f) + w

(1)
i (f) + w

(1)
j (f)][ḡ(1)(f) + w

(1)
i (f) − w

(1)
j (f)] + ε(n)

= 2nḡ(1)(f)
∑

j∈I
pij(f)[ḡ(1)(f) + w

(1)
i (f) − w

(1)
j (f)]

+
∑

j∈I
pij(f)

{
[ḡ(1)(f) + w

(1)
i (f)]2 − [w

(1)
j (f)]2

}
+ ε(n)

= 2nḡ(1)(f) · ri(f) +
∑

j∈I
pij(f)

{
[ḡ(1)(f) + w

(1)
i (f)]2 − [w

(1)
j (f)]2

}
+ ε(n). (26)

Similarly by (23) for the third term on the RHS of (8) (and also for the third term on the RHS of (12)),
we have

∑

j∈I
pij(f) · rij · v

(1)
j (f, n) =

∑

j∈I
pij(f) · rij · [n · ḡ(1)(f) + w

(1)
j (f) + ε(n)]

= n · ḡ(1)(f) · ri(f) +
∑

j∈I
pij(f) · rij · w

(1)
j (f) + ε(n). (27)

Substitution from (26), (27) into (8) yields after some algebra

σi(f, n + 1) =
∑

j∈I
pij(f) · σj(f, n) + r

(2)
i (f) + 2 ·

∑

j∈I
pij(f) · rij · w

(1)
j (f)

+
∑

j∈I
pij(f)[w

(1)
j (f ]2 − [ḡ(1)(f) + w

(1)
i (f)]2 + ε(n)

=
∑

j∈I
pij(f) · {σj(f, n) + [rij + w

(1)
j (f)]2} − [ḡ(1)(f) + w

(1)
i (f)]2 + ε(n) (28)

Hence, in matrix form we have:

σ(f, n + 1) = σ(f) + s(f) + ε(n), (29)

where elements si(f) of the (column) vector s(f) are equal to

si(f) =
∑

j∈I
pij(f)[rij + w

(1)
j (f)]2 − [g(1)(f) + w

(1)
i (f)]2 (30)

=
∑

j∈I
pij(f)[rij + w

(1)
j (f) − g(1)(f)]2 − [w

(1)
i (f)]2. (31)

Observe that by (31) follows immediately from (30) since by (21)

−2
∑

j∈I pij(f)(rij + w
(1)
j (f))g(1)(f) − [g(1)(f)]2 = −2w

(1)
i (f)g(1)(f) − [g(1)(f)]2.

Employing (22) and the analogy between (9) and (29) we can conclude that

G(f) = lim
n→∞

1

n
σ(f) = P ∗(f)s(f) (32)

is the average variance corresponding to policy π ∼ (f).

4 Finding Optimal Policies

For finding second order optimal policies, at first it is necessary to construct the set of optimal transient
or optimal average policies (cf. e.g. [1, 3, 7]). Since optimal policies can be found in the class of stationary
policies, i.e. there exist f∗, f̄∗ ∈ F such that

v(1)(f∗) ≥ v(1)(π) resp. g(1)(f̄∗) ≥ g(1)(π) for every policy π = (fn). (33)

Let F∗ ⊂ F be the set of all transient optimal stationary policies, F̄∗ ⊂ F be the set of all average optimal
stationary policies. Stationary optimal policies minimizing total or average variance can be constructed
on applying standard policy or value iteration procedures in the class of policies from F∗ or F̂∗.
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5 Specific Example: Credit Management

The state of the bank is determined by the bank liabilities, i.e. deposits and the capital and is also
influenced by the current state of the economy (cf. [7, 9]). It is a task for expert to evaluate each possible
state of the bank by some value, say i ∈ I, we assume that the set I is finite. A subset of the state space
I, say I∗, is called optimal; the decision maker tries to reach this set. To this end at each time point
the decision maker receives some money amount depending on the current state of the bank, say ci, to
improve the state of the bank. The decision maker has the following options:
1. advertise the activity of the bank,
2. assign small reward as a courtesy to the non-problematic credit holders,
3. warn and penalized the problematic credit holders.
Based on the experience of the bank, suitable advertising improves the state of the bank by reaching from
state i some more suitable state j ∈ I with probability pij(1). Similarly a courtesy reward in the total
amount ci can help to reach a more suitable state j ∈ I with probability pij(2). Finally, warning and
penalizing the problematic credit holders changes the state by reaching state j with probability pij(3).

Using the above mentioned approach the problem of optimal credit-granting policy is formulated as
a problem of finding optimal policy of a controlled Markov chain. Observe that the transient model can
also grasp models with discount factor depending on the current state. Moreover, if the discount factor
is very close to unity we try to optimize the long run average reward.

6 Conclusions

The article is devoted to second order optimality in transient and average Markov reward chains. To
this end, formulas for the variance of total, discounted and average rewards are derived. In the class
of optimal policies, procedures for finding policies with minimal total or average variance are suggested.
Application of the obtained results for finding an optimal credit-granting policy of a bank is discussed.
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Interval data and sample variance: How to prove
polynomiality of computation of upper bound considering

random intervals?
Ondřej Sokol1, Miroslav Rada2

Abstract. We deal with the computation of sample variance over interval data. Com-
puting the upper bound of the sample variance is an NP-hard problem, however, there
exist some efficient algorithms for various special cases. Using Ferson’s algorithm,
the computation of the maximal possible variance over interval-valued dataset can be
realized in polynomial time in the maximal number of narrowed intervals intersecting
at one point; narrowed means that the intervals are shrinked proportionally to the size
of the dataset.
Considering random datasets, experiments conducted by Sokol allowed for conjectur-
ing that the maximal number of narrowed intervals intersecting at one point is at most
of logarithmic size for a reasonable choice of the data-generating process.
Here, we assume uniform distribution of centers and constant radii. Under this setting,
we show that the computation of expected value of the maximal number of narrowed
intervals intersecting at one point (which is random variable here) is reducible to the
evaluation of the volume of some special simplicial cuts.

Keywords: Interval data, sample variance, simplicial cuts.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Interval data. Assume an interval-valued dataset. We do not know the exact values of data. Instead of that,
we know the intervals which these values belong to. This kind of uncertainty occurs naturally when we process
rounded, censored or categorized data. Similar data-related issues arise also when we work with measurements
which have known tolerances or when we work directly with intervals, e.g. interval predictions or intervals of
minimal and maximal daily values in the stock market.

In our paper, we deal with the computation of statistics over interval data. When only interval data are at our
disposal, we are interested in determining lower and upper bounds of selected statistics. From these lower and
upper bounds, we can draw conclusions over the entire dataset.

Related work. Under interval uncertainty, even some of the basic statistics are not easy to compute. This paper
is a contribution to the case of sample variance when the true mean is unknown. This statistic will be investigated
in the next sections. However, other statistics have been studied too. For example t-ratio was studied by Černý and
Hladı́k [2], entropy by Kreinovich [9] and Xiang et al. [13], higher moments by Kreinovich et al. [10] and others.
Summaries of approaches to computing various statistics under interval uncertanity can be found in [7] and [11].

Goal. In this paper, we deal with the expected computational complexity of sample variance over random data.
In our previous paper [3], a conjecture based on simulations experiment about computational complexity has been
stated. According to this conjecture, the upper bound of computational complexity in average over reasonable
random data is polynomial (for details, see Conjecture 3). The conjecture has not been proven yet. The goal of this
paper is to outline an approach to do so by interconnecting nice computational geometry tools with the statistical
background of the conjecture.

2 Problem statement
A general framework. Consider an unobservable one-dimensional dataset x1, . . . , xn (for example, it can be a
random sample from a certain distribution). We are given an (observable) collection of intervals x1 = [x1, x1], . . . ,
xn = [xn, xn] such that it is guaranteed that

xi ∈ xi, i = 1, . . . , n. (1)
1University of Economics in Prague, Department of Econometrics, Winston Churchill Square 4, CZ13067 Prague,
Czech Republic, ondrej.sokol@vse.cz

2University of Economics in Prague, Department of Econometrics, Winston Churchill Square 4, CZ13067 Prague,
Czech Republic, miroslav.rada@vse.cz

Mathematical Methods in Economics 2016

779



We emphasize that, given the observed values x = (x1, . . . , xn)T and x = (x1, . . . , xn)T, the only information
about the distribution of x = (x1, . . . , xn)T is that the axiom (1) holds a.s.

Let a statistic S(x1, . . . , xn) be given. Formally, S : Rn → R is a continuous function. Due to our weak
assumptions, the main information (and in some sense the only information) we can infer about S(x1, . . . , xn)
from the observable dataset x, x is the lower and upper bound, respectively, of the form

S = min{S(ξ) : x ≤ ξ ≤ x}, S = max{S(ξ) : x ≤ ξ ≤ x},

where the inequality “≤” between two vectors in Rn is understood componentwise.

Bounds S, S for many important statistics S have been extensively studied in literature. Sometimes, the situa-
tion is easy: for the example of sample mean (i.e. S ≡ µ̂ = 1

n

∑n
i=1 xi) we immediately get

µ̂ =
1

n

n∑

i=1

xi, µ̂ =
1

n

n∑

i=1

xi. (2)

Sample variance under interval data. On the other hand, some statistics have been shown to be very hard
to compute. In this paper, we will work with one of them: the sample variance. Sample variance is computed as

σ̂2 =
1

n− 1

n∑

i=1

(xi − µ̂)2, (3)

where the true mean µ is unknown and is replaced by the sample mean µ̂ = 1
n

∑n
i=1 xi. The computation of the

upper and lower bounds, respectively, reduces to the optimization problems

σ̂2 = min
x∈Rn





1

n

n∑

i=1


xi −

1

n

n∑

j=1

xj




2

: x ≤ x ≤ x




, and (4)

σ̂2 = max
x∈Rn





1

n

n∑

i=1


xi −

1

n

n∑

j=1

xj




2

: x ≤ x ≤ x




. (5)

It is obvious that computation of σ̂2 is a convex quadratic problem and thus it can be solved in weakly polyno-
mial time. Furthermore, Ferson et al. [6] proposed another interesting method, yielding a strongly polynomial
algorithm. Yet another strongly polynomial algorithm has been formulated in [13].

The computation of σ̂2 is an NP-hard problem. A proof of the NP-hardness can be found in [5]. Moreover, it is
known to be inapproximable with an arbitrary absolute error, see Černý and Hladı́k [2]. The latter paper also gives
a useful positive statement: computation of σ̂2 can be done in pseudopolynomial time.

The computational properties of σ̂2 have been studied extensively, see e.g. Ferson [6], Xiang [13], Dantsin [4].
The most interesting fact is that for many special cases the problem can be solved efficiently.

Our problem. In this paper, we address the question whether the efficiently solvable cases are “rare” or
“frequent” in practice. In particular, the statistical approach usually assumes that the observed data x, x are gen-
erated by an underlying random process. Then, the question is whether the hard instances—such as the instances
resulting from NP-hardness proofs—occur with a high or low probability.

The paper by Ferson et al. [6] presents an algorithm for computation of σ̂2 with the property stated by Theo-
rem 1. To fix notation, for an interval x = [x, x] we denote xC = 1

2 (x + x) its center and x∆ = 1
2 (x − x) its

radius. For an α ∈ (0, 1), let αx denote the α-narrowed interval [xC − αx∆, xC + αx∆].

Theorem 1. There exists a polynomial p(n) for which the following holds true: when x1, . . . ,xn are given such
that

every k-tuple of distinct indices i1, . . . , ik ∈ {1, . . . , n} satisfies [µ̂, µ̂] ∩ 1
nxi1 ∩ 1

nxi2 ∩ · · · ∩ 1
nxik = ∅, (6)

then the algorithm by Ferson et al. makes at most 2kp(n) steps. [Here, µ̂, µ̂ are given by (2).]

Remark 2. The original paper presents a weaker statement, in particular the intersection property from (6) is
written as 1

nxi1 ∩ 1
nxi2 ∩ · · · ∩ 1

nxik = ∅.
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So, we are interested in the maximum k for which the condition (6) holds. Let Kn denotes such k.

We assume that the centers xC1 , . . . , x
C
n are sampled from a distribution Φ and that the radii x∆

1 , . . . , x
∆
n are

sampled from a nonnegative distribution Ψ and the samples are independent. Then we are looking for estimated
value of Kn.

Based on simulation experiments, Conjecture 3 has been stated (see also [3]):

Conjecture 3. If Φ is a continuous distribution with finite first and second moments and its density function is
limited from above and Ψ has finite first and second moments, then E(Kn) = O(

√
log n) and Var(Kn) = O(1).

Remark 4. The paper [3] presented a much weaker formulation of Conjecture 3, namely it conjectured that
E(Kn) = O(log n); also no conjecture on variance of Kn was stated.

This Conjecture 3 has not been proven yet. To rephrase the goal, we outline the approach that could be helpful
in proving the first part of hypothesis that E(Kn) = O(

√
log n) for suitable choice of the data generating processes

Φ and Ψ.

3 Simplex as the space of gaps between centers
Convention. From now on, when we speak about i-th interval or about interval with index i, we mean the
narrowed one, i.e. 1

nxi.

We set Φ as uniform distribution on interval (0, 1) and Ψ = 1. Therefore, the computational complexity is
affected by the distance of centers of each other. We remind that the radius of narrowed interval decreases with n.

Firstly, since the distributions of centers xCi for all i ∈ [n] are independent, we can w.l.o.g. assume that (7)
holds:

xC1 ≤ xC2 ≤ · · · ≤ xCn . (7)

Furthermore, we set xC0 = 0 and xCn+1 = 1

We denote the distance di of adjacent points xCi and xCi−1:

di = xCi − xCi−1, i = 1, 2, . . . , n+ 1. (8)

From the definitions it follows that
∑n+1

i=1 di = 1 and di ≥ 0 for every i. The Theorem 5 holds:

Theorem 5. Assume d = (d1, · · · , dn+1) is given by (8).
1. The support of the random variable d is the set {d ∈ Rn+1 : d ≥ 0,

∑n+1
i=1 di = 1}.

2. The random variable d has Dirichlet distribution with parameters α = (1, . . . , 1).

Hence, random variable d = (d1, d2, . . . , dn+1) is uniformly distributed over an (n+1)-dimensional simplex
Sn+1 with vertices a1 = (1, 0, . . . , 0), . . . , an+1 = (0, . . . , 0, 1).

The simplex Sn+1 has affine dimension n, since it lives in hyperplane
∑n+1

i=1 di = 1. It can be mapped to
n-dimensional space using projection dn+1 = 1−∑n

i=1 di. The resulting simplex will be denoted by ∆n. It reads

∆n = {d ∈ Rn : d ≥ 0,
n∑

i=1

di ≤ 1}. (9)

This projection means no loss of information. The resulting simplex is fulldimensional.

Remark 6. Note, however, that we are not interested in d1 and dn+1 as they do not affect the number of intersecting
narrowed intervals.

4 Probability
Denote by P(Kn = k) the probability that, given a fixed n, the maximum number of intersecting intervals is k.
Similarly we define P(Kn ≥ k).

We are interested in the expected value of maximal number of intersecting intervals

E(Kn) =

n∑

k=1

kP(Kn = k) (10)

for different n, in particular, we want to examine its behaviour when n→∞.

Observation 7 forms a basis for the rest of the text.
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Observation 7. Assume an index set I ⊆ [n] with |I| = k for some k ∈ N is given. The following holds:

⋂

i∈I

1

n
xi 6= ∅ ⇐⇒ max

i∈I
xCi −min

i∈I
xCi ≤

2

n
⇐⇒

max{j∈I}∑

i=1+min{j∈I}
di ≤

2

n
.

Roughly speaking, k intervals have a nonempty intersection if and only if the farthest centers (of these intervals)
are close enough. Nevertheless, for us, it will be sufficient to consider sets of adjacent indices, i.e. I ⊆ [n] such
that |I| = k and max{i ∈ I} −min{i ∈ I} = k − 1. An index set with this property will be called connected.

For computation of probability that all intervals in a connected index set I have a nonempty intersection (have
a common point), we can use the geometric view introduced in the last section. We use the fact that differences
between adjacent centers are uniformly distributed on ∆n. We defineHn

I := {d ∈ Rn :
∑max{i∈I}

j=1+min{i∈I} dj ≤ 2
n}.

Since I is connected, the probability of nonempty intersection depends only on n and k = |I|, and neither on the
minimal nor the maximal index in I . Therefore, definition ofHn

I can be simplified toHn
k := {d ∈ Rn :

∑k
j=2 dj ≤

2
n}. The halfspaceHn

k cuts off a part of ∆n. The bigger the cut off is, the more probable is intersection of intervals
in I .

We denote by C(n, k) the set ∆n ∩Hn
k . Analogously, we define C(n, I). The following Lemma holds:

Lemma 8. Assume we have n intervals in total. The probability that k adjacent intervals share a common point
is denoted by P(n, k) and can be computed as

P(n, k) =
Vol(C(n, k))

Vol(∆n)
= n! Vol(C(n, k)). (11)

The last equality follows from the fact that volume of ∆n is 1
n! .

The volume of C(n, k). The volume of C(n, k) can be computed or bounded in several ways. Gerber [8] and
Varsi [12] studied the exact volume of simplex cut off. Gerber’s work is especially interesting, since he proposed
not only the formulas for volume of simplex cut off, but also the recursive formula for computing the fraction of
volume of the simplex to be cut – the probability P(n, k) directly.

Since the recursive formula is not directly usable for our purpose, we formulated the following upper bound
for the volume of C(n, k).

Lemma 9. The following holds:

Vol(C(n, k)) ≤
(

2

n

)k
1

(n− k + 1)!(k − 1)!
. (12)

As the last instance, we mention excellent survey on algorithms for computation of volume of a polytope by
Büeler et al. [1].

However, for our purposes, an analytic formula for volume would be the most appropriate. From this point of
view, the only suitable formula is the upper bound stated by Lemma 9.

Two approaches to expressing P(Kn = k). Utilizing the formula for P (n, k), there are two approaches to
expressing P(Kn = k). We discuss them in Sections 4.1 and 4.2.

4.1 Inclusion-exclusion principle
We use the standard formula for computing probability of exact value of a variable: P(Kn = k) = P(Kn ≥
k)− P(Kn ≥ k + 1).

Then, note that Kn ≥ k occurs if and only if there are k adjacent intervals that share common point. Hence,
we can consider all adjacent k-tuples of intervals, for each such k-tuple we cut off ∆n and compute volume of the
cut area:

P(Kn ≥ k) = n! Vol


 ⋃

I⊆[n],|I|=k

C(n, I)


 . (13)

Clearly, one can’t simply sum up the volumes of all the C(n, I), since the cut off areas are overlapping. We
shall utilize the inclusion-exclusion principle. However, we face the problem that we need to compute volume of
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much more complex polytopes, since the simplex is cut by more halfspaces (the number of halfspaces varies from
1 to n − k + 1). Currently, we do not know how to even compute a tight upper bound for volume of the union of
C(n, I) in (13).

4.2 Complementary probability
Here, we take another approach. Instead of computing volume of union of cuts (formed by halfspaces in formHn

I ),
we compute volume of intersection of the opposite cuts and ∆n. That allows us to get rid of the inclusion-exclusion
framework, however, the main problem with “complex” polytope remains unchanged.

To be more formal, we define H−nI as the set {d ∈ RRn :
∑

i∈I di ≥ 2/n for connected index set I with
|I| = k. Then,

P(Kn < k) = n! Vol


∆n

⋂ ⋂

I⊆[n],|I|=k

H−nI


 . (14)

Then, P(Kn = k) = P(Kn < k + 1)− P(Kn < k).

Note, that in (14) we need to compute the volume of simplex cut off by n− k+ 1 hyperplanes, i.e. we need an
analytic expression of volume of a polytope given as an intersection 2n−k+2 hyperplanes. As we also need send
n to∞, this task is untractable in full generality. We can only hope that the structure of the polytope is “special”
and will allow for an efficient computation.

5 Conclusion
In this paper we presented an approach to compute the expected value of the maximal number of narrowed intervals
that have a common point under specific stochastic setup. We connected computational geometry tools with the
statistical background of the problem; our approach is based on geometric interpretation of the problem as we
compute the probabilities using the volume of simplex cut-offs.

Although we sketched some ideas for the computation, the goal is still quite far away. Although the volume of
simplex cut by one halfspace can be either computed directly or approximated (e.g. by Lemma 9), the evaluation
of the volume of simplex cut by multiple halfspaces is computationally much more expensive task. Nevertheless,
using the fact that distances between centers of intervals are uniformly distributed over n-dimensional simplex, the
inclusion-exclusion principle seems to be a viable option.

Further research should focus on exact formulation of the probabilities using inclusion-exclusion principle, as
sketched in Section 4.1.
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On the use of linguistic labels in AHP: calibration,

consistency and related issues

Jan Stoklasa1, Tomáš Talášek2

Abstract. Saaty’s AHP method is a frequently used method in decision sup-
port. It provides its users with a simple and effective way to input necessary
information concerning his/her preferences through pair-wise comparisons, as
well as various consistency measures of the expressed preferences. The linguis-
tic level attached to Saaty’s fundamental scale provides a seemingly easy-to-use
interface between the model (pair-wise comparison matrices) and its users. In
this paper we focus on the linguistic level of Saaty’s fundamental scale and
analyze the consequences of its use as it was proposed by Saaty. We show
that even in the context of the consistency condition as defined by Saaty, the
linguistic level seems to be improperly defined and calibration of the linguistic
labels might be in place. Also proper transformations into different languages
rather than simple translations of the terms suggested in English are necessary.
We argue, that in the context of the existence of a transformation between the
multiplicative and additive form of Saaty’s matrices it is reasonable to investi-
gate whether the additive or the multiplicative form should be used to confirm
(or appropriately set) the meanings of the linguistic terms. We illustrate on
a practical example how the calibration of the meanings of linguistic terms in
the additive form can affect the performance of the linguistic level in terms of
consistency in the multiplicative form.

Keywords: linguistic label, linguistic scale, AHP, pairwise comparison, cali-
bration, consistency.

JEL classification: C44
AMS classification: 91B74

1 Introduction

AHP is a widely used multiple criteria decision making tool proposed by T. L. Saaty [7, 8] and it has
received much attention of practitioners and researchers since its introduction. Let us consider a single
decision maker who needs to evaluate each alternative from a given set of n alternatives {A1, . . . , An} and
let us assume that only one evaluation criterion is considered. This criterion can be either quantitative
(measurable or numerical) or qualitative. It is convenient to express the preference structure on the set
of alternatives by comparing pairs of alternatives and assessing which one is more preferred to the other
and also assessing the strength of this preference.

The aim of the AHP is to obtain evaluations h1, . . . , hn of these alternatives. Based on these evalua-
tions a reciprocal square matrix H of the dimension n× n can be constructed, H = {hij}n

i,j=1, such that
hij = hi/hj and obviously hij = 1/hji. The value hij then represents the relative preference of alterna-
tive i over alternative j and can be linguistically interpreted as Ai being hij times more important than
Aj . The usual multiple-criteria decision-making problem is one of finding such evaluations h1, . . . , hn,
as they are not known in advance. To do so an estimation of the matrix H, a reciprocal square matrix
of preference intensities S = {sij}n

i,j=1, sij = 1/sji, can be constructed by a decision maker. In case
of more decision makers the matrices of preference intensities can be aggregated into a single overall

1Palacký University Olomouc, Department of Applied Economics, Kř́ıžkovského 12, 77180 Olomouc,
jan.stoklasa@upol.cz.

2Palacký University Olomouc, Deptartment of Mathematical Analysis and Applications of Mathematics,
17. listopadu 1192/12, 77146 Olomouc and Lappeenranta University of Technology, Skinnarilankatu 34, 53850
Lappeenranta, Finland, tomas.talasek@upol.cz.
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matrix of intensities of preferences. This can be done for each element of this overall matrix by comput-
ing a geometrical mean of all the values provided by various decision makers for the respective pairwise
comparison. Based on the matrix S the evaluations h1, . . . , hn can be computed as the arguments of min-
imum of the following expression

∑n
i=1

∑n
j=1(sij − hi

hj
)2. The solution to this problem (the evaluations

h1, . . . , hn) can be found as the components of the eigenvector corresponding to the largest eigenvalue of
S. Alternatively the logarithmic least squares method can be applied and the solutions found in the form

hi = n

√∏n
j=1 sij , i = 1, . . . , n. The consistency condition for matrices of preference intensities suggested

by Saaty is expressed as
sik = sij ∙ sjk, for all i, j, k = 1, 2, . . . , n. (1)

It is well known that using the values {1, 2, 3, 4, 5, 6, 7, 8, 9} and their reciprocals in the matrix of preference
intensities (see the Saaty’s fundamental scale in Table 1), the consistency condition might not be fulfilled
for expertly defined matrices of preference intensities, particularly if these are of larger order. In cases
when “pure” consistency cannot be reached, Saaty defines the inconsistency index CI based on the
spectral radius (λmax) of S by CI = λmax−n

n−1 . For a perfectly consistent matrix λmax = n and hence
CI = 0. For other matrices Saaty defines the inconsistency ratio CR = CI/RIn, where RIn is a random
inconsistency index computed as an average of inconsistency indices of randomly generated reciprocal
matrices of preference intensities of the order n. As long as CR < 0.1 the matrix S is considered to be
consistent enough.

In this paper we discuss one of the most important parts of the use of AHP (and methods based
on matrices of intensities of preferences in general) - the input of preference-intensities. In Section 2 we
recall the Saaty’s fundamental scale and the linguistic interpretations of its numerical values and point out
discrepancies between the numerical and linguistic level in the context of consistency of Saaty’s matrix.
Section 3 first provides an overview of the currently available calibration methods for the Saaty’s scale,
in Subsection 3.2 we propose a novel fuzzy preference relation based calibration and in Subsection 3.3
we discuss the new and original calibration methods in the context of a weakened consistency condition.
Section 4 provides a discussion and summary of the presented topic.

2 The (fundamental) scale

The elements sij are estimations of the actual values of hij and are provided by the decision maker as
answers to questions “What is the intensity of preference of Ai over Aj for you according to the given
criterion?” or alternatively “How much more do you prefer Ai over Aj?”.

sij linguistic labels of the numerical intensities of preferences

1 alternative i is equally preferred as alternative j

3 alternative i is slightly/moderately more preferred than alternative j

5 alternative i is strongly more preferred than alternative j

7 alternative i is very strongly more preferred than alternative j

9 alternative i is extremely/absolutely more preferred than alternative j

2,4,6,8 correspond with the respective intermediate linguistic meanings obtained

by joining the respective two linguistic labels Tk and Tl by “between” into

the label “between Tk and Tl”

Table 1: Saaty’s scale - 9 numerical values of its elements for expressing preference (or indifference in
case of 1) of alternative i over alternative j and their suggested linguistic labels.

We can observe that the questions are not easy to answer - at least not in a precise manner. We can
not expect all decision makers to be able to provide answers such as “A3 is 3.56 more preferred than A5”.
Even if the decision-maker was able to provide such a precise answer, can we be sure that such a value
is reliable? Saaty suggests the scale presented in Table 1 to be used to express preference intensities.
Linguistic labels are suggested to represent five elements of the scale. There are several possible modes
in which the intensity of preference can be provided - out of all these, two were originally suggested by
Saaty - the linguistic mode and the numerical mode (see Table 1, which also summarizes their mutual
relation). Huizingh and Vrolijk [3, p. 243] found that under their experimental design “ the numerical
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and the verbal mode are equally able to predict the ranking within the set of alternatives ” (note that
they consider ranking, not the actual evaluations of alternatives). The verbal (linguistic) mode, however,
results in higher inconsistency according to [3]. They also conclude [3, p. 245] that “using the verbal mode
without knowing how people interpret the preference phrases leads to a small loss in decision quality”
(again just rankings were considered). But Dyer and Forman [1] clearly warn against the combination
of these two nodes in any set of judgements. This seems to suggest, that although both modes can
work separately, their relation might not be as easy as it is presented in Table 1. We aim to add more
arguments to support the claim that the assignment of linguistic labels to the numerical values of the
fundamental scale is arbitrary and even contradicts the consistency condition set by Saaty. It is clear
that the appropriateness of a linguistic label for a given preference-intensity (or vice versa the numerical
meaning of a given linguistic expression) varies among the decision makers, is context dependent and
can even be language specific. Since there is no one-to-one mapping between languages that would
maintain meaning, we cannot accept the translations of Saaty’s fundamental scale (its linguistic mode)
into different languages to work with the same numerical values as meanings. It is questionable, whether
the meanings of the translations maintain the same position (and relative position) on the universe
{1, 2, 3, 4, 5, 6, 7, 8, 9}. It may be that the differences in meaning among different language mutations of
AHP are not too big, but not to check them and simply accept a translation of the linguistic scale does
not follow any methodological good practice at all. Whether the OR researchers want to accept it or not,
there is need for empirical confirmation that we are using the methods correctly - mainly with methods
that employ a linguistic mode of description.

If we interpret the numerical values of the fundamental scale {1,2,3,4,5,6,7,8,9} and their reciprocals
in the suggested way, that is as describing how many times is one alternative preferred to another one, we
need to explain why there is no greater value than 9. There is in fact no natural maximum of the number
of times something can be preferred to something else. This problem is even stressed when quantitative
criteria are used and the ratio of their values is explicitly larger than 9 (say 10 EUR is ten times more
than 1 EUR, but the restricted fundamental scale allows us to use 9 as a maximum value for any element
in S). When we now assign a linguistic label “extremely (or absolutely) preferred to” to “9 times more
preferred than”, we can confuse the decision makers. What is more, using Table 1 we define “3 times more
preferred” to be just “slightly preferred” which also does not seem to correspond with our intuition. It
would seem that any calibration (setting appropriate labels for the numerical values of this scale) will be
problematic, unless approached from a context where natural minima and maxima of preference-intensity
ratios exist.

If we examine the linguistic mode of Saaty’s fundamental scale in the context of his consistency
condition (1), we run into further problems. To be compatible with the linguistic labels used in Saaty’s
scale, the condition should make sense also when we substitute the linguistic labels into it. Let us consider
sik = 3 and skj = 3 then based on (1) we need sij = 3 ∙3 = 9. If we transform this into the linguistic level,
we get if “Ai is slightly more preferred than Ak” and “Ak is slightly more preferred than Aj” then “Ai is
extremely/absolutely more preferred than Aj”. This is rather counterintuitive - we would expect a much
smaller preference between Ai and Aj induced by two slight preferences. The consistency condition (1) is
not well defined for the linguistic labels (or the linguistic labels are not well defined). In any cases if the
decision maker provides information in linguistic form only and (1) is required, we declare as consistent
something that is counterintuitive.

3 Possible solutions

It seems to us that there is no strong correspondence between the linguistic labels and the numbers that
are supposed to represent their meaning (other than the fact that the linguistic labels can be ordered
in the same way as their numerical counterparts). As was already mentioned, this might not be a big
problem, if just one of the levels is used to obtain S - that is if the decision maker provides either just
numbers, or just linguistic values. If, however, these two levels are combined and the decision maker
has to deal with the fact that e.g. “9 times more = absolutely more”, or “3 times more = slightly
more” problems can occur due to the possible ambivalence of the assigned meaning. Also the resulting
evaluations can be questionable, if the numerical values do not reflect the meaning of the linguistic labels
well enough. The control of the decision maker over the process of obtaining evaluations fades in this
case. There are at least two problems that need to be addressed - the discrepancy between the linguistic
mode and the numerical mode, and the poor performance of linguistic labels in terms of the consistency
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condition and its “linguistic performance”.

3.1 Calibration - achieving correspondence of the two discussed modes

Since the correct meaning of the linguistic labels of the intensities of preferences (e.g. “strongly more
preferred”) can depend on the decision-maker, on the type of decision making situation (context) and
on the whole set of linguistic labels chosen for the description of preference intensities (including its
cardinality and the choice of linguistic terms), the idea of customizing the meaning of the linguistic terms
(expressed as a value from the fundamental scale {1,2,3,4,5,6,7,8,9} and the respective reciprocal values,
or simply as values from the interval [1/9, 9]) has been addressed by several authors with varying success.
Finan and Hurley [2] propose a calibration method that results in a geometric numerical scale providing
meanings for the linguistic terms. They use the process of transitive calibration, which first specifies
the number of the linguistic terms to be assigned numerical values (say four linguistic values: {equally
important, slightly more important, more important, much more important } = {T1, T2, T3, T4}; we are
looking for their numerical equivalents {t1, t2, t3, t4}, t1 = 1 by definition), in the second step they ask
the decision-maker to decide the following: if (x is T2 than y) and (y is T2 than z), what is the relation of
x to z - is it T3 or T4? At the end they require the decision maker to specify the meaning of (x is T2 than
y) in terms of “x being k% more important than y”. If the decision-maker specified, that (x is T3 than
z), they get t2 = 1 + k, t3 = (1 + k)2 and t4 = (1 + k)4. Note that they operate under the consistency
condition expressed for the numerical values as ((sij > 1) ∧ (sjk > 1)) =⇒ (sik > max{sij , sjk}) . This,
however, seems to be too restrictive, since the combination of T2 and T2 does not need to be perceived
as Tl, where l > 2. In our opinion T2 should also be considered as a possible answer (see the concept of
weak consistency further in the text).

Ishizaka and Nguyen [4] suggest a calibration procedure for qualitative criteria, that computes the
numerical values of linguistically expressed intensities of preferences on the bases of pair-wise comparisons
of geometrical figures with different areas (ordered in increasing order with respect to the area). The
decision maker is asked to describe linguistically how big the difference between the areas of the given
pair of objects is. The judgements are then compared with the real ratios of the areas of the objects and
the numerical meaning of the linguistic terms is computed. Although this might seem as a simple and
useful idea, there are several methodological issues connected with this solution - 1) there was never a
higher ratio of the areas than 1 : 9 used in the study, 2) calibrating a scale for a qualitative criterion on
a quantitative universe with different interpretation is very risky (since we know that the meanings of
the linguistic terms are context-specific). Paper [4] however presents more evidence for the necessity of
addressing the issue of calibration properly.

In both these approaches we can identify the problem of trying to calibrate the meanings of linguistic
terms of a variable that might not have a natural maximum on a restricted universe (e.g. [1/9, 9]) . This
can be bypassed by transforming this restricted universe into a different universe with natural minimum
and maximum, with which the decision-maker can work reasonably well.

3.2 Calibration - a fuzzy preference relation approach

It is possible to transform a multiplicative (elements interpreted in terms of ratios/multiples) pairwise
comparison matrix S = {sij}n

i,j=1 into an additive (elements interpreted in terms of differences) pairwise
comparison matrix Z = {zij}n

i,j=1 using the following transformation (see e.g. [6]):

zij =
1
2
(1 + log9 sij). (2)

The resulting matrix Z then carries the same information concerning the preferences of the decision
maker. Z is additively reciprocal, that is zij = 1 − zji, zij ∈ [0, 1] and zii = 0.5 for all i, j = 1, . . . , n.
As such the matrix Z can be interpreted as a fuzzy relation, its elements zij representing the degree of
preference of Ai over Aj . Obviously, zij = 0.5 is interpreted as indifference between Ai and Aj , zij = 1
is interpreted as Ai is absolutely preferred to Aj , and zij = 0 is interpreted as Aj is absolutely preferred
to Ai. The transformation formula (2) can be used in the context of fuzzy pairwise comparison matrices
as well (see [5, 9]).

As we already know the meanings of the linguistic labels in the multiplicative case (see Table 1), we
can now transform them into the additive representation using (2) and see, whether they “make sense”
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in the additive case, where a natural minimum and maximum of the degree of preference exists. Figure 1
summarizes the results of the transformation of the meanings of linguistic labels from the multiplicative
case into the additive representation. We can see, that at least the meaning of the linguistic label
“slightly preferred” seems to be misplaced - it is exactly half the way between indifference and extreme
preference. We therefore suggest to construct the meanings of the available linguistic labels to be more
intuitive (and thus making the linguistic labels more compatible with the multiplicative consistency
condition) by constructing the meanings in the additive model instead. That is to define an appropriate
meaning of each of the five linguistic labels used in Saaty’s scale as a number from [0 .5, 1]. Then these
values are transformed back to the multiplicative universe (model) and a closest integer value from
{1, 2, 3, 4, 5, 6, 7, 8, 9} would be assigned to them. The result of such an approach, when the numerical
meanings are chosen to be equidistant in the additive universe [0 .5, 1] is summarized in Figure 2. We can
see that after this modification even the multiplicative consistency condition seems to work better for the
linguistic mode of the fundamental scale - if we again consider that “Ai is slightly more preferred than
Ak” and “Ak is slightly more preferred than Aj” then the consistent result is “Ai is between strongly and
very strongly more preferred than Aj” (numerically sik = 2 and skj = 2 and therefore sij = 2∙2 = 4) - this
seems to us slightly closer to the intuitive expectation of the aggregated preference than in the original
case. The uniform distribution of meanings of the five linguistic labels on [0 .5, 1] is just an example to
illustrate the proposed approach. The meanings of these terms would have to be set in accordance with
the understanding of these linguistic labels by the decision maker.

Figure 1: Transformation of the numerical
values corresponding with the linguistic labels
(in colour) and the intermediate numerical
values and their reciprocals from Saaty’s mul-
tiplicative scale into the values of the additive
scale.

Figure 2: Transformation of the meanings
of the linguistic labels of Saaty’s scale that
are considered to be uniformly distributed on
[0.5, 1] in the additive approach back to numer-
ical values of the multiplicative scale. For each
linguistic label an exact numerical value of its
meaning after transformation is presented and
the closest integer is assigned as its meaning in
the multiplicative case.

3.3 Revision of consistency requirements

To use the linguistic level for inputs more safely, a weaker consistency condition (see definition 1), that
reflects the linguistic labels well has been proposed in [12] and further elaborated in [10].

Definition 1. (Weak consistency condition [10]) Let S = {sij}n
i,j=1 be a matrix of preference intensities.

We say, that S is weakly consistent, if for all i, j, k ∈ {1, 2, . . . , n} the following holds:

sij > 1 ∧ sjk > 1 =⇒ sik ≥ max{sij , sjk}; (3)

(sij = 1 ∧ sjk ≥ 1) ∨ (sij ≥ 1 ∧ sjk = 1) =⇒ sik = max{sij , sjk}. (4)

The properties of this condition are discussed in more details in [9, 10, 11, 12]. It is important to note
here, that this condition is reasonable on both the numerical and the linguistic level of description. In
situation when “Ai is slightly more preferred than Ak” and “Ak is slightly more preferred than Aj” we just
require Ai to be “at least slightly more preferred than Aj”. Such a condition is obviously much weaker
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than (1). It can therefore be seen as a minimum requirement on the consistency of expertly defined
matrices of preference intensities.

4 Conclusion

Defining the meanings of the linguistic labels of Saaty’s scale in the additive model on a universe with
natural minimum and maximum proposed in this paper seems reasonable - the decision maker is asked to
simply find a fixed point on the interval [0.5, 1] (that is between indifference and absolute preference) for
each linguistic label. This way we are able to assign linguistic description to 5 real numbers representing
the strength of a preference (we can also consider the intermediate linguistic terms thus obtaining 9
linguistically interpretable values). We can also consider the real number assigned to a linguistic term
as its meaning to be a typical (best) representative of the given linguistic term and use fuzzy sets with
kernels containing these typical values and define appropriate fuzzy scales to be able to linguistically label
all the possible numerical values from the given scale. The issue of calibration of the linguistic mode of
Saaty’s scale remains open, but we hope that this paper identifies at least some of the possible paths to
its solution.
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‘Soft’ consensus in decision-making model using

partial goals method
Vojtěch Sukač1 , Jana Talašová 2 , Jan Stoklasa3

Abstract. The paper deals with the method of reaching consensus in group
decision-making under fuzziness proposed by Sukač et al. in 2015. This multi-
expert (ME) multiple-criteria decision-making (MCDM) model utilizes fuzzy
evaluations of absolute type and stems from the partial-goals tree evaluation
methodology introduced by Talašová in 2003. The fuzzy evaluations of alter-
natives are in the form of fuzzy numbers on a universe representing the degree
of fulfillment of a given goal and as such they express the fuzzy degrees of ful-
fillment of the given goal by the respective alternatives for each expert. Each
expert is assigned a decision competence expressed by a fuzzy number. The
group aggregation of expert evaluations is based on the idea of the ‘soft’ consen-
sus introduced by Kacprzyk and Fedrizzi in 1986. The alternatives which are
evaluated “good enough” by a “sufficient amount” of “important” experts are
identified and those alternatives form the set of possible solutions. In this paper
we briefly recall the steps of the multi-expert ‘soft’ consensus reaching method
by Sukač et al. and discuss its performance on practical examples in compar-
ison with one of the most commonly used ME-MCDM approaches based on
the weighted average of expert fuzzy evaluations. The center of gravity based
ordering is applied to select the best evaluated alternative in this case. This
way the paper analyzes the performance of the ‘soft’ consensus based MCDM
method in the context of a well known benchmark and points out the added
value of the ‘soft’ consensus based MCDM model.
Keywords: Fuzzy, group decision-making, fuzzy weighted average, consensus
reaching, soft consensus.

JEL classification: C44
AMS classification: 91B74

1 Introduction

We make lot of decisions every day, in most cases we decide intuitively. Usually this does not require a
lot of time to think about nor does it require formal models and decision support. Sometimes, however,
we have to make decisions whose consequences are serious (e.g. choosing the best candidate for a job,
choosing the best area to live, etc.). In these situations, an appropriate decision-making model should be
used. Important and strategic decisions also take into account the view of more parties. In companies
strategic decision-making frequently involves more people in order to reach higher objectivity (and also
to avoid wrong decisions caused by overlooking some of the important aspects of the decision-making
situation). In such a case it is desirable for each of the individuals to have (slightly) different preferences.
Sometimes, however, the assessments of multiple experts (decision-makers — DMs) are too different,
which makes find an alternative acceptable for everyone difficult or even impossible. Due to this, the
negotiation and consensus reaching processes have been studied quite frequently in the literature. In
most of the papers dealing with consensus reaching in group decision-making the consensus reaching is
based on the aggregation of fuzzy preference relations.

In this paper we recall and analyse the fuzzy group decision-making model proposed in [5, 6] which
utilizes fuzzy evaluations of absolute type. These evaluations can be interpreted as the degrees of ful-
fillment of given goals [7]. Such evaluations are desirable, since they are not dependent on the set of

1Palacký University Olomouc, Department of Mathematical Analysis and Applications of Mathematics, 17. listopadu
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alternatives and describe the acceptability of the alternatives (this also removes the “one-eyed is king
among the blind” effect from the evaluation). Group aggregation of evaluations of alternatives is per-
formed by a fuzzy weighted average operation with fuzzy weights (see e.g. [4]). Consensus reaching
in the model analyzed in this paper is based on the idea that the choice of the best alternative should
be made only among the alternatives that are good enough according to most of the relevant experts.
Such pre-selection of alternatives is based on the idea of ‘soft’ consensus introduced by Kacprzyk and
Fedrizzi [1, 2].

The paper is organized as follows. The next section summarizes the definitions of the concepts
necessary to introduce the model. In the third section the decision-making model is described in brief.
The fourth section contains two examples on which the results and the performance of the ‘soft’ consensus
based model are compared with the standard approach based on the weighted average of expert fuzzy
evaluations and the defuzzification by the center of gravity method.

2 Preliminaries

Let U be a nonempty set called universe. Fuzzy set A on U is determined by its membership function
μA(x) : U → [0, 1], where μA(x) expresses the degree of membership of x in fuzzy set A — from 0 for
“x definitely does not belong to A” to 1 for “x definitely belongs to A”, through all the intermediate
values. The family of all fuzzy sets on the universe U is denoted by F(U). Let A be a fuzzy set on U
and α ∈ [0, 1]. The crisp set Aα =

{
x ∈ U |μA(x) ≥ α

}
is called the α-cut of fuzzy set A. The support

of fuzzy set A is a (crisp) set Supp(A) = {x ∈ U |μA(x) > 0
}
. The kernel of fuzzy set A is a (crisp) set

Ker(A) = {x ∈ U |μA(x) = 1
}
.

In cases, when the support of A is a discrete set (Supp(A) = {x1, . . . , xk}), then the fuzzy set A can
be denoted as A = {μA(x1)�x1 , . . . , μA(xk)�xk

}. A special type of fuzzy sets whose universe is a subset
of R, the so called fuzzy numbers, can be defined in the following way. Let U ⊂ R be an interval. A fuzzy
number N is a fuzzy set on the universe U which fulfills the following conditions: a) Ker(N) 6= ∅; b) for
all α ∈ (0, 1], Nα are closed intervals; c) Supp(N) is bounded. The family of all fuzzy numbers on U is
denoted by FN (U).

Each fuzzy number N is determined by N = {[N(α), N(α)]}α∈[0,1], where N(α) and N(α) is the lower
and upper bound of the α-cut of fuzzy number N respectively, for 0 < α ≤ 1 and [N(0), N(0)] is the closure
of the support of N , i.e. [N(0), N(0)] = Cl(Supp(N)). A trapezoidal fuzzy number N is determined by
ordered quadruple (n1, n2, n3, n4) ⊂ U4 of significant values of N satisfying (n1, n4) = Supp(N) and
[n2, n3] = Ker(N). The membership function of a trapezoidal fuzzy number N is

μN (x) =






x−n1

n2−n1 if n1 ≤ x < n2,

1 if n2 ≤ x ≤ n3,
n4−x
n4−n3 if n3 < x ≤ n4,

0 otherwise.

(1)

N is called a triangular fuzzy number if n2 = n3. Closed real intervals and real numbers can be
represented by special cases of trapezoidal fuzzy numbers. See e.g. [3] for more details.

This paper utilizes the linguistic approach to group decision-making problems. Linguistic variable [8]
is the 5-tuple (V , T (V), U,G,M ), where V is the name of the linguistic variable, T (V) is the set of its
linguistic terms (the values of V), U ⊂ R is the universe on which fuzzy numbers expressing meanings of
these linguistic terms are defined, G is grammar used for generating of linguistic terms T (V) and M is a
mapping that assigns to each term C ∈ T (V) its meaning C = M(C) (a fuzzy number on U).

3 Description of the model

For the purpose of this paper we consider the group decision-making problem addressed in [6] with
a group E = {E1, . . . , Ep} of p ≥ 2 individuals (experts) with possibly different competences and a
set X = {X1, . . . , Xn} of n ≥ 2 alternatives. Experts’ competences are given by trapezoidal fuzzy
numbers Lk, k = 1, . . . , p on the interval [0, 1], where the endpoints of this continuum have the following
interpretations: 0 means an incompetent expert and 1 means a fully competent expert. Each expert
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provides fuzzy evaluations of each alternative Xi. These fuzzy evaluations Hk
i , i = 1, . . . , n, k = 1, . . . , p

are provided in the form of trapezoidal fuzzy numbers on the interval [0, 1] and express the degree of
fulfillment of the given goal by an alternative Xi according to expert Ek (0 is interpreted as goal not being
fulfilled at all, 1 means complete fulfillment of the given goal). These evaluations can also be the result of
a multiple-criteria assessment of the given alternative by the given expert. As such these evaluations are
of absolute type, that is they are not dependent on the set of alternatives and describe the acceptability
of the alternatives for each expert.

3.1 The benchmark model — standard approach based on weighted averaging and Center
of gravity defuzzification

For each alternative Xi, its fuzzy evaluations Hk
i , provided by all experts are aggregated using the

fuzzy weighted average operation with competences Lk as fuzzy weights to obtain group evaluation Hi,
i = 1, . . . , n. Then the group fuzzy evaluations of alternatives are defuzzified using the centre of gravity
method

tHi =

∫ 1

0
xμHi(x)dx

∫ 1

0
μHi(x)dx

(2)

and the alternatives are sorted in ascending order with respect to their center of gravity. The alternative
with the highest centre of gravity is chosen as the best one. In the case of more alternatives with the
same or very similar centre of gravity sharing the highest place on the list, all these are the result of
decision-making model and any of them can be chosen as the optimal one. This approach is considered
as standard approach and the results obtained from this approach will be compared with results obtained
from the ‘soft’ consensus based model.

3.2 The ‘soft’ consensus-based model

The model proposed in [5] and further developed in [6] also assumes, that for each alternative Xi, its
fuzzy evaluations Hk

i are provided by all experts. The subsequent computations are, however, based on
the idea that the optimal alternative should be chosen among such alternatives which are good enough
according to the meaning of a sufficient amount of important experts. Due to this aim is defined subset
of the set of alternatives, which includes only such alternatives which are good enough according to the
given quantity of relevant experts. This subset is called the candidate set. Note, that it can happen that
there is no element in the candidate set (i.e. the candidate set is empty). In this case, no alternative is
chosen (none of the alternatives is considered good enough — in the consensus sense — by the experts).
This constitutes a fundamental difference to the standard approach that there some alternative is always
chosen, even if it’s completely unsatisfactory. Not to recommend any alternative in cases when none is
good enough in the consensus sense is also well in line with the basic idea and purpose of evaluations of
absolute type. The model can be summarized in the following steps (the exact procedure of defining the
candidate set far exceeds the scope of this paper and its detailed description can be found in [5, 6]):

1. First a linguistic variable Â with the linguistic term set {Â1, . . . , Â5} = {excellent, good, acceptable,
borderline, unacceptable} is introduced to express the level of acceptance of alternatives by experts.
Using the values of this linguistic variable and their fuzzy-number meanings a modified set of
linguistic terms {A1, . . . ,A5} expressing “at least Âr”, where Ar, Âr ∈ FN ([0, 1]), r = 1, . . . , 5, is
defined.

2. The fuzzy sets Fri of experts suggesting Ar for Xi, Fri ∈ F({E1, . . . , Ep}), r = 1, . . . , 5, i = 1, . . . , n,

are subsequently defined as Fri = {θ1
ri�E1 , . . . , θp

ri�Ep}, where θk
ri = supx∈[0,1]

{
min{μAr (x), μHk

i
(x)}

}
,

k = 1, . . . , p.

3. The linguistic quantifier set {Q̂1, . . . , Q̂4} = {almost all,more than half, about half, minority}
is introduced and the meanings of the derived linguistic quantifiers {Q1, . . . ,Q4} expressing “at
least Q̂s” are defined respectively by fuzzy numbers on [0, 1]. The linguistic term important ex-
pert is also introduced, with its meaning B ∈ FN ([0, 1]). The fuzzy set of important experts I ∈
F({E1, . . . , Ep}) is defined as I = {ζ1�E1 , . . . , ζp�Ep

}, where ζk = supx∈[0,1]

{
min{μB(x), μLk(x)}

}
,

k = 1, . . . , p.
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4. The truth value of the statement “the alternative Xi is Ar (e.g. at least good ) with respect to
the opinion of quantity (Qs) of important experts (I)” (denoted ξr,s

i ) is determined, i = 1, . . . , n,
r = 1, . . . , 5, s = 1, . . . , 4 (see [6] for details).

5. For all r, s the set Υr,s is defined, which includes such alternatives which are Ar according to Qs

of important experts, Υr,s = {Xi ∈ X
∣
∣ ξr,s

i = 1}.

6. The order K in which to scan the sets Υr,s for non-emptyness is defined, e.g. K =
{
(1, 1), (1, 2), . . . ,

(2, 3)
}
, where each pair of values represents a given combination of r and s. In our case we suggest

to check first the set of alternatives considered (excellent by almost all ) then the set of alternatives
considered (excellent by majority), ..., and the last set we check for non-emptyness is the set of
alternatives that are (at least good by at least half ). The candidate set, which is the first non-
empty set Υr,s according to K (denoted Υ∗) includes those alternatives, among which the most
promising one is to be chosen.
Note that K can be defined to include only such sets that are still relevant for the given problem.
E.g. looking for a set of alternatives that are at least borderline might not be appropriate if we are
not willing to accept borderline alternatives. In this case pairs (3, s) and (4, s) will not be present
in K for any value of s. Similarly we can reflect our requirements of a sufficient amount of experts
that agree on the evaluation.

4 Examples — comparison of the ‘soft’ consensus model with the benchmark

In this section two examples will be presented. Our aim is to show that in situations when there is
no significant discrepancy among the evaluations provided by the experts, there is not much difference
in the results provided by both methods (see Example 1). However, in situations when there are large
differences in evaluations of alternatives among experts, both approaches diverge and provide different
results — the standard approach aiming for an “ideal compromise” while the ‘soft’ consensus model aims
for an alternative sufficiently acceptable by a sufficient amount of important experts (see Example 2).

4.1 Example 1 — no discrepancy in the evaluations among the experts

A company has decided to buy a new camera. It has a choice of 8 different cameras in the price
category from 10 up to 20 thousands CZK. Their assessments have been provided by 6 experts and
it can be found in Table 1 (the four numbers in each row represent the four significant values of the
respective trapezoidal fuzzy number evaluation). Experts were assigned competences based on their
position in the company and their experience with photographing. Competences are expressed by
fuzzy numbers on the interval [0, 1], where 0 is a definitely incompetent expert (his/her involvement
is only an effort of an unbiased view) and 1 is a fully competent expert who has either a high po-
sition in the company, or he/she is a very experienced photographer. Comptences of experts are as
follows: L1 = (0.54, 0.62, 0.69, 0.77), L2 = (0.23, 0.31, 0.38, 0.46), L3 = (0.69, 0.77, 0.85, 0.92), L4 =
(0.54, 0.62, 0.69, 0.77), L5 = (0.38, 0.46, 0.54, 0.62), L6 = (1, 1, 1, 1). Effort of the management of the
company was to choose such camera that the greatest part of important experts designated as the most
suitable.

In the standard approach, group evaluations are computed using fuzzy weighted average operation
and alternatives are compared using the center of gravity of these overall group fuzzy evaluations. The
centres of gravity of group evaluations are listed in Table 2. It is clear that camera7 is evaluated the best
and the company will buy this camera. In the ‘soft’ consensus-based model, we compute the acceptability
of each alternative by a given quantity of experts and thus the candidate set is defined. The candidate
set constitutes of alternatives evaluated as good or better by majority of the important experts, which
contains three alternatives, namely camera1, camera2, camera7. Centres of gravity of group evaluations
of these 3 alternatives were calculated:

tH1 = 0.6355, tH2 = 0.6629, tH7 = 0.6942,

and the alternative camera7 was chosen as the optimal one. Note, that the ordering of the alternatives
and the centers of gravity are the same, the only difference being that only camera1, camera2 and camera7
are considered as “first choice” viable candidates for the best alternative in the ‘soft’ consensus-based
approach.
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alternative Expert 1 Expert 2 Expert 3

camera1 0.43 0.59 0.76 0.84 0.23 0.36 0.50 0.65 0.20 0.33 0.49 0.64

camera2 0.41 0.57 0.74 0.82 0.26 0.39 0.55 0.70 0.19 0.29 0.47 0.62

camera3 0.26 0.39 0.52 0.64 0.22 0.35 0.48 0.61 0.06 0.14 0.28 0.40

camera4 0.27 0.37 0.55 0.69 0.49 0.64 0.80 0.86 0.08 0.18 0.36 0.51

camera5 0.19 0.32 0.46 0.58 0.19 0.32 0.46 0.59 0.13 0.26 0.41 0.54

camera6 0.52 0.67 0.81 0.91 0.46 0.59 0.72 0.84 0.25 0.40 0.58 0.74

camera7 0.62 0.76 0.92 0.97 0.46 0.59 0.75 0.85 0.31 0.45 0.60 0.73

camera8 0.49 0.61 0.74 0.86 0.37 0.50 0.64 0.77 0.15 0.29 0.45 0.58

alternative Expert 4 Expert 5 Expert 6

camera1 0.53 0.67 0.81 0.90 0.53 0.70 0.89 0.95 0.53 0.70 0.87 0.92

camera2 0.65 0.79 0.93 0.97 0.56 0.74 0.92 0.97 0.58 0.74 0.91 0.95

camera3 0.41 0.54 0.67 0.79 0.27 0.40 0.58 0.76 0.22 0.36 0.50 0.64

camera4 0.22 0.37 0.53 0.65 0.15 0.30 0.48 0.64 0.16 0.25 0.43 0.58

camera5 0.27 0.39 0.52 0.64 0.35 0.47 0.63 0.79 0.18 0.30 0.45 0.60

camera6 0.40 0.55 0.71 0.81 0.49 0.67 0.84 0.91 0.30 0.40 0.59 0.72

camera7 0.58 0.71 0.86 0.91 0.69 0.82 0.95 0.98 0.43 0.57 0.75 0.83

camera8 0.37 0.51 0.66 0.79 0.60 0.74 0.89 0.96 0.26 0.35 0.54 0.70

Table 1 Evaluations of eight cameras by each expert.

tH1 tH2 tH3 tH4 tH5 tH6 tH7 tH8

0.6355 0.6629 0.4276 0.4080 0.4094 0.5967 0.6942 0.5480

Table 2 Centres of gravity of group evaluations of eight cameras in the benchmark approach.

In this example we have shown that the ‘soft’ consensus-based model provides the same result as
the standard approach in cases when there is not a significant discrepancy between the evaluations of
the experts. It can therefore be considered as a substitute tool for the standard approach in these
circumstances. In addition, it provides an information about how much are experts satisfied with the
result. We know, that the majority of the important experts finds the given three alternatives good or better
— a linguistic summary of the decision making problem and the strength of the consensus is therefore
automatically available as an additional piece of information that is easy to use and understand.

4.2 Example 2 — evaluations of alternatives differ among experts

The family of four looking for a holiday destination. Evaluations of alternatives are presented in Table 3.
Comptences of experts (family members) are as follows: L1 = (1, 1, 1, 1), L2 = (0.85, 0.92, 1, 1), L3 =
(0.69, 0.77, 0.85, 0.92), L4 = (0.69, 0.77, 0.85, 0.92).

alternative Expert 1 Expert 2 Expert 3 Expert 4

destination1 0.27 0.41 0.57 0.73 0.22 0.33 0.49 0.62 0.08 0.18 0.35 0.51 0.64 0.77 0.90 0.96

destination2 0.16 0.27 0.45 0.62 0.39 0.52 0.67 0.78 0.15 0.24 0.43 0.60 0.64 0.77 0.90 0.96

destination3 0.25 0.37 0.56 0.73 0.23 0.33 0.48 0.61 0.15 0.24 0.43 0.60 0.57 0.71 0.85 0.91

destination4 0.61 0.74 0.88 0.95 0.15 0.25 0.39 0.53 0.10 0.17 0.35 0.50 0.24 0.36 0.49 0.61

destination5 0.20 0.35 0.50 0.63 0.34 0.47 0.61 0.74 0.19 0.29 0.47 0.62 0.29 0.41 0.55 0.69

destination6 0.44 0.60 0.77 0.86 0.14 0.21 0.36 0.51 0.14 0.28 0.43 0.58 0.70 0.83 0.95 0.98

destination7 0.18 0.31 0.47 0.63 0.66 0.79 0.92 0.96 0.07 0.15 0.33 0.51 0.22 0.33 0.48 0.62

destination8 0.17 0.28 0.44 0.58 0.21 0.29 0.45 0.60 0.70 0.84 0.97 0.99 0.22 0.31 0.47 0.63

Table 3 Evaluation of eight destinations by each family member.

In the standard approach, group evaluations are calculated using fuzzy weighted average operation
and alternatives are compared by the center of gravity method. The centres of gravity of group evaluation
are presented in the top row of Table 4. It’s clear from the table that destination6 is chosen as the best,
since it’s center of gravity of group evaluation is the highest.

In our consensus-based model, for each destination is computed acceptability by a given quantity
of experts and the candidate set is defined. The candidate set contains only one alternative, namely
destination5, which has been evaluated as acceptable or better by majority of the important experts.
Whereas destination6 is labelled as at least good by about half of important experts. Note that in this
case the worst alternative according to the standard approach is selected as the optimal one. Let us
consider all experts have assigned full competence (that is (1,1,1,1)). From the Table 4 it is clear that
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according to the standard approach the order of alternatives is slightly different but the consensus-based
model again recommends the alternative with the lowest (or one of the lowest) group evaluation.

competence tH1 tH2 tH3 tH4 tH5 tH6 tH7 tH8 optimal

different 0.4975 0.5261 0.4971 0.4732 0.4606 0.5440 0.4864 0.4972 5

fully 0.5019 0.5342 0.5022 0.4596 0.4603 0.5477 0.4781 0.5104 5

Table 4 Centers of gravity of group evaluations of destinations.

5 Conclusion

In this paper we have analyzed the ‘soft’ consensus model proposed by Sukač et al. [6] and its performance
in comparison with the standard ME-MCDM approach based on the (fuzzy) weighted average of partial
evaluations and the center of gravity defuzzification method applied to the overall evaluations to obtain the
ordering of the alternatives. The first example shows that if experts evaluate alternatives broadly similar,
we obtain the same (or similar) results as in the standard ME-MCDM approach. This suggests that in
“standard” situations when there is no apparent conflict between the evaluations provided by the experts,
both models agree on the conclusion. The ‘soft’ consensus based approach, however, provides also an
additional piece of information concerning the degree of consensus of the evaluators. The second example
shows that in the case of different opinions of experts, the result of the ‘soft’ consensus-based model can
be very different from the benchmark approach — even such alternatives that are evaluated very bad
according to the standard approach can be recommended as the optimal solution of the problem. The
requirement of consensus is taken into account in this case, hence alternatives with ambivalent evaluations
cannot be recommended. The ‘soft’ consensus-based model is not looking for an “ideal compromise” as
the standard approach does, but rather for a solution that is sufficiently acceptable for sufficient amount
of important experts. It therefore aims closer to a non-conflict solution than the standard approach. This
clearly shows that the standard approach is suitable for different problems, when a “compromise” solution
is acceptable and the consensus is not required. In situations when consensus (sufficient agreement of a
sufficient amount of experts) is of importance the ‘soft’ consensus model can provide more appropriate
solutions than the standard approach.
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Modelling of an asymmetric foreign exchange rate

commitment in the Czech economy.

DSGE model with constraints.

Karoĺına Súkupová1, Osvald Vaš́ıček2

Abstract. In this paper we analyse the use of the foreign exchange rate as
an instrument of monetary easing. The asymmetric commitment used by the
Czech National Bank is modelled as a constraint in a DSGE model. The model
we used for our analysis is based on the concept of Justiniano, Preston (2010)
and we redesigned it to use nominal exchange rate in a uncovered interest parity
(UIP) condition. We estimated the model using a set of the Czech and Euro
area data series and then performed a simulation using the method and tools
proposed and developed in Holden (2016). Our aim was to show the impact of
a long-term use of asymmetric exchange rate commitment into the economy.
To answer this question we analyse the simulated trajectories of an endogenous
variables that represent the development of economy.

In the first part we described the model structure and we compared the different
specifications of UIP condition we used for the analysis. Then we provided a
brief characteristic of a method we used to implement constraints into a DSGE
model. The final section provides discussion of the obtained results.

Keywords: Zero Lower Bound, unconventional monetary policy, constraints
in DSGE models.

JEL classification: C32, E17
AMS classification: 91B51, 91B64

1 Introduction

In the aftermath of the 2008 – 2009 recession, monetary authorities lost their ability to adjust the interest
rates to fulfil the monetary policy targets. The persistent low price levels and negative price shocks pushed
the economies towards the deflation and the need of the new instruments of the monetary policy restored
the discussion among both academia and central bankers.

The possible ways to deal with the liquidity trap were discussed in the early 2000s, for example in
Eggertson, Woodford [3]. The papers reacted to the Japanese stagnation and exceptionally low policy
rates in the US economy. One sort of the recommendations for the optimal policy is based on the
operations that increase the monetary base (quantitative easing, well conducted fiscal stimulation) and
it emphasizes the importance of the right management of the public expectations. Some authors tried to
find another monetary policy instrument that could directly substitute the policy rates and the nominal
exchange rate was natural candidate. The intervention to foreign exchange rate and whole process of
escaping from the zero lower bound and deflationary trap is described in Svensson [10].

The Czech National Bank decided to use the foreign exchange rate as an additional instrument of the
monetary policy in November of 2013. The bank board reacted to the secondary recession and consequent
low inflation rate that was induced both by low domestic demand and low foreign inflation rate. The bank
board declared so called asymmetric commitment, bank operates on the foreign exchange rate market to
hold the FX rate above some declared value, in this case 27 CZK/EUR.

1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00 Brno,
324246@mail.muni.cz.

2Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00 Brno,
osvald@econ.muni.cz.
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The mechanism of the depreciation pass through is based on the import price channel. The prices
of imported goods rise, as the change in FX rate changes the relative prices of domestic and foreign
goods. The relatively cheaper domestic goods cause higher domestic demand for domestic goods and
that consequently increases the price of domestic production. Overall price level rises, which changes the
general price level expectations. The secondary result of the depreciation is the stimulation of domestic
production both by higher domestic and foreign demand. This scenario is linked to unexpected change in
foreign exchange rate and in the long time period the relative prices should accommodate the depreciation.
The aim of this paper is to analyse the impact of the asymmetric commitment, i.e. repeated intervention
that holds the nominal exchange rate above declared level.

2 Model

The base of the model that was used for our analysis was derived in [6] and [1]. The structure of the
model consists of households, two stages of domestic producers and domestic importers and the monetary
authority. Households offer their labour to domestic intermediate goods producers and set their price
of labour in a Calvo manner. The intermediate goods producers use the labour as the only input and
set their prices in a same way as households. The final goods producers buy intermediate goods from
the previous group of firms and process these inputs into the products that are offered to households.
The prices of final goods are also staggered. The importers buy products from abroad and sell them to
households for prices that are directly linked to foreign price level, but also staggered in a Calvo manner.
Monetary authority sets the nominal interest rates following the Taylor type monetary rule that includes
both inflation and price level. The decision to include price level targeting was motivated by Holden
in [5], who incorporated price level to monetary rule to improve stability of the algorithm. The foreign
economy is modelled as a closed version of domestic economy.

The original version of a model included an UIP condition with real exchange rate and a risk premium
that depends on a net foreign position of a country. For our purposes we changed the condition and related
equations to use nominal exchange rate and the condition has following form

rt − r∗t = Etet+1 − et − riskt,

where rt and r∗t denote domestic and foreign nominal interest rate, et denotes a nominal exchange rate,
and riskt is the risk premium that is modelled as

riskt = µrisk,t + χ ∗ nfat,

where µrisk,t is shock in a risk premium modelled as an AR(1) process and nfat denotes a net foreign
asset position, parameter χ is a risk premium elasticity.

The second UIP condition specification is following Montoro, Ortiz in [9] and takes form

Etet+1 − et = rt − r∗t + γσ2($∗t +$cb∗
t ),

where $∗t and $cb∗
t denote amount of foreign bond sales and purchases on a FX market from foreign

investors and central bank, γ is a risk aversion parameter of FX market dealers and σ denotes a standard
deviation of a nominal exchange rate. Capital inflows $∗t are modelled as AR(1) process. The amount
of bonds purchased or sold by central bank in this operation is determined by the equation

$cb∗
t = χT (et − eT ) + χe(et − et−1) + χqqt + εcbt

Monetary authority may intervene under the different regimes. The combination of the parameters
(χT = 1, χe = 0, χq = 0) implies exchange rate targeting, the combination (χT = 0, χe = 1, χq =
0) means so called ”leaning against the wind”, i.e. smoothing of exchange rate. The combination
(χT = 0, χe = 0, χq = 1) describes the case of intervention to the real exchange rate. The calibration
(χT = 0, χe = 0, χq = 0) implies that only unexpected intervention shocks influence the foreign exchange.

To distinguish between two specifications of the model in the text, we call the original version of the
model RISK and the model with the UIP condition following [9] is denoted as MODUIP. The parameters of
both model specifications were estimated using seven seasonally adjusted time series of the Czech economy
and Eurozone from the period between 2000Q1 and 2015Q4. Both domestic and foreign economies were
represented by the time series of percentual change in the real output, the inflation rate measured by
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consumer prices and the nominal interest rate (3M PRIBOR, 3M EURIBOR respectively). The link
between the domestic and foreign economy is represented by the nominal CZK/EUR exchange rate
depreciation. The estimation of the model was performed with the use of toolbox Dynare, all calculations
were performed in the system Matlab.

3 Foreign exchange rate intervention

The foreign exchange rate intervention may be modelled in different manners. First attempts to include
exchange rate targeting into the standard DSGE model framework considered FX rate targeting as an
additional monetary policy objective. The FX rate was incorporated into the decision function and
monetary authority used interest rate movements as a tool to meet its goals. The inflation, output
growth and exchange rate are operational targets. This approach cannot be used in case of the Czech
intervention, because exchange rate is identified as a tool not a target. Beneš et al. in [2] suggested the
model structure with two separated decision functions, one for interest rate and one for the exchange
rate. Exchange rate as well as interest rate are considered as monetary policy tools and interact with
each other through the UIP condition. In this approach, both decision rules are equivalent. Nevertheless,
this approach is not in line with policy of the Czech National Bank. The exchange rate is not considered
as a substitute to interest rate, central bank does not adjust FX rate following any decision rule to meet
its operational targets.

Montoro, Ortiz constructed a model of the interventions to FX rate based on the FX market approach
included in the UIP condition described above. Their approach was not intended to model the use of the
FX rate as an monetary policy tool, however it is close to the policy of CNB and managed floating. The
approach described above was successfully used for modeling the intervention of CNB by Malovana in [8],
nevertheless it has some disadvantages. First, the FX targeting rule is symmetrical, i.e. we are not able
to study asymmetric commitment that is recently used by CNB. Second, the changes in the purchase and
sale orders of foreign bonds has only limited influence on FX rate. Third, we are not able to use this rule
to set target on exact value. We decided to take advantage from the FX market based UIP condition, but
we use it only to model unexpected changes in the FX rate. The asymmetric commitment is modeled as
a constraint in a model and I use an algorithm from Tom Holden [4] and [5]. The nature of the shadow
shock corresponds to expected interventions to FX rate performed by CNB.

4 Nonlinear constraint

Holden and Paetz in [4] introduced and derived a method that is based on so called shadow price shocks.
The shadow price shock εSP is incorporated into the equation of the constrained variable and it drives
this variable from the negative values back to the zero level. The constrained model equation takes a
form

xt = µx + φ−1yt−1 + φ0yt + φ+1Etyt+1 − µy(φ−1 + φ0 + φ+1) + εSP .

The interesting feature of the shock is that it is expected. The participants of economy know that the
constrained variable cannot violate the bound. In case of the ZLB, the shadow shock may be interpreted
as the positive expected monetary innovation, i.e. the interest rate is higher than in unbounded case and
that has influence on economy. The constraint imposed on the exchange rate has similar meaning - each
time the bound on the nominal exchange rate binds, there is the expected depreciation shock that holds
the FX rate above declared value.

The algorithm saves values of εSP and impulse responses of the model variables to all values of this
shock. The impulse response to the model’s shock ε under constraint may be written as irfxε = µx+v+αM,
where v denotes the impulse response to this shock without constraint, M is the matrix of the impulse
response functions to the values of the shadow price shock and α is the magnitude of these shocks. To
find the magnitude α, Holden solves a quadratic programming problem

α∗ = argmin
α≥0

µ∗+v∗+M∗α≥0

{α′(µ∗ + v∗) +
1

2
α′(M∗ +M∗

′
)α}.

Holden extended this algorithm into toolbox DynareOBC described in [5]. This toolbox enables us to
simulate and estimate models with constraints. The aim of author was to develop easily applicable tool-
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box and to derive the conditions of existence and uniqueness of solution of the model with non-linear
constraints. The unfortunate feature of the tool DynareOBC is its high computational complexity. The
algorithm demands to set a assumed horizon of binding constraints and solves the quadratic program-
ming problem for each time period. For larger models this requires to use the computational sources
that provide sufficient computational capacity. The Czech academic community may use Metacentrum
(https://metavo.metacentrum.cz/).

5 Results

The limited space allows us to show only small fraction of the results, nevertheless we try to choose
examples that both illustrate the use of the tool and are relevant for recent economic situation. In the
Figure 1, we compare the simulated trajectories of the models with bounded interest rates and different
specifications of the UIP condition. The nature of the algorithm enables us to interpret the zero lower
bound as a positive monetary shock that struck the economy independently to decisions of the monetary
authority.

Figure 1 Selected trajectories of a model with constraint on the interest rate. Specification MODUIP
in the left column, specification RISK in the right column.

In both versions of the model, constraint on the interest rate pushes the nominal exchange rate
towards the greater appreciation. The combination of the FX rate appreciation and the positive shadow
monetary shock mutes the output growth and deepens the recessions. There is a noticeable impact to
foreign goods (imports) inflation rate - the bound is linked to lower imports inflation rate. These results
provide an explanation of the decision of central bank to depreciate the FX rate. Domestic and foreign
interest rates reached the zero lower bound in the third quarter of 2012. Domestic economy should be
stimulated both by lower interest rate and depreciation of the exchange rate, but the floor that constraints
domestic interest rate pushes exchange rate to further appreciation. Central bank decided to intervene
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Figure 2 Selected trajectories of a model with constraint on the nominal exchange rate. Specification
MODUIP in the left column, specification RISK in the right column.

and depreciated the exchange rate to compensate the influence of the constraint. The main difference
between the two specifications of the model is the divergence of the nominal exchange rate when the
interest rate is bounded in case of the RISK specification. That is caused by the net foreign position (not
depicted) that is deviated by the shadow shock and returns to steady state very slowly.

The simulation of the asymmetric commitment is depicted in the Figure 2. The specification MODUIP
shows some interesting results. The nominal interest rates are linked to exchange rate through UIP
condition and that causes rise of the interest rates in case of bounded FX rate. The rise of the interest
rates may be interpreted also as a reaction of central bank to the output rate, that is positively stimulated
by weaker exchange rate. That is decribed in [7] as a consequence of depreciation, but it is not in line
with economic reality. The persistence of the negative effect of the interest rate can be seen after
period 50, when the exchange rate depreciates and the unbounded case of output growth is higher
than the case related to commitment. Another interesting result is the trajectory of imports inflation,
that is significantly muted by commitment, especially in the negative range. That suggests that the
commitment may be suitable to use when the risk of deflation is caused by foreign factors. The results
for the specification RISK are similar, but less significant.

In our further research we would like to continue to use the toolbox DynareOBC to simulate the
synergic effect of presence of the Zero Lower Bound on domestic interest rates in combination with other
constraints. The primary goal is to combine ZLB and the asymmetric commitment, the next could be
the combination of domestic and foreign ZLB, as the Eurozone struggles with zero rates.
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6 Conclusion

In the paper we deal with the use of the nominal exchange rate as an unconventional instrument of
monetary policy, when the interest are bounded by zero and central bank needs to ease the monetary
conditions. The use of a new modelling tool enables us to model the asymmetric commitment as a
nonlinear constraint in a model. We compared two different specifications of the UIP condition in a
model and the results suggested that the UIP condition based on the FX market solution provides more
satisfactory results.

The results showed the impact of the Zero Lower Bound on interest rates into the economy and
showed that the bound is equivalent to the monetary restriction. In such case, foreign exchange rate
depreciation compensates the impact of a bound. The analysis of the simulated trajectories in case of the
bounded foreign exchange rate suggested that the asymmetric commitment may have desired implications
to development of the economy, especially used to fight deflationary pressures from foreign sector.
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Long-term unemployment in terms of regions of Slovakia 
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Abstract. The paper focuses on the analysis of long-term unemployment in Slovak 

regions oriented on the regional disparities at NUTS 3 level, using annual data from a 

regional database of the Slovak Statistical Office for the period of 2001- 2014. Un-

employment as one of the key indicators of the economy, contributes to creating the 

picture about the level of development and living standards in the country. Since re-

gional disparities in Slovakia are large, this issue is highly topical. In recent years, it 

is necessary to address not only the total number of unemployed in Slovakia, but to 

look particularly at the situation in the regions. The highest rates of the long-term 

unemployment are in the districts of central and eastern Slovakia. Despite the fact, 

that the reduction of unemployment rate belongs to basic economic policy framework, 

it is difficult to ensure minimization of this negative phenomenon. We use to analyse 

the methodology of classical linear model and methodology of seemingly unrelated 

regressions (SUR model).  

Keywords: unemployment, Okun’s law, SUR model, region. 

JEL Classification: E24, C30 

AMS Classification: 62P20 

1 Introduction  

Unemployment is one of the long-term objectives pursued in the field of economic policy. The necessity to deal 

with this issue arises from the fact that unemployment plays important role in society and has not only economic, 

but also social dimension. The current effort of economists to not only understand the problem, but even to find a 

way of eliminating unemployment, or at least minimize its consequences is therefore justified. The paper is orga-

nized in chapters. After introduction in first chapter, the second chapter deals with theoretical basis of the Okun’s 

law. Subsequently, in the third chapter it is briefly point out the regional differences in the selected indicators. The 

fourth chapter describes the methodological apparatus that is used in the estimation of the Okun’s relationship. 

Estimation results are presented and interpreted in chapter five. In this part of the article we compare the results 

achieved at the NUTS 3 level with the results obtained by Ordinary least squares method (OLS) on data of Slovak 

Republic as a whole. The paper closes with concluding remarks.  

2 Okun´s Law – theoretical background 
Economic theory knows several approaches focused at unemployment in the national economy. Provided exam-

ples are Pigou’s the theory of unemployment, The Classical Theory of Unemployment, Keynesian Theory of Un-

employment, Okun’s law theory, Theory of Phillips curve, etc. (for more details see [5], [8], [9], [10]). All con-

ceptions are well known and are supported by academic literature (see e.g. [7], [11] and [13]). In [12] authors 

attempted to find some simple original dynamic models of the labor market equilibrium in order to derive a Phillips 

curve. In [4] there is used Okun’s law and estimated age and country specific Okun coefficients for five different 

age cohorts. In [2] there is examined Okun’s Law in European countries by distinguishing between the permanent 

and the transitory effects of output growth upon unemployment and by focusing on the effect of labour market 

protection policies. In [1] there is examined the validity of Okun‘s Law for V4 countries. In [6] author focused on 

two questions. The first, is Okun’s law a reliable and stable relationship? And the second, is this law a useful for 

forecasting? 

In this paper, we will focus on one of the approaches that is mentioned above, namely Okun’s low. The tradi-

tional interpretation of Okun’s law in terms of macroeconomic theory captures the relationship between economic 

output and unemployment. It is not only formulation of theoretical economic basis, it is mainly supported by 

empirical research, which was presented in 1962 by Arthur M. Okun (Okun was an advisor to President Kennedy 

in the 1960´s). He has focused on the relationship of unemployment and real output. Okun’s law captures the 

negative relationship between these two indicators on the background of a simple linear model. This theory was 
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gradually modified by other economist authors who have implemented different factors into the original relation-

ship the Okun has not considered.  

Although several versions are known, the paper analysis focuses on the incremental (differential) version of 

Okun’s Law. This captures the quarterly change in the unemployment rate in relation to the change of the growth 

in output, which can be written as follows: 

 ∆𝑢 = 𝛼 + 𝛽 ∙ 𝑔𝐺𝐷𝑃 + 𝜀𝑡, (1) 

where △ 𝑢 = 𝑢𝑡 − 𝑢𝑡−1 and  𝑔𝐺𝐷𝑃 =  
𝐺𝐷𝑃𝑡−𝐺𝐷𝑃𝑡−1

𝐺𝐷𝑃𝑡−1
. ∆𝑢 is change in the unemployment rate,  𝑔𝐺𝐷𝑃 is growth of 

GDP and 𝜀𝑡 is stochastic random error. Parameter 𝛽 is known as Okun’s coefficient and it is assumed to have 

negative sign (see for example [6] or [8]). Ratio  (-𝛼/𝛽) represents GDP growth rate, consistent with a stable 

unemployment rate. Above mentioned ratio equally reflects how quickly the economy must grow in order to main-

tain a constant level of unemployment. 

3 Regional disparities at NUTS 3 level 

By joining the EU, Slovakia committed itself to the implementation of regional policy. The aim of EU regional 

policy is reducing disparities between the levels of development of individual regions and mitigating the back-

wardness of less developed regions of the country. Under the above the focus is on monitoring the disparities 

between regions in the amount of the GDP and the unemployment rate. Slovakia is at the NUTS 3 level divided 

into eight regions (BA - Region of Bratislava, TT – Region of Trnava, TN – Region of Trenčín, NT – Region of 

Nitra, ZI – Region of Žilina, BB – Region of Banská Bystrica, PO – Region of Prešov and KE – Region of Košice), 

and these territorial units are too heterogeneous and incomparable. And not just in terms of comparison of the level 

of convergence, as well as regional disparities. Therefore by analyzing them, we can expect significant differences. 

For this reason, analysis on the regional level provides more detail and richer results compare to analysis conducted 

at the NUTS 1 – the national level. We used the data from the web page of Statistical Office of the Slovak Republic 

[14]. 

We can divide unemployment rate in the regions of Slovakia into 2 groups (see Figure 1). The first group with 

lower rate of unemployment includes regions BA, TT, TN, ZI a NT. The second group includes east country 

regions, namely PO, KE a BB region. High value of sample variance (see Table 1) as well as a graph representation 

of the unemployment rate over time points to the highest variability in NT region (22.64). By comparison with the 

regions with the lowest sample variance - BA (2.26), it's up to ten times more. 

 

 

Figure 1 Unemployment rate in region SR in time (in %) 
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2001 - 2015 U_BA U_TT U_TN U_NT U_ZI U_BB U_PO U_KE 

Median 4.63 8.37 9.56 11.76 10.91 18.86 17.75 17.30 

Standard Deviation 1.50 3.03 2.47 4.76 3.04 3.13 3.43 3.69 

Sample Variance 2.26 9.20 6.08 22.64 9.26 9.78 11.74 13.61 

Range 4.19 11.22 8.20 16.02 10.83 9.67 11.91 12.53 

Minimum 1.98 4.29 4.50 7.10 5.55 14.10 12.05 13.02 

Maximum 6.17 15.51 12.70 23.12 16.38 23.77 23.96 25.55 

Table 1 Descriptive statistics of unemployment rate in time 2001-2015 

With regard to regional differences is necessary to mention wages. The amount of wages to some extent deter-

mines the need to be employed. A monthly salary varies in different regions, while wages are the highest in the 

BA region, the region with the lowest wage is PO (see Figure 2).  

 

Figure 2 Development average nominal wages in regions in time (in EUR) 

For the demonstration of maturity regions it is used quantile display of work productivity (see Figure 3). We 

have chosen first and last observation available at the regional level, i.e. 2001 and 2013. From Figure 3 it is possible 

to observe the dynamics in the development of labor productivity in terms of quintile breakdown of regions into 

five groups within the study period. In two regions (TT and TN), the labor productivity per employed person has 

declined. In two regions (ZI and BB), however, it has increased. PO region remains weakest regions even after 13 

years period, characterized with the lowest productivity of work. 

 

  

Figure 3 The dynamics of labor productivity in the period 2001 - 2013 

4 SUR model  

SUR model is created by joining multiple single-equation models in a single multi-equation model, while it may 

seem that this link is at first sight "Seemingly, unrelated". If there is the correlation between the random component 

of the individual equations of the same observation, 𝑐𝑜𝑣(𝑢𝑡1, 𝑢𝑡2) ≠ 0, then the model estimates to seemingly 
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unrelated regressions using the method of estimating model parameters to seemingly unrelated regression (method 

SUR) (for more details see eg. [3]). Analytically this type of multi- equation model can be written as follows: 
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where  

y is a “blocks” vector of dependent variable with dimension (g × n × 1), 

X is a “blocks” matrix of independent variables with dimension (g × n × k), 

𝛃 is a “blocks” vector parameters with dimension (g × k), 

u is a “blocks” vector of stochastic errors with dimension (g × n × 1), 

g is a number of cross-section units,  

k is a number of determinants 

and n is a number of observations in time.  

Equation (2) displays a system of equations in which the explanatory variables contained in one equation at the 

same time do not act in a different equation of the system. 

5 Empirical Results  

The empirical analysis on regions of Slovakia was realized on data for the period 2001 - 2014. As 14 observations 

are available for each region, it was used multi- equation model seemingly unrelated regressions - SUR model, as 

appropriate method for the analysis. This methodology is relatively rarely used, as in the analysis of panel data, 

which are combination of spatial and time information it is mostly used panel data methodology. The whole anal-

ysis was carried out in the software EViews. 

In estimation of the differential version of Okun’s law (1) we use data on unemployment rate (in %) and more 

specifically its first difference. It acts as a determinant of relative indicator of real GDP growth, which we obtained 

from the conversion of nominal GDP at the regional level and GDP at constant prices for the whole Slovakia.  

The above presented theory of Okun’s law and SUR model were used to detect Okun’s coefficient of eight 

Slovak NUTS 3 regions. We estimate two versions SUR model. The first SUR model with all regions and the 

second with seven regions, without BA region. The region of BA was excluded because it shows extreme levels 

of wages. We monitored, whether the exclusion of BA model region causes significant changes. Table 2 contains 

the results of the regression analysis. Our expectations regarding the impact of excluding BA region of the model, 

however, did not materialize. Okun’s coefficient (β) nor the required rate of growth of GDP (-𝛼/𝛽), which should 

ensure stable unemployment rates in individual models do not differ significantly. 

 

Region 
SUR_8 regions SUR_7 regions (without BA) 

𝛽 -𝛼/𝛽 R2 𝛽 -𝛼/𝛽 R2 

BA -0.04*** 9.23 0.32 - - - 

TT -0.09*** 2.00 0.48 -0.10*** 2.62 0.51 

TN -0.11*** 5.08 0.44 -0.12*** 5.17 0.46 

NT -0.21*** 3.04 0.47 -0.19*** 2.72 0.45 

ZI -0.13*** 5.12 0.47 -0.14*** 5.35 0.50 

BB -0.10* 1.47 0.26 -0.09* 1.15 0.25 

PO -0.11*** 3.80 0.20 -0.12** 4.11 0.21 

KE -0.22*** 2.89 0.59 -0.19*** 2.38 0.54 

Average -0.13 4.08 0.40 -0.12 3.36 0.42 

Breusch-Pagan test 203.69 158.36 

 𝜒2 critical 41.34 32.67 

Portmanteau test 63.68 43.67 

 𝜒2 critical 83.68 66.34 
*** parameter is significant on 1 %, ** significant on 5 %, * significant on 10 % level of significance. 

Table 2 The results of the estimation of the Okun’s SUR model 
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Both estimated versions of models after Breusch-Pagan test validate the hypothesis of correlation of random 

components of two different equations at the same time t. Based on Portmanteau test it was rejected hypothesis of 

correlation of random components in each of the eight equation formulas, and for two different periods of time. 

Values in column (-𝛼/𝛽) denote what growth rate in each of the regions is need to maintain a stable unem-

ployment rate in the region. It means, by more than 5% of the economy should grow in the BA (9.23%), TN Region 

(5.08%) and ZI (5.12%) (Model SUR_8). For the second version of the estimate SUR_7, economic growth must 

be in TN (5.17%) and ZI (5.35%) of the region, results are similar to the SUR_8. The lowest growth, maintaining 

a stable unemployment regions have BB, TT and KE region. Its value is about 2%. Okun’s coefficient itself can 

be interpreted as follows. According to Okun’s it law should be true, if the growth rate of GDP will be in the PO 

region 4.8% and TN region 6.08%, unemployment in mentioned regions will decrease equally by 0.11%. The low 

value of the Okun’s coefficient in Bratislava region indicates a low sensitivity to GDP growth in order to changes 

the unemployment. Highest sensitivity of the change in unemployment show results for NT region and KE region. 

For further comparison it is estimated the equation (1) with OLS method on aggregate data for the Slovak 

Republic on basis of annual data for the period 2001-2014. If the growth rate of GDP was zero, the unemployment 

rate will rise by 1.6795%. To maintain a stable rate of unemployment requires that growth GDP can amount to 

5.82%. According to Okun’s law it should be true if the GDP growth rate will be 6.82%, the unemployment rate 

will drop by 0.303%. Linear regression result is captured on Figure 4. The estimated parameters and the model are 

significant on the 5 % level of significance. In the model is absent autocorrelation of random error and R2 = 0.7252.  

 

Figure 4 Estimate Okun’s law with OLS method for all Slovak Republic  

6 Conclusion 

In the paper we test the hypothesis of Okun’s law in NUTS 3 regions of Slovak republic during the 2001-2014 

period using model of seemingly unrelated regressions. Since the analysis at regional level encounters a problem 

with sufficient and actual database, quantitative analysis has limited capabilities. 

In analysing the Okun’s law on regional data from Slovakia, we have come in terms of the negative value of 

the Okun’s coefficient to same conclusion as [6], [8] and others. Results in individual regions reveal a significant 

disparity. There are regions in which unemployment rate reacts more sensitive to economic growth and the regions 

where the impact is negligible. Results of the analysis indicate that the coefficient with the lowest values is in BA 

and KE regions and with highest values in NT region, this fact implies that labour market is rigid. Higher values 

of the Okun’s coefficient refer to stronger fluctuations of fixed linking unemployment to fluctuations in product 

surveyed regions. By comparing the results for the whole country and the results on a regional basis, we can 

conclude that the regional dimension, by looking at the unemployment rate is eye-catching because the analysis of 

differences in the regions can serve in large measure to the implementation of proper and targeted regional social 

policy.  

Since the unemployment rate and the impact on other determinants, it would be appropriate to extend the basic 

model by other information that would lead to increased variability of the model. Equally interesting analysis could 

be extended to dummy variable that would have corrected the disturbances which occurred as a result of expression 

of the crisis in 2009.  
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The Effect of Terms-of-Trade on Czech Business Cycles:  

A Theoretical and SVAR Approach 
Karol Szomolányi1, Martin Lukáčik2, Adriana Lukáčiková3 

Abstract. Empirical and theoretical studies imply contradictory results about terms-
of-trade effect on business cycles. Empirically the terms-of-trade have a negligible 
effect on the short-term economic fluctuations. But theoretical models – both 
Keynesian and real business cycle models – predict significant influence of the 
terms-of-trade on business cycles. To lower a significance of terms-of-trade shocks, 
theoretical models have been extended by introducing non-tradable goods in the 
economy. However this modification does not help and the theoretical impact of the 
terms-of-trade is too high. Using Czech data and MXN theoretical model, we con-
firm that model predictions of the terms-of-trade impact do not match with observa-
tions gathered from the SVAR model estimate of Czech cyclical components of the 
terms-of-trade trade balance-to-output ratio, output consumption, gross investment 
and real exchange rate. 

Keywords: Terms-of-trade, business cycle, SVAR model, MXN model. 
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1 Introduction 
Terms-of-trade is theoretically significant source of business cycles and it causes shifts in trade balance. Howev-
er different theoretical and empirical studies lead to different results of the short-run terms-of-trade impact on 
output and on trade balance. There are two theoretical effects of terms-of-trade impact on trade balance. Har-
berger [6] and Laursen and Metzler [8] used traditional Keynesian model to show that trade balance grows with 
terms-of-trade. On the contrary, dynamic optimizing models of Obstfeld [10] and Svensson and Razin [12] leads 
to a conclusion that positive effect of terms-of-trade on the trade balance is weaker the more persistent a terms-
of-trade shock is. Uribe and Schmitt-Grohé [15] showed that in small open economy real business cycle model 
(or dynamic stochastic general equilibrium model) with capital costs sufficiently permanent terms-of-trade 
shocks have negative impact on the trade balance. Empirical studies of Aguirre [1], Broda [4] and Uribe and 
Schmitt-Grohé [15] surprisingly do not support statistically significant impact of term-of-trade on output in poor 
and emerging countries. In general authors can confirm an intuition that the more open the economy is the higher 
effect of terms-on-trade on trade balance is. This result may not be achieved in theoretical general equilibrium 
models even if non-tradable goods are considered. Uribe and Schmitt-Grohé [15] developed MXN model with 
importable (M) exportable (X) and non-tradable (N) goods to show that an existence of non-tradable goods “re-
duce the importance of terms-of-trade shocks.” However authors state that the theoretical model still overesti-
mates the signification of the terms-of-trade impact on the business cycles. 

In this paper we confirm this theoretical and empirical mismatch. In the first part of the paper we present and 
estimate the empirical SVAR model of the terms-of-trade impact on the Czech business cycles to state that the 
influence of the terms-of-trade is very small. In the second part we present and calibrate MXN model of Uribe 
and Schmitt-Grohé [15] using Czech observations to state that the theoretical model predicts relatively high 
impact of the terms-of-trade on business cycles. 

2 Empirical Model 
First, we used vector autoregressive (VAR) models for our analysis. Every endogenous variable is a function of 
all lagged endogenous variables in the system in VAR models. See Lütkepohl [9] for more details about them. 
The mathematical representation of the VAR model of order p is: 

 ...= + + + +
t 1 t-1 2 t-2 p t-p t

y A y A y A y e  (1) 
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where yt is a k vector of endogenous variables; A1, A2, …, Ap are matrices of coefficients to be estimated; 
and et is a vector of innovations that may be contemporaneously correlated but are uncorrelated with their own 
lagged values. 

The VAR model (1) can be interpreted as a reduced form model. A structural vector auto-regressive (SVAR) 
model is structural form of VAR model and is defined as: 

 ...= + + + +
t 1 t-1 2 t-2 p t-p t

Ay B y B y B y Bu  (2) 

A SVAR model can be used to identify shocks and trace these out by employing impulse response analysis 
and forecast error variance decomposition through imposing restrictions on used matrices. 

Uribe and Schmitt-Grohé [15] proposed a specification of the SVAR, through which we can determine re-
sponses on terms-of-trade impulse: 
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(3) 

where f is relative cyclical component of the terms of trade, tb is relative cyclical component of the trade bal-
ance to output ratio, y is relative cyclical component of output, c is relative cyclical component of consumption, 
i is relative cyclical component of investment and rer is relative cyclical component of real exchange rate. 

The ut
f, ut

ttb, ut
y, ut

c, ut
i and ut

rer are structural shocks of given variables. We estimated the parameters of the 
SVAR specification (3) using Amisano and Giannini [3] approach. The class of models may be written as: 

 =
t t

Ae Bu  (4) 

The structural innovations ut are assumed to be orthonormal, i.e. its covariance matrix is an identity matrix. 
The assumption of orthonormal innovations imposes the following identifying restrictions on A and B: 

 =T T

e
AΣ A BB  (5) 

Noting that the expressions on both sides of (5) are symmetric, this imposes k(k+1)/2 = 21 restrictions on the 
2k2 = 72 unknown elements in A and B. Therefore, in order to identify A and B, we need to impose 
(3k2-k)/2 = 51 additional restrictions. The matrix A of unrestricted specification is a lower triangular matrix with 
unit diagonal (15 zero and 6 unity restrictions) and matrix B is a diagonal matrix (30 zero restrictions) in this 
just-identified specification. Other tested restrictions are imposed on elements of matrix A (matrix of contempo-
rary effects of endogenous variables), which means that specification becomes over-identified and testable. 

The selected lag of model (3) is validated by sequential modified likelihood ratio test statistic and infor-
mation criteria and by the LM test for autocorrelations. Significant values of serial correlation for lower lags 
could be a reason to increase the lag order of an unrestricted VAR, but this is not our case. We verified the sta-
bility of a VAR model (i.e. whether all roots have modulus less than one and lie inside the unit circle). We esti-
mated the parameters of restricted and unrestricted specifications. Using the logarithm of the maximum likeli-
hood functions of both specifications we calculated the likelihood ratio statistics and verified the significance of 
restrictions. Tests confirmed no immediate impact of terms-of-trade on output, consumption, investment and 
exchange rate, trade balance on output, consumption and exchange rate and investment on exchange rate. All 
tests are explained in Lütkepohl [9] for example. 

Data for Czech economy are gathered from the Eurostat portal [5]. The responses to the terms-of-trade shock 
in the Czech Republic are in the Figure 1. As output shock elasticity coefficient is not statistically significant, the 
improvement in terms-of-trade has no impact on the aggregate activity and the one-quarter delayed output ex-
pansion is statistically insignificant. The same result applies to the consumption and real exchange rate. Invest-
ment displays a small expansion. On the other hand, the impact of the terms-of-trade shock on trade balance is 
statistically significant. The 10 % increase in the terms of trade causes a decrease about 2 % in trade balance. 
The result suggests confirmation of Obstfeld-Svensson-Razin effect rather than Harberger-Laursen-Metzler 
effect of the terms-of-trade in the Czech Republic. 
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Figure 1 Impulse Response Functions to Terms-of-trade (TOT) Shock in the Czech Republic 

3 Theoretical Model 
Uribe and Schmitt-Grohé [15] presented the model with import-able (m), export-able (x) and non-tradable (n) 
sectors. The presence of non-tradable goods should reduce the importance of terms-of-trade shock. 

We consider a large number of identical households with preferences described by the utility function: 
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where ct denotes consumption, for sector j {m,x,n}, ht
j denotes hours worked in the sector j. Sectoral labour 

supplies are wealth inelastic and parameters ωj denote wage elasticity in the sector j. The symbol E0 denotes the 
expectations operator conditional on information available in initial period 0. The parameter σ measures the 
degree of relative risk aversion. 

Households maximize the lifetime utility function (6) subject to the budget constraint: 
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where for sector j {m,x,n}, it
j denotes gross investment, kt

j denotes capital, wt
j denotes real wage rate and ut

j 
is the rental rate of capital in the sector j. Quadratic terms of the budget constraint (7) are capital adjustment 
costs, where ϕj denotes capital adjustment cost parameter in the sector j. The variable pt

τ denotes the relative 
price of the tradable composite good in terms of final goods, dt denotes the stock of debt in period t denominated 
in units of the tradable composite good and rt denotes the interest rate on debt held from period t to t + 1. Con-
sumption, investment, wages, rental rates, debt, and capital adjustment costs are all in units of final goods. 

The capital stocks accumulation is given by: 

 ( ) { }
1

1 ;  , ,j j j

t t t
k k i j x m nδ+ = − + ∀ ∈  (8) 

where δ denotes constant depreciation rate. 
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There are 5 types of large number of identical firms in the economy which differ according to their output: 
firms producing final goods, tradable composite goods, import-able goods, export-able goods and non-tradable 
goods. 

Final goods are produced using non-tradable goods and a composite of tradable goods via CES technology 

 ( ) ( ) ( )( )
1

1 1 11 1 1
, 1n n

n

n n

t t t t
B a a a aτ τ τ

τ τ µ µ µ
τ τχ χ

− − −= + − 
  

 (9) 

where at
τ denotes the tradable composite good and at

n the non-tradable good, 0 < χτ < 1 denotes distribution 
parameter and μτn > 0 is the elasticity of substitution between tradable composite good and non-tradable good. 

The tradable composite goods is produced using importable and exportable goods as intermediate inputs via 
CES technology 

 ( ) ( ) ( ) ( )
1

1 1 11 1 1
, 1mx mx

mx

m x m x

t t t m t m t
a A a a a aτ µ µ µχ χ

− − −= = + − 
  

 (10) 

where at
m denotes import-able good and at

x the export-able good, 0 < χm < 1 denotes distribution parameter 
and μmx > 0 denotes the elasticity of substitution between import-able and export-able goods. Import-able, ex-
port-able and non-tradable goods are produced with capital and labour via the Cobb-Douglas technologies: 

 ( ) ( ) { }1

;  , ,
j jj j j j

t t t
y A k h j x m n

α α−
= ∀ ∈  (11) 

where sector j  {m,x,n}, yt
j denotes output and At

j denotes total factor productivity in the in sector j. 

To ensure a stationary equilibrium process for external debt, we assume that the country interest-rate premi-
um is debt elastic 

 ( )1* 1t
d d

t
r r eψ + −= + −  (12) 

where r* denotes the sum of world interest rate and the constant component of the interest-rate premium, the 
last term of (12) is the debt-elastic component of the country interest-rate premium and we assume the parameter 
debt-elastic ψ > 0. 

Model implied terms-of-trade ft is assumed to follow AR(1) process 

 1log logt t

t

f f

f f
ρ πε−= +  (13) 

where εt is a white noise with mean zero and unit variance, and f  > 0. The serial correlation parameter is 

0 < ρ < 1 and terms-of-trade standard error is π > 0. 

For details of households’ and firms’ problem first-order conditions, market clearing and competitive equi-
librium derivation and definitions see Uribe and Schmitt-Grohé [15]. 

Calibrating the model we follow Uribe and Schmitt-Grohé [15] process. The calibrated values of the model 
parameters are in the Table 1 for Czech economy. We assume that values of the parameters σ, δ, r* in Czech 
repulic fit with the values commonly used  for calibrating small open economies (Uribe and Schmitt-Grohé [15]) 
We assume that wage elasticity is same in all three sectors. Uribe and Schmitt-Grohé [15] provide a rich discus-
sion with literature references on calibrating the elasticity of substitution between import-able and export-able 
goods. The values of  ωm, ωx, ωm, μτn, αm, αx, αn, are gathered from Ambriško [2]. Considering high-frequently 

(i.e. quarterly) data it is assumed that μmx = 0.8 in Czech economy. Calibratingf , Am and An we adopt values of 

Uribe and Schmitt-Grohé [15]. The values of terms-of-trade serial correlation, ρ, and standard error, π, corre-
spond to the data characteristics used in empirical models. To calibrate χm, χτ and Ax we follow a process of Uribe 
and Schmitt-Grohé [15] and implied moment restrictions of average share of value-added exports in GDP, sx, 
average trade balance-to-GDP ratio, stb, and average share of non-tradable goods in GDP, sn. Likewise Uribe and 
Schmitt-Grohé [15] we use OECD Trade in Value-Added (TiVA) [13] and UNCTAD statistical databases [14] 

to find values of these moment restriction. The values of the rest implied structural parameters, d and β come 

∈
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from the values of calibrated ones. We fail to reach a negative reaction of the trade balance to a terms-of-trade 
shock in the theoretical MXN model to follow empirical facts observed in the Figure 1. After substituting big 
values for the parameter ψ, the response of the trade balance is negative but very small in absolute value. There-
fore we calibrate ϕj, j  {m,x,n} and ψ to capture moments observed in the empirical model. Firstly, using 
SVAR model in the section 2 we estimate the value of investment-terms-of-trade volatility ratio conditional on 
terms-of-trade shocks to equal approximately 0.45. Secondly, as Uribe and Schmitt-Grohé [15] pointed out, the 
standard deviation conditional on terms-of-trade shock of investment in the trade sector is 1.5 times as large as 
its counterpart in the non-traded sector. 

 

calibrated structural parameters moment restrictions 
σ 2.00 

Uribe and Schmitt-
Grohé [15] 

sn 0.27 UNCTAD [14] 

δ 0.10 sx 0.34 
OECD [13] 

r* 0.04 stb 0.08 

ωm 2.70 

Ambriško [2] 

pmym/(pxyx) 1.00 Uribe and Schmitt-
Grohé [15] ωx 2.70 σim+ix/σin 1.50 

ωn 2.70 σi/σtot 0.45 Empirical model 

μτn 0.76 implied structural parameter values 
αm 0.35 χm 0.672  

αx 0.35 χτ 0.979  

αn 0.25 d  1.800  

μmx 0.80 

Uribe and Schmitt-
Grohé [15] 

Ax 1.436  

f  1.00 β 0.962  

Am 1.00 ϕm 0.0125  

An 1.00 ϕx 0.021  

π 0.013 
Empirical model 

ϕn 0  

ρ 0.464 ψ 0.0176  

Table 1 Calibration of the MXN Model in the Czech Republic 

 

 

Figure 2 Impulse Response Functions to Terms-of-trade (TOT) Shock in the Czech Republic 

In order of finding model equilibrium the first order linear approximation to the nonlinear solution are ap-
plied using algorithms created and modified by Klein [7] and Schmitt-Grohé and Uribe [11]. Responses to the 
terms-of-trade impulses and covariance-variance matrix conditional on the terms-of-trade shock is computed 
using algorithm of Uribe and Schmitt-Grohé [15]. 

∈
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4 Conclusion 
In empirical models we observe small impact of terms-of-trade on business cycles in Czech Republic. In Czech 
Republic investment reacts immediately, while other aggregates do not change (or they change later mostly as 
reaction of other variables) on terms-of-trade shock. Terms-of-trade has negative effect on the trade balance in 
Czech Republic. 

However, theoretical model calibrated to suit empirical observations overestimates the influence of terms-of-
trade shocks in Czech Republic. Both output and investment rise after terms-of-trade shock realization in Czech 
Republic. The theoretical falls in real interest rates are overestimated as well. As we already pointed out, we 
cannot achieve a negative reaction of the trade balance in the theoretical model as it is in the empirical model.  
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The Dynamic Behaviour of Wonderland

Population–Development–Environment Model

Blanka Šedivá 1

Abstract. The Wonderland Population-Development-Environment Model
(PDE) allows to study the interactions between the economic, demographic
and environment factors of an idealized world, thereby enabling them to ob-
tain insights transferable to the real world. This model was first introduced
by Sanderson in 1994 and now there are several modification of this model.
From a mathematical perspective, the PDE model is a system of non-linear
differential equations characterized by slow-fast dynamics. This means that
some of the system variables vary much faster than others. The existence of
speed of dynamical in variables in model implies problems with numerical so-
lution of models. This article concentrates on the numerical solutions of model
and on the visualization dynamical behaviour of a four dimensional continuous
dynamical system, the Wonderland model. We analyse the behaviour of model
for selected part of the parametric space and we showed that the system of
four differential equations Wonderland model can generate behaviour typical
for chaotic dynamic systems.

Keywords: Dynamical System, Population–Development–Environment
Model, Slow–Fast Dynamics.

JEL classification: C63
AMS classification: 34C60, 91B55

1 Introduction

Many models focused on relations relationships between economic factors, demographic and environmen-
tal factors have been developed to address climate change policy and these models are used for analysing
several scenarios of future development of population from a critical (nightmare) scenario to a dream
scenario. Between these two extreme limitations is usually model of the sustainable development ex-
pected. Sustainable development, although a widely used phrase and idea, has many different meanings
and therefore provokes many different responses. In broad terms, the concept of sustainable development
is an attempt to combine growing concerns about a range of environmental issues with socio-economic
issues.

Today’s economic and civilization development does not imply, in the opinion of many experts, sus-
tainable concept for future. The economic expansion leads to population growth. Population in the
world is currently (2016) growing at a rate of around 1.13% per year. The current average population
change is estimated at around 80 million per year. Annual growth rate reached its peak in the late 1960s,
when it was at 2% and above. The rate of increase has therefore almost halved since its peak of 2.19
percent, which was reached in 1963. The annual growth rate is currently declining and is projected to
continue to decline in the coming years. Currently, it is estimated that it will become less than 1% by
2020 and less than 0.5% by 2050. This means that world population will continue to grow in the 21st
century, but at a slower rate compared to the recent past. World population has doubled (100% increase)
in 40 years from 1959 (3 billion) to 1999 (6 billion). It is now estimated that it will take a further 39
years to increase by another 50%, to become 9 billion by 2038. The latest United Nations projections
http://esa.un.org/unpd/wpp/ indicate that world population will reach 10 billion persons in the year
2056 (six years earlier than previously estimated).

The endless population growth creates more pressure on economic development and the related in-
creasing of economic production puts a strain on the ability of the natural environment to absorb the

1University of West Bohemia, Plzeň, Czech Republic, Department of Mathematics, sediva@kma.zcu.cz
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high level of pollutants that are created as a part of this economic growth. Therefore, solutions need to
be found so that the economies of the world can continue to grow, but not at the expense of the public
good. In the world of economics the amount of environmental quality must be considered as limited in
supply and therefore is treated as a scarce resource. This is a resource to be protected and the only
real efficient way to do it in a market economy is to look at the overall situation of pollution from a
benefit-cost perspective.

This article focuses on the numerical solutions and the visualisation dynamical behaviour of the Won-
derland model, which can be regarded as one of the simple dynamic models of geographic, economic
and environmental interactions. The special feature of Wonderland model is the fact that not all sys-
tem variables evolve with the same velocity. The velocity varies by two magnitudes and this slow fast
dynamics makes solving difficult. The resulting mixture of slow and fast dynamics can lead to unpre-
dictable, catastrophic transition even if all functions in model are deterministic, i.e. no stochastic force
are introduced.

2 Sanderson Wonderland model

The first version of Wonderland model was published by Warren Sanderson as a part of IIASA study
- The International Institute for Applied System Analysis in 1994 [8]. The original model was written
in discrete time. Next, the model has been reformulated in continuous variables and this system has
been used to investigate sustainability of economic growth [5],[2], [3] and as a benchmark problem for
visualization techniques for higher dimensional dynamical systems [9].

In this parer the continuous version of Wonderland model of economic, demographic and environmen-
tal interaction is used. The dynamics in Wonderland is determined by four state variables:

• x(t) - population, demographic variable;

• y(t) - per capital output, economic performance;

• p(t) - pollution per unit of output;

• z(t) - quality of environment.

The state variables for population x and per capita output y can assume all non-negative real values
x, y ∈ [0,∞), while the stock of natural capital z and the pollution per unit of output p are confined to
the unit interval z, p ∈ [0, 1]. The variable z can be interpreted as a level of natural capital. If the natural
capital is not polluted at all it takes on the value z ≈ 1. On the other extreme, when the environmental is
so polluted, that it produces the maximum possible damage to human health and to the economy, z ≈ 0.
The value of p =≈ 1 represent situation when there is maximal pollution per unit of output and on the
other hand p ≈ 0 implies no pollution per unit of output.

These four state variables evolve according to following set of non-linear, difference equations:

dx

dt
= x · n(y, z) (1)

dy

dt
= y ·

[
γ − (γ + η)(1− z)λ

]
(2)

dz

dt
= νz(1− z)

[
eω(g(z)−f(x,y,z,p))−1

]
(3)

dp

dt
= −χp (4)

where
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c(y, z) = ϕ(1− z)µy is pollution control,

y(y, z) = y − c(y, z) is net per capital output,

f(x, y, z, p) = pxy − κ
[

eσc(y,z)x

1 + eσc(y,z)x
− 1

2

]
is pollution flow,

n(y, z) = b(y, z)− d(y, z) is population growth rate, that is calculated as dif-
ference between crude birth rate b(y, z) and crude
death rate b(y, z).

The complex dynamical model includes 20 parameters, which can be grouped as follows

demographic: β1, β2, β, δ1, δ2, δ3, α, ϑ,

economy: γ, η, λ,

environmental: κ, σ, δ, ρ, ω, ν,

environmental policy: ϕ, µ, χ.

2.1 Population dx
dt = x · n(y, z)

The first differential equation describes population growth which depends endogenously only on per
capital output y and the level of natural capital z. In eq. (1), the population growth rate, n(y, z), can be
written as the difference between the crude birth rate, b(y, z) (number of births per 1000 population per
time at a given time step) and the crude death rate, d(y, z) (number of deaths per 1000 population per
time at a given time step):

b(y, z) = b(y) = β1

[
β2 −

eβ y

1 + eβ y

]
(5)

d(y, z) = d(y, z) = δ1

[
δ2 −

eαy

1 + eαy

]
·
[
1 + δ3(1− z)ϑ

]
(6)

The parameters β1, β2, β govern the birth rate, while the parameters δ1, δ2, δ3, α and ϑ govern the
death rate. At eq. (5) and (6) it can be seen how both the birth rate and death rate decrease with
increases in the per capita output, y. Furthermore, in eq. (6), the death rate is seen to increase when
the environment deteriorates, i.e., when z decreases. These effects are in line with recent studies relating
population growth with industrial output [1]. The maximum crude birth rate is realised for zero net per
capital output b(y = 0) = β1(β2 − 1

2 ) and minimal crude birth rate is the limit situation for unlimited
grow of output: lim

y→∞
b(y) = β1(β2 − 1).

In the literature [9] there exists also other type of function, that describes the population’s growth in

form b2(y, z) = β1

[
β2 − 1

2

(
1 + β y

1+β y

)]
. The limit behaviour of this alternative function is the same as

for the function previous formulated b(y).

2.2 Product dy
dt = y ·

[
γ − (γ + η)(1− z)λ

]

Net per capital output y(y, z) is defined as per capital output y minus expenditures on pollution control
c(y, z). Pollution control expenditures c(y, z) = ϕ(1− z)µy depend on how polluted environmental is and
not on the current flow emissions. The availability of natural capital also influence the growth rate of
economy as indicated by equation (2). When environmental is totally polluted, i.e. z ≈ 0, per capital
output shrink at the rate −η, while if environmental is not polluted at all, i.e z ≈ 1 per capital output
increases at rate γ.

2.3 Quality of environmental (natural capital) dz
dt = νz(1− z)

[
eω(g(z)−f(x,y,z,p))−1

]

The growth of quality of environmental is depended on all state variables. The first part of equation (3)
assumes the logistic model for quality of environmental. The speed at which natural capital regenerates
is indicated by term ν

[
eω(g(z)−f(x,y,z,p))−1

]
.
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This term depends positively on the self-cleaning ability of nature, which is described by function
g(z) = δ

ω z
ρ, and this term depends negatively on the amount of pollution, which is modelled function

f(x, y, z, p) = pxy − κ
[

eσc(y,z)x

1 + eσc(y,z)x

]
(7)

The difference between two flows g(z)− f(x, y, z, p) is the net effect of natural and human forces on
environmental. As we can see the model of dynamic behaviour quality of environmental is based on the
assumption that the interaction of net effect on environmental is non-linear.

2.4 The pollution flow dp
dt = −χp

Pollution per units of output p exponential falls towards to zero as technology improves and environmental
consciousness growth with rate χ.

3 Numerical experiment

The numerical experiments were inspirited by the origin Sanderson’s work [8] and special attention
was focused on analysis the behaviour the solving of differential system equations for different values
of parameters χ, ϕ and κ. These parameters involve to the governing the expenditures for pollution
abatement. The parameter ϕ from function c(y, z) influences how expenditure increase.

3.1 Slow–fast dynamics

The numerical calculation have been performed using the Matlab R2013b. For numerical solving a stiff
solver was used, that is based on an implicit Runge-Kutta formula for solving stiff differential equations
with a trapezoidal rule step as its first stage and a backward differentiation formula of order two as its
second stage.

The Wonderland model is an example of set differential equations exhibits slow-fast behaviour. One
system variable (in this model z) varies much faster then the others (x, y and p). The analyse this
phenomenon, we can rewrite the system using a scaling factor ε with 0 < ε � 1. The scaling factor is
called the perturbation parameter in singular perturbation theory [4]. The application of methods of
perturbation theory enables us to separate slow and fast components of the system and to analyse both
components separately. The reduced system captures the slow dynamics reformulate the equation (3) to
form 0 = νz(1− z)

[
eω(g(z)−f(x,y,z,p))−1

]
. The layer system captures the fast dynamics, where right sides

in equations (1),(2) and (4) are zero and dynamic of system reduced only on the dynamic equation (3)
for pollution per unit of output.

3.2 Visualization results and dynamics

Visualisation the behaviour of dynamical systems can provide us a deeper understanding of underlying
dynamics. For analysing the model we used the following value of parameters: demographics factors
β1 = 0.04, β2 = 1.375, β = 0.16, δ1 = 0.01, δ2 = 2.5, δ3 = 4, α = 0.18, ϑ = 15, economy factors
γ = 0.02, η = 0.1, λ = 2, environmental κ ∈ (1, 100), σ = 0.02, δ = 1, ρ = 2, ω = 0.1, ν = 1 and
environmental police ϕ ∈ (0, 1), µ = 2, χ ∈ (0.01, 0.02).

Our analysis has concentrated on changing three parameters χ, ϕ and κ while holding all the other
parameters fixed. The parameter χ is one of the most responsible parameter for system, this one governs
the economic decoupling rate, i.e. the rate at which technological innovation reduce the pollution flow
per unit of output. Parameters ϕ and κ describe policy planning, the parameter ϕ can be interpreted as a
rate at which expenditures increase, so the net per capital output is calculated as y(y, z) = y−ϕ(1−z)µy.
Since we require c < y, this limit ϕ < 1. The parameter κ is included in pollution function f(x, y, z) (7)
and determines the effectiveness of expenditures.

The future of Wonderland economy modelled by our system of differential equations is demonstrated
for three sets of parameters that describe the three basic scenarios:
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(A) Economists’ dream scenario χ = 0.02, κ = 20 and ϕ = 0.5. In this case, the per capital output in-
creases over time, population converges toward stationary level of zero growth rate and the pollution
flows steadily decreases.

(B) Environmentalists’ nightmare scenario χ = 0.01, κ = 20 and ϕ = 0.5. In this case, when parameter
χ is reduced from 0.02 to 0.01, the system don’t obeys the criteria of sustainability.

(C) Sustainable development scenario χ = 0.01, κ = 70 and ϕ = 0.5 describes the situation when the
progress of technology can help to sustainable economic increase.

Figure 1 The population x(t), per capital output y(t), quality of environment z(t) and pollution p(t)
for scenarios (A), (B) and (C)

The other numerical experiments has been focused on the stability of the solution. We analyse the
behaviour of the solution system for parameter κ from interval 40 to 100 and parameter ϕ from interval
(0.2, 0.5). The modelled value of per capital output at the time t = 300 is in the pictures bellow as a
scaled coloured graph. There is the region of nightmare scenarios, where per capital output tends for
t→ 0 to zero (black color) and the region of dream scenarios where per capital output tends to∞ (white
color). As we can see in detail, the border between this two scenarios is not exactly a clear line. This
type of behaviour is typical of dynamic system operating in chaotic regime.

Figure 2 The scaled color graph of per capital output at time t = 300 for parametric region κ ∈
(40, 100) × ϕ ∈ (0.2, 0.5) (left picture) and detail for parameters κ ∈ (70, 80) × ϕ ∈ (0.4, 0.5) (right
picture)
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4 Conclusion

The behaviour of the four dimensional dynamical system which describe Wonderland Population-Deve-
lopment-Environment Model was presented. The future of the model for three basic scenarios – dream
scenario, nightmare scenario and sustainable development scenario – was demonstrated. The behaviour of
state variables for several part of parametric space ( parameters χ, ϕ and κ) have been detailed analysed.
The detailed comparison of parameters in the Wonderland model with estimation of this parameters
based on real data sets are great challenge for our future works.

Of course, Wonderland is a toy model which captures the global features of complete human–
environment interaction, but not its a detail. On the other hand though there are no stochastic, ex-
ogenous shocks, the future of state variables seems quite unpredictable in some part of parametric space
that is typical for chaotic dynamic systems. The next studying of a chaotic behaviour of Wonderland
model is the second motivation for our continuing interest in this model.
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Searching for suitable method for clustering the EU regions 

according to their agricultural characteristics 
Ondřej Šimpach1, Marie Pechrová2 

Abstract. Not only Common Agricultural Policy, but also other policies at the EU 

level require unified approach. However, agriculture in various member states as same 

as in particular regions differs significantly. Therefore, the aim of the paper is to find 

the appropriate method which will group the most similar regions according to their 

agricultural characteristics and create appropriate number of groups which would be 

suitable for the application of the agricultural policy. These results from different 

methods of HCA are compared and discussed. Particularly single, average, complete, 

weighted average, median, centroid, and Ward’s methods are applied. Also various 

metrics (Euclidean, Square Euclidean, absolute and maximum-value, Minkowski and 

Canberra distances, and correlation coefficient and angular separation measures) are 

used. The data about NUTS II regions of the EU are obtained from Eurostat for the 

latest available year (mainly 2013). Main indicators for the description of agricultural 

in particular region were: agricultural income, utilized agricultural area, labour and 

others. The most suitable well-balanced groups were created by Ward’s method with 

Canberra distance. 

Keywords: Clustering, measures, NUTS 2 regions, agricultural policy 

JEL Classification: C38, Q18 

AMS Classification: 62H30 

1 Introduction 

Spatial econometrics is an important tool for support of the policy-making decisions. The analyses enable to see 

the results of taken measures and suggest needed correction. For example research of Smith et al. [12] used spatial 

econometric techniques to evaluate RDPs in the European Union, at the NUTS 2 level. They focused specifically 

on labour productivity in the agricultural sector. At first side their results seemed to show that spending within the 

regional development programs on the competitiveness program (axis 1) had a statistically significant positive 

relationship with the increase of agricultural labour productivity in southern Europe. However, when their con-

trolled properly for spatial effects (rural versus urban areas), the effect disappeared. “This shows how not taking 

spatial econometrics into account can lead to erroneous (policy) conclusions” [12]. Similarly Becker et al. [1] 

examined the effects of EU’s structural policy (particularly of the Objective 1 facilitating convergence and cohe-

sion within the EU regions). They observed the development of average annual growth of GDP per capita at pur-

chasing power parity (PPP) during a programming period and average annual employment growth at NUTS 2 and 

NUTS 3 levels. Becker et al. [1] concluded that “Objective 1 treatment status does not cause immediate effects but 

takes, in the average programming period and region, at least four years to display growth effects on GDP per 

capita”. Also Palevičienė and Dumčiuvienė [6] used multivariate statistical methods to analyse the EU’s NUTS 2 

level socio-economic data and to identify the clusters of socio-economic similarity. “The results showed that de-

spite long lasting purposeful structural funds allocations there are still big regional development gaps between 

European Union member states” [6]. Pechrová and Šimpach [7] searched for the development potential of the 

NUTS 2 regions using hierarchical cluster analysis (Ward’s method and Squared Euclidean distances), the regions 

were clustered into groups with same characteristics. 

“The cluster analysis objective is to find out which objects are similar or dissimilar to each other” [9]. There 

are various clustering algorithms. Basic division is on hierarchical and non-hierarchical methods. First mentioned 

group contains agglomerative polythetic approach, two-dimension agglomerative clustering, division monothetic 

and division polythetic approaches. Non-hierarchical methods can be based on k-means algorithm or use fuzzy 

approach to cluster analysis. “When compared to standard clustering, fuzzy clustering provides more flexible and 

powerful data representation” [10]. Schäffer et al. [11] proposed new Bayesian approach for quantifying spatial 

clustering that employs a mixture of gamma distributions to model the squared distance of points to their second 
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nearest neighbours. Ritter et al. [8] proposed a new method for autonomously finding clusters in spatial data be-

longing to the nearest neighbour approaches. “It is a repetitive technique which produces changing averages and 

deviations of nearest neighbour distance parameters and results in a final set of clusters” [8]. 

2 Data and methods 

The aim of the paper is to find the appropriate method which will group the most similar regions according to their 

agricultural characteristics and create balanced groups. Firstly, the data are introduced, than the hierarchical cluster 

analysis methods and metrics used in the article are described. The data matrix was obtained from Eurostat [5] for 

the latest available years (mainly 2013). The data were not available for all EU’s regions (only for 2014). All 

NUTS 2 regions from Germany, Belgium and Slovenia were missing. Unfortunately, very important agricultural 

indicators such as the herds’ sizes and types, structure and acreage of crops were not available for majority of 

regions. Hence, they were not included into the analysis. The data were checked whether there is the correlation 

between them. Based on pairwise Pearson correlation coefficients (the values higher than 0.9), some of indicators 

were excluded from the analysis. In Table 1 we present the descriptive characteristics only for those variables 

which were chosen to be used in the next step. The agricultural holdings created an output in average height of 

1 533 thousand CZK in year 2013. They used around 706 thous. ha of agricultural area and 411 thous. ha of arable 

land on average. The average share of arable land was 56% on average, but it differed across the EU. Similarly the 

share of agricultural land was higher (81%), but varied across the EU regions. Indicators related to the number of 

workers were highly correlated. Therefore, only the number of sole holders working on the farm was used. There 

were 45 898 of them on average. High standard deviation points on higher variability in the data. Sometimes it is 

even twice as high (in case of the number of sole holders working on the farm). The presence of variability in the 

data can negatively influence the results of clustering methods. Zero values stand for region Inner London with no 

agricultural production and land. 

Used variables Mean Std. Dev. Min Max 

Agricultural output  (million EUR) 1533 1593 0 9 390 

Utilized agricultural area (ha) 706 038 752 940 0 5 295 680 

Arable land (ha) 410 724 474 818 0 3 371 340 

Share of arable land 56% 27% 0% 99% 

Share of agricultural land  81% 19% 0% 100% 

Sole holders working on the farm (pers.) 45 898 99 096 0 749 260 

Table 1 Descriptive characteristics of data from Eurostat (2016); own elaboration 

As the variables are in different units standardized. Consequently, hierarchical cluster analysis was applied. At 

first, the resemblance matrix was calculated. Choice of similarity or dissimilarity measure depends on the type of 

variables (nominal, ordinal, ratio, interval, and binary). We utilized Euclidean, squared Euclidean, absolute-value, 

and maximum-value distances, and Minkowski distance with p argument, Minkowski distance with p argument 

raised to power (2), Canberra distance, correlation coefficient similarity measure, and angular separation similarity 

measure. Euclidean and squared Euclidean distances are based on Pythagoras theorem. Euclidean distance between 

two data points (Xi and Yi) is calculated as the square root of the sum of the squares of the differences between 

corresponding values (1). 
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(It is similar to Minkowski distance with argument p = 2.) The Euclidean Squared distance metric uses the 

same equation (1) without the square root. As a result, clustering with the Euclidean Squared distance metric is 

faster. Calculation of absolute value distance (i.e. Manhattan distance) is similar to Minkowski distance with ar-
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It is often used when variables are measured on ratio scales with an absolute zero value. Its disadvantage is 

that even a few outliers with high values bias the result. Canberra metric is a dissimilarity coefficient defined in 

interval ajk = < 0;1 >, where ajk = 0.0 means maximum similarity when objects j and k are identical. “Each term in 

the sum is scaled between 0.0 and 1.0 equalizing the contribution of each attribute to overall similarity” [9]. Mul-

tiplier 1/n averages the n proportions (3): 
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Correlation coefficient similarity measure is defined in interval rjk = < -1;1 >, where rjk = 1.0 represents maxi-

mum correlation between the variables. Its advantage is that it can be applied on non-normalized data and its 

accuracy of the score increases. The calculation is as follows (4): 
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Angular separation similarity measure represents cosine vectors between two angles (5). It is defined in interval 

sjk = < -1;1 >, where higher value indicates the similarity. The cosine of 0° is 1, for any other angle is < 1. 
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Both above stated distances place anti-correlated objects maximally far apart (see e.g. [14]). Extended discus-

sion on similarity measures can be found e.g. in [3]. 

Joining clusters by dissimilarity coefficients two clusters identified with the smallest dissimilarity coefficient 

values are merged. When using similarity coefficient, two clusters identified with the largest similarity coefficient 

value are joined.  The article uses different clustering methods: single linkage (SLINK), average linkage method 

(i.e. unweighted pair-group method using arithmetic averages, UPMGA), complete linkage (CLINK), weighted 

average linkage, median linkage, centroid linkage, and Ward’s linkage. Single linkage method finds the two most 

similar spanning objects in different clusters. SLINK tents to produce compacted trees. It is useful only when 

clusters are obviously separated. When objects are close to each other, SLINK tends to create long chain-like 

clusters that can have a relatively large distance separating observations at either end of the chain. Average linkage 

method defines the similarity between two clusters as the arithmetic average of the similarities between the objects 

in one cluster and objects in the other cluster. It usually produces trees which are between extremes of those created 

by single or complete linkage. It also tends to give higher values of the cophenetic correlation coefficient. “On 

average UPGMA produces less distortion in transforming the similarities between objects into a tree” [9]. It can 

also have a weighted form. In complete linkage clustering method the similarity between any two clusters is de-

termined by the similarity of their two most dissimilar spanning objects. SLINK tends to produce clusters with 

similar diameters and extended trees. It is useful when the objects form naturally separated clusters. However, the 

results can be sensitive to outliers. Median linkage belongs to the averaging techniques, but uses medians instead 

of arithmetic means. This enables to mitigate the effect of possible outliers in the data. With the median linkage 

method, the distance between two clusters is the median distance between an observation in one cluster and an 

observation in the other cluster. Centroid method determines the distance of clusters by the distance of their centres 

(calculated as averages of real values). Its weighted form is useful when different size of clusters is expected. It 

usually utilizes the squared Euclidean distance metrics. Ward’s method [15] merges the clusters with minimal 

within-cluster sum of squared deviations from objects to centroids. The distances of objects are again usually 

measured by squared Euclidean distance. It tends to create relatively small clusters because of the squared differ-

ences, but with similar numbers of observations. However, it is sensitive to outliers. Another disadvantage is that 

the distance between clusters calculated at one step of clustering is dependent on the distance calculated in previous 

step. 

The clustering was cut when the number of clusters was 5 to create reasonable number of groups for policy 

treatment. The calculations were done in Stata 11.2 where above stated metrics and methods are available. 

3 Results and discussion 

For the policy making purposes, it is important that the clusters contain similar number of regions. We created 5 

clusters by each method. Usual disadvantage of single linkage method – the tendency to chaining – appeared also 

in our application. Regardless the distance metrics created four clusters with 1 or 2 regions and 1 cluster (number 

5) with others. Therefore, it will not be further taken into account. Average linkage method produced also groups 
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where majority of regions was included in one cluster (mostly 1 or 2) and the remaining clusters included only few 

regions. Canberra distance rearranged the regions differently (majority of them was in 5th cluster, than in 1st). 

Correlation coefficient and angular separation similarity measures crated more balanced clusters in case of using 

average linkage clustering method. Complete linkage with majority of used metrics was also not optimal. Almost 

all regions were clustered to the 1st group. Using Canberra distance, majority of regions was included in 3rd group. 

It may be due to the presence of outliers in the data. Correlation coefficient and angular separation similarity 

measures created the most balanced clusters for complete linkage method. Weighted average linkage grouped to 

3rd cluster more regions than its unweighted variant. Canberra distance in this case put more regions in 3rd cluster 

while in unweighted case it was the 5th regions. The number of regions in each cluster was balanced in case of 

using correlation coefficient and angular separation similarity measures. Median linkage put almost all regions 

into the 1st cluster. Only using angular separation similarity measure the 3rd cluster emerged as the biggest. Despite 

that it should mitigate the influence of the outliers to some extent, this was not the case. Probably London region 

with minimal values in almost all variables represented a problem to this method. Similar problem is with centroid 

linkage. All regions are in the 1st cluster, only with correlation coefficient and angular separation similarity 

measures the clusters are more balanced. 

Despite that Ward’s linkage is normally used with squared Euclidean distance, more feasible seems absolute 

and maximum values metrics (see Table 2). While the first mention creates one cluster with only three regions 

(cluster 5), the number of regions grouped by the other stated methods is more equal; but maximum-value method 

put only 10 regions in the fourth cluster. Therefore, Canberra distance seems to be optimal in terms of the number 

of regions in each cluster. Minkowski distance with p argument provided similar results to Euclidean distance and 

Minkowski distance with p argument raised to power to squared Euclidean distance in some cases as the value of 

parameter p was 2. Correlation coefficient and angular separation similarity created the most suitable groups. As 

the first one is only a special case of the latter one (angular separation standardized by centring the coordinates on 

its mean value), we may suggest using the angular separation similarity measure. Canberra distance enabled to 

create relatively well balanced groups in the last category. Despite that it has certain disadvantage with higher 

number of variables, this is not our case and we can recommend its usage. 

Distance 
Cluster’s number 

1 2 3 4 5 

Euclidean distance 62 3 58 73 18 

squared Euclidean distance 98 22 59 32 3 

absolute-value distance 24 22 63 68 37 

maximum-value distance  79 57 29 10 39 

Minkowski distance with p argument 62 3 58 73 18 

Minkowski distance with p argument raised to power 98 22 59 32 3 

Canberra distance 71 42 23 45 33 

correlation coefficient similarity measure 49 31 64 46 24 

angular separation similarity measure 46 27 57 61 23 

Table 2 Number of regions in clusters using Ward’s linkage method and various metrics; own elaboration 

As Ward’s (and average) method is according to [4] the most suitable in majority of cases, we suggest com-

bining it with Canberra distance method. Analogical results for UPGMA and SLINK methods were achieved by 

Bouguettaya et al. [2]. They compared distance measure functions and found out that Canberra distance seems 

better than the Euclidean counterpart. „With no noticeable difference in computational cost, correlation achieved 

by the Canberra method is consistently higher than the correlation obtained by the Euclidean method on a same 

data set with either UPGMA or SLINK” [2]. In our case, this approach grouped regions with minimal values in 

almost all variables to the fifth cluster and with maximal values to the first cluster (see Table 3). 

Cluster 
Agric. output  

(million EUR) 

Utilized agric. 

area (ha) 

Arable 

land (ha) 

Share of ar-

able land 

Share of 

agric. land 

Sole holders working 

on the farm (pers.) 

1 2 827 1 474 755 871 046 62% 89% 96 704 

2 1 189 510 578 224 192 45% 86% 43 615 

3 1 198 560 681 473 554 83% 61% 21 287 

4 827 160 985 79 111 51% 94% 6 579 

5 382 145 464 66 148 44% 54% 10 266 

Table 3 Characteristics of clusters created by Ward’s method using Canberra distance; own elaboration 
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Regions grouped to the fifth cluster produced the less agricultural output with the less acreage of UAA and 

arable land. It contained mainly regions from France, Italy, and Poland. Regions in first cluster produce the highest 

agricultural output, utilize the most agricultural area and arable land in absolute values and had the most sole 

holders working on the farm. It included e.g. regions from Austria. The results of Ward’s clustering method using 

different metrics are presented at Figure 1 in Appendix. 

4 Conclusion 

Agriculture in European Union varies in particular regions. As Common Agricultural Policy requires unified ap-

proach, the aim of the paper was to find the appropriate method which will group the most similar regions accord-

ing to their agricultural characteristics and create appropriate number of groups which would be suitable for the 

application of the agricultural policy. The results from different methods of hierarchical cluster analysis showed 

that finding a suitable method for clustering regions is not an easy task. Each clustering method or distance metric 

provided different results (see also comparison in [13]). Besides, majority of them proved to be sensitive to outliers. 

Mostly the best results were provided by correlation coefficient and angular separation similarity measures. Sur-

prisingly, often used Ward’s linkage method with squared Euclidean distances did not provide well balanced 

groups. Normally this combination of methods tends to create relatively small clusters because of the squared 

differences, but with similar numbers of observations which is important for the application in the area of agricul-

tural policy-making. Therefore, we recommend using Ward’s method when clustering EU regions for policy pur-

poses using rather Canberra distance. This measure provided well balanced groups with clearly different charac-

teristics which enable to formulate appropriate political measures. 
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Figure 1 Dendrograms for Ward’s clustering method and various distance metrics; own elaboration 
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A computer-based VBA model for optimal spare

parts logistics management in a manufacturing

maintenance system

Eva Šlaichová1, Márcio Rodrigues2

Abstract. Spare parts management in maintenance systems has become
increasingly challenging in major global corporations, since it’s hard to pre-
dict exactly when a piece of equipment fails and needs repair or replacement
of its parts. Service time length, lead times, spare parts costs, the cost of
non-production and service efficiency modelled with operations research tools
and mathematical methods guide this multi-criteria decision-making process.
Moreover, not always predictive and preventive maintenances are able to pro-
vide the adequate manufacturing management information about which equip-
ment would need proper assistance and historical data of corrective mainte-
nance hadn’t revealed a periodic pattern of failure modes for accurate demand
forecasting.

This paper proposes a conceptual model using VBA language that links time-
lines of preventive and corrective maintenances of equipments with stock levels
and quality indicators, for a non-periodic time series for a more accurate man-
agement of optimal inventory levels and demand forecasting for spare parts in
manufacturing maintenance systems. All tests and results acquired with actual
corporate data as inputs are also presented.

Keywords: spare parts, maintenance, operations research, logistics.

JEL classification: C44, C53
AMS classification: 90B05

1 Introduction

The proper management of spare parts in maintenance systems has become very important in major
companies, due to a continuous search for increasing plant efficiency, reduce unproductive times and most
relevant, costs. It depends on a combination of many factors and cooperation of many key departments,
not only setting up correctly the values of initial stocks and periodic purchase orders of such parts for
each equipment but also combined with proper cost control to let plant management wisely decide which
types of spare parts are suitable to stock or to purchase on-demand.

Key questions should be periodically asked and answered during this continuous process: Which are
my key spare parts? How are their inventories? Keep or don’t keep safety stocks? Which are the lead
times of their suppliers? Is it wise to use Third-Party-Logistics (3PL)? How long are the production
downtimes due to spare parts replacement or machinery repairs? And the most important: what’s the
impact on the final customer?

Additionally, pattern recognition to predict failure modes in industrial machines is directly linked with
predictive and preventive maintenance plans of such equipments, through detailed analysis of intrinsic
parameters of the process and the machines themselves, such as pressure variations, temperature ranges ,
tension, state of the components, calibration, electrical, hydraulic drives, sensors, impellers, thermostats,
actuators, thermocouples, among many others and also associated with databases of historical data of
non-conformities.

1Technical University of Liberec/Faculty of Economics, Department of Business Administration and Management, Stu-
dentska 1402/2 Liberec 1, 461 17 Czech Republic, eva.slaichova@tul.cz

2Universidade Federal da Bahia - UFBA/Escola Politécnica da UFBA, Departamento de Engenharia Mecânica, R. Prof.
Aristides Novis, 2 - Federação, Salvador - BA, 40210-630, Brazil, marciovtr@gmail.com

Mathematical Methods in Economics 2016

827



The main goal of this paper is to propose a conceptual model for spare parts logistics in maintenance
systems, which outputs demand and cost forecast key informations to help companies make wise and fast
decisions regarding accurate spare parts purchases, according to corrective and preventive maintenance
plans of main and bottleneck machines, time saving plus managing more efficiently their stocks and reduce
costs.

The methodology used during the model development and this paper contribution includes the fol-
lowing activities:

• a wide literature review and consolidation of main concepts: maintenance types, Total Productive
Maintenance, spare parts classification, inventory and demand forecasting methods;

• mathematical and economic model definitions, with the help of operations research tools and eco-
nomic concepts;

• survey creation and submission for corporate data acquisition;

• real corporate data treatment and analysis;

• VBA programming and development of user interface;

• tests and empirical improvements.

This paper is divided in five sections. The first section is a brief introduction to spare parts logistics
management and an overview of the main contribution, as described above. Section 2 presents the
literature research regarding relevant inventory management methods applied to spare parts. Section
3 describes the main contribution of this paper, with both mathematical, economic and computational
approaches of the proposed model. Section 4 discusses some of the results acquired using real corporate
data and future improvement opportunities for the model and the topic. The last section resumes the
main content discussed on the previous sections of this paper.

2 Literature Review

All over the past years many authors have developed and applied their own methods and models for
proper spare parts management in maintenance systems. Aiming an accurate management of spare
parts, two main aspects should be considered: demand forecasting and inventory policies. The next two
subsections detail relevant used methods in major companies all over the past years.

2.1 Demand Forecasting methods

Relevant demand forecasting methods applied in major industries are shown as follows labelled by authors:

• Krever (2005): mean and variance of demand during lead time. Single Demand Approach (SDA)
(Different than Periodic Demand Approach PDA). Variables of demand as a function of time,
where

D(t) = (Quantity OrderedDuring Lead T ime, T ime IntervalsBetweenDemands, Individual Lead T ime)
(1)

• Croston (1972): an alternative method which separates the estimation of intervals between demands
of the amounts demanded in each occurrence; [3]

• Willemain, Smart and Schwarz (2004): bootstrapping techniques for intermittent demands - assess
the demand distribution during lead-time; [3]
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2.2 Inventory methods applied to spare parts

The inventory models for products with high and independent demand is a consolidated area in operations
management. From the original work by Harris (1913) on Economic Order Quantity (EOQ), different
inventory models have been developed, including the following classic models: [2]

• Continuous Review (R, Q): in this model the inventory is continuously monitored and, when the
level reached the order point ”R” a lot size of ”Q” (economic order quantity) is placed;

• Periodic Review (T, S): in this case, orders are placed in fixed interval of time ”T”, in an amount
to replace the inventory position to the maximum inventory level ”S”;

• Base Stock (B): here, at each withdrawal from inventory, an order of the same amount is made for
replacing the baseline, keeping the inventory position (inventory on hand plus open orders) constant
and equals to ”B”;

• Periodic Review Model: maximum inventory demand distribution with accumulated historical in-
formation. Popovic (1987) developed a periodic review model in which the maximum inventory
are determined based on a demand distribution estimated a priori and adjusted a posteriori using
Bayesian inference with accumulated historical information. Initially, the demand rate (λ) is con-
sidered constant and, then, an alternative model is presented for time varying demand rate, given
by

Λ(t) = (k + 1)λ.t.k (2)

• Petrovic’s (1990): Needs to consider subjective aspects such as quality failure modes. Petrovic
claims that the decisions in the spare parts management need to consider subjective aspects in
addition to the traditional data for costs, lead times and demand. They developed an expert
system to manage inventory with the premise that the distribution of the time between failures
of a component follows the exponential distribution (therefore did not consider the cases of early
mortality and aging/wearing). Users estimate the failure rates of components (or classify them in
a subjective scale) and then answer questions about repairability, repair time, cost and criticality
level of components. After inputting and processing data, the user gets the list of recommended lot
sizes and the total expected inventory cost; [4]

• Aronis’ (2004): used the Bayesian model to forecast the demands and determine the single param-
eter B of a base stock model for spare parts. Estimates and failure history of similar items are
used a priori to fit the proper distribution of the demand and then the levels of required inventories
(base level) are calculated; [5]

• Johnston and Boylan’s (1996): Compared forecasting made through exponential smoothing to the
ones made through Crostons method, and concluded that the latter is superior when the average
interval between demands is greater than 1.25 time periods (time bucket). Syntetos and Boylan
(2001) pointed out a bias in the original Croston’s model and proposed a correction that gave rise
to the SBA (Syntetos-Boylan Approximation) model; [6];[7]

• Krever’s Intermittent demand (2005): computes the mean and variance of demand during the
lead time. In their approach, known as Single Demand Approach (SDA), as opposed to the more
traditional Periodic Demand Approach (PDA) with time buckets, three random variables are used:
amounts demanded during the lead-time, time intervals between demand occurrences, and the
lead-time itself. [8];[9]

In the following section is shown the proposed model and concepts to achieve the main contribution
of this paper.

3 Conception of the proposed model

The basic concept of widely-used Croston’s method for demand forecasting, consistent of separating
estimation of intervals between demands of the amounts demanded in each occurrence was used as a
starting point for the proposed model.
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The main difference is that the timeline for demand events is a combination of both preventive main-
tenance date series for an specific equipment and spare part type and unpredicted corrective maintenance
cumulative events time series to adjust previous amount demanded before next preventive maintenance
scheduled event, as shown in Figure 1 below:

Figure 1: Preventive (A), Corrective (B) and Combined (C) maintenance. Conceptual demand forecast
chart for Spare Part Type 1 (D)

As a direct implication of the unpredicted corrective maintenance events, once there is a new event
the demand forecast needs to be adapted with new quantities. The following subsection describes the
mathematical development of this time series.

3.1 Mathematical development of the spare parts inventory model

As represented in Figure 1 (A) and (B), each timeline diagram is a group of (ti, qi) and (t′i, q
′
i) pairs,

whereas ti and t′i represent planned preventive maintenance dates and unpredicted corrective maintenance
events and qi and q′i amount of spare parts planned/needed, respectively. Figure 1 (C) represents a
combined timeline where (A)’s and (B)’s maintenance events are sorted in order of occurrence. An
additional auxiliary variable ∆i is used to represent time intervals between first (ti) and subsequent time
event (ti+1 or t′i+1) and this last one can be whether preventive or corrective.

For timeline consolidation, it is necessary that there must be a last time event, here addressed as T ,
which represents the last preventive maintenance time event for this machine that will require this spare
part or in case the demand forecast is estimated for a lower range, this brings the restriction turned into
the equation

n∑

i=0

∆i =

n∑

i=0

|(ti − t′i−1)| ∴
n∑

i=0

|(ti − t′i−1)| ≤ T (3)

The amounts of spare parts demanded qi and q′i for preventive and corrective maintenance time events,
respectively, and stock levels (in the following equations addressed as variable sp) for demand forecast
are used to formulate the conceptual demand forecast amounts of spare parts. The initial stock levels
for each type of spare part (sp0) is assumed in this paper as an input data from the company and is
chosen according to its own stock policies and limitations (warehouse capacity or size, inventory cost
upper budget limit, supplier lead times, internal or external logistics):

sp(ti) = sp(ti−1) + spe(ti − ti−1) + rq(i) + sp0 (4)

(4) represents the demand forecast as a function of preventive maintenance time series. As an concep-
tual output for the model, Figure 1 (D) presented a chart of the proposed theoretical conceptual demand
forecast function.
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3.2 Economic development of the spare parts inventory model

As previously mentioned in Section 1, the main goal of proposed model is to help companies to make
smarter and quicker decisions for spare parts management, which leads to the main economic goal: costs
reduction. From mathematical model presented on previous subsection, the initial stock levels once
considered as given information were obtained using ABC curve of spare parts unitary costs and ABC
curve of spare parts’ suppliers costs from lower lead times for process critical machines. The decision
to make is which demand forecast scenario delivers the minimum total cost, defined by the objective
function Z = f(qi, q

′
i), where

Zmin = f(qi, q
′
i, kq) = min





n∑

i=0

kq(qi + q′i), when qi 6= q′i

∫ n

i=0

kq.qi di, when qi = q′i

(5)

As a direct implication of (5), it’s also possible to determine the total spare parts inventory cost forecast,
as (5) is defined for each machine and each type of spare part. Considering conceptually a group of 10
machines (auxiliary variable a) and 15 different types of spare parts suitable to all 10 machines (auxiliary
variable b) comes a new objective function Y = f(Z), where

Ymin = f(qi, q
′
i, kqab) = min





10∑

a=0

15∑

b=0

n∑

i=0

kqab(qi + q′i), when qi 6= q′i

∫ 10

a=0

∫ 15

b=0

∫ n

i=0

kqab.qi da db di, when qi = q′i

(6)

3.3 Computer-Based VBA model

Moreover, using VBA programming language, Solverr tool and NeuroXLr neural network add-in for
MicrosoftrExcelr multicriteria decision ended up with the proposed spare parts logistics model user
interface. It contains traceability information regarding each type of spare parts, quality non-conformity
historical data, supplier lead times and all input functions allowing the users to generate reports.

Figure 2: Model user interface

In the next section results regarding real data processing and analysis are presented.

4 Results and discussion

After tests and debugging, reports from proposed model provide optimized demand and cost information
for each type of spare part in preventive maintenance timeline, as shown in Figures 3 (E) and (F)
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respectively, also total inventory cost for chosen plant and the amount of spare parts needed and many
other criteria and filters can be applied to it, which proves to be a powerful tool in time-cost savings and
can be widely used in complex spare parts logistics maintenance systems.

Figure 3: Demand (E) and cost (F) forecast charts using company data

5 Conclusion

This paper intended to present a conceptual model for spare parts management in maintenance systems,
showing its mathematical, economic and computational interfaces and working principles. Confirms how
demanding and urgent the seek for optimization and cost reduction in industrial processes are nowadays.
Future works of this paper are possible, where results can be compared with existing methods for spare
parts management and also opportunities for its improvement.
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Optimization of the Transportation Plan with 
a Multicriterial Programming Method 

Eva Šlaichová1, Eva Štichhauerová2, Magdalena Zbránková3 
Abstract. Environmental policy and corporate social responsibility have become 
very important criteria in considering of performance of the enterprises. 
Transportation is the second largest source of greenhouse gas emissions, in 
particular CO2 and N2O, in the EU, and road transport is so far the largest emission 
source within the transport sector. This article deals with the of best route choice 
decisions on vehicle energy consumption and emission rates for different vehicle 
types using multicriterial linear programming method. The purpose was to find the 
optimal transportation plan so as to simultaneously minimize the fuel consumption 
and the total CO2 emission. The ecologic-economical model is tested on the real data 
of the selected logistical enterprise. The paper also presents general applicability of 
the multicriterial model. From the model results it cannot be implied that the amount 
of emissions produced was directly proportional to fuel consumption, rather the 
contrary.  

Keywords: emission reduction, mathematical modeling, linear programming, 
operation analysis, sustainable development 
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Introduction 
Greenhouse gas emissions and their component CO2 have a significant negative effect on human health and 
negatively effects also the economy of the country. The Czech Republic deals with this urgent problem as many 
other countries in Europe and all over the world. With an increasing worldwide concern for the environment, 
logistics providers and freight carriers have started paying more attention to the negative externalities of their 
operations [4]. The question is whether between the amount of produced emissions and fuel consumption is a 
direct proportion. If so, it would be possible to prove that the environmental and economic aspects are important 
during the provision of transport services. In a number of, mainly small or medium-sized businesses, the 
environmental performance is a result of economic management choices, with little or no regard to their 
environmental impact. Furthermore companies are unlikely to invest in environmental issues unless they come 
under economic or legal pressure [8]. There is also an agreement that strategic decisions should have a larger 
impact on emissions than operative decisions. There is, however, a disagreement on what specific decisions have 
the largest impact, and what those decisions really will lead to regarding environmental impact [3]. 

In the frame of these issues it is possible to use also methods of the operation research, e.g. adaptive 
evolution algorithm [7]. However, linear programming seems to be one of the most efficient techniques because 
it can be used to solve problems dealing also with environmental and ecological topics [9]. The authors of the 
article decided to use two simple assignment models with different objective functions. The next step was to 
compare the results with the multi-objective (multi-criteria) linear programming with the weighted sum of these 
objectives. This article presents the results of the case study from the real logistic company (with modified data) 
focused on comparison of two models, model optimizing the transportation plan while minimizing emissions of 
CO2 and the same model minimizing fuel costs.  
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1 Literature Review 
Over the past two decades, many organizations have taken steps to integrate the principles of sustainability into 
their long and short-term decision-making [1]. At the local and regional levels, a significant portion of freight 
transportation is carried out by trucks, which emit a large amount of pollutants. In the transportation sector 
emissions are dominated by CO2 emissions from burning fossil duele [4]. These cause atmospheric changes and 
climate disruptions which are harmful to the natural and built environments and pose health risks. Environmental 
issues and the inclusion of environmental strategies in strategic thinking are  interesting subjects of investigation 
[13]. Already in 1995 Wu and Dunn discussed logistical decisions in light of their environmental impact [10]. 
Regarding transportation, they highlight three areas with high-environmental impacts, the construction of 
transport networks related to infrastructure and inventory location, the operation of vehicles, including fuel 
choice and the disposal of vehicles.  

As Oberhofer claims, more efficient and reduced use of vehicles, fuel switching, renewable electricity 
and fuels and the use of hydrogen and biomass as transportation fuels should be considered as a means of 
stabilization [8]. On the other hand, Wu and Dunn point out that companies must re-evaluate where facilities are 
located, whom they cooperate with, what technology is used and the whole logistics structure [10]. According to 
the lean management principles environmental friendly logistics structures are characterised by fewer 
movements, less handling, shorter transportation distances, more direct shipping routes and better utilisation. 
However, the business main objective is not the protection of the environment and therefore companies strive 
from within to balance ecology and economy [11]. Therefore as Ghobadian (2006) declares, where cost savings 
can be generated from green practices, green logistics initiatives tend to be applied in the freight transport sector 
[5]. As Demir points out the minimization of the total travelled distance has been accepted as the most important 
objective in the field of vehicle routing and freight transportation [4]. The number, quality and the availability of 
the truck models with lower emmisions have increased considerably recently.  

Most studies in the field of green transportation have focused on a limited number of factors, mainly 
vehicle load and speed. Mainly vehicle speed is shown to be quite important, of course the crucial is to make the 
drivers drive with minimum fuel consumption for a given routing plan. Light vehicles should be preferred over 
medium duty and heavy vehicles. Medium should be also preferred to heavy vehicles if possible. Another point 
is that positive road gradient leads to an increase in fuel consumption. This should be taken into account 
especially in connection with GIS software which can nowadays provide information of the road gradient. 
Besides CO2 emissions pollutants, noise, accidents and environmental damage and other traffic externalities 
could be examined at the local and regional levels. A number of studies focus mainly on the routing aspect of 
green logistics [4]. However, other problems linked to routing presents former reductions in emissions. For 
example, facility location is concerned with locating a set of depots so as to maximize the profit generated by 
providing service to a set of customers. The relocation of a depot may lead to reductions in CO2 emissions [6]. 
Driver working hours should be considered, not only because of labour law requirements, but as well as for the 
acknowledgement of the health hazards arising from demanding workload of some transportation plans. As 
Zhang claims, to enhance the interaction between companies and investors for higher environmental goals 
economic incentives to business-led voluntary initiatives should be used [12].  

2 Optimization of the transportation plan while minimizing emissions of 
CO2 

This part of the contribution contains information about applied methodology, about the structure of the model, 
and the description of data used in the case study. 

2.1 Data and methodology 
This contribution presents the results of the case study on the example of the logistic company. The aim is to 
compare three models. A model optimizing the transportation plan while minimizing emissions of CO2 and the 
same model minimizing fuel costs. The third model is based on multi-criteria evaluation of both factors. The data 
were modified at the request of the company. For a research and data collection, interview method was used.  

Linear programming was applied to set both models because all the constraints can be described by the 
linear equations and inequations. Calculations were processed by the software tool Solver provided by Microsoft 
Excel 2007. 
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2.2 The multi-objective assignment problem – the structure of the model 
The goal is to minimize logistics companies produced a total volume of CO2 emissions per day, while 
minimizing the costs of daily fuel consumption when assigning trucks to routes from the main depot to the target 
depot. The prerequisite is that one day is realized transport on all routes just once. 

The multi-objective assignment problem can be formulated as follows: 

Minimize 
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i

n

j ijij xez
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 i = 1, …, m; j = 1, …, n; m ≥ n  

where (1) the objective function to determine the total CO2 emissions produced per day, and (2) the objective 
function to determine the total cost of the fuel consumption per day, the two criteria are of the minimization type. 

Eij structural factor is the amount of CO2 emissions produced by the i-th vehicle on the route from the main 
depot to depot j-th and back (on the j-th line). Structural coefficient cij is the cost of fuel consumption i-th vehicle 
to the j-th route. 

Logistics company has a number of m trucks with them it provides transport n routes, the number of vehicles 
exceeds the number of available routes. Theoretically there are m * n possible combinations of vehicle and route. 

When assigning cars to routes so that each route was secured by just one car and each car was assigned to no 
more than one route. An obligatory condition (3) indicates that the variable xij can have only two values; it equals 
1 if a car is assigned to depot j and 0 otherwise. 

Assuming that the number of vehicles in the fleet exceeds the number of routes that need to be serviced. For 
fleet logistics company at maximum one car can be assigned to a route between the capital and the target depot. 
Capacity of the fleet can not be exceeded. Thus, no more than one of the variables xij must be for the i-th car 
equal to 1, and this must apply to all vehicles. Line constraints are given in equation (4). 

Each route between the depot and the depot target must be implemented in one car, at least one vehicle must 
be assigned to the route. Thus, just one of the variables xij must be for the j-th route is equal to 1, and this must 
apply to all route. Column constraints are given by equation array (5). 

After application of the principle of aggregation of the objective function to the objective function (1) and (2) 
and the transformation of the original values of structural coefficients eij and ci,j the problem can be solved as a 
normal linear programming (6) under the conditions (3), (4) and (5): 

Maximize 
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where the weight v1 has the relative importance of the criteria of the total volume of CO2 emissions and 
weight v2 indicates the relative importance of the criteria of the cost of the overall fuel consumption coefficients 
and the transformed values of the original structural coefficients eij and cij. 

2.3 The application of the model on the real data 

Necessary information about the composition of the fleet logistics companies are contained in Table 1. This is a 
truck with a maximum load  between 15–19 m3. Limitation in the case of vehicles B13 is the maximum length of 
the route without refueling (CNG), suggesting that it can be assigned only to routes within a distance of 400 km.  
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Type of the truck* 

Identific
ation of 

the truck 
Bi 

Year of 
producti

on 

Emissions in 
CO2 [g/km] 

Consumption of fuel 
[l/km]* 

Renault Master 2.8 DTI B1 1999 287 0.108 
Fiat Ducato Maxi 2.8 JTD B2 2002 235 0.072 
Mercedes-Benz Sprinter 308 CDI  B3 2004 282 0.107 
Fiat Ducato 33 Multijet 120 L3H2 B4 2007 218 0.082 
Mercedes-Benz Sprinter 315 CDI B5 2009 252 0.104 
Fiat Ducato 2.3 JTD 17H L4H3 Maxi B6 2012 225 0.085 
Renault Master 2.8 DTi B7 2012 215 0.081 
Iveco Daily 35S15V Euro 5 B8 2013 187 0.094 
Mercedes-Benz Sprinter 319 CDI B9 2014 205 0.078 
Mercedes-Benz Sprinter 313 D Blue Efficiency + B10 2014 195 0.075 
Mercedes-Benz 319 CDI B11 2014 207 0.080 
VW LT35 - MAXI JUMBO  B12 2003 254 0.103 
Fiat Ducato 3.0 Natural Power  CNG L2H2 B13 2011 239 0.088** 
* estimated combined consumption in v litres per 1 km 
** consumption of gas CNG in kg per 1 km 

Table 1 Volume of emmisions CO2 and consumption of fuel regarding the type of the truck 

Final Depot Route Aj Length of the route [km] 
Ústí nad Labem A1 214 
Olomouc A2 526 
Hradec Králové A3 250 
Ostrava A4 708 
Brno A5 376 
Plzeň A6 224 
České Budějovice A7 268 
Liberec A8 242 
Chodov (KV) A9 324 
Jihlava A10 226 
Velké Přílepy + Praha 10* A11 126 (tj. 92+34) 
* two routes are secured by one vehicle 

Table 2 Length of the route between main depot in Modletice and final depots outward journey included 

Structural factors eij of the objective function z1 (1) were obtained by multiplying the volume of CO2 
emissions i-th vehicle g/km (see Table 1) and the path length between the depot and the j-th depot in km (see 
Table 2). 

Due to the fact that the fleet is made up of both diesel trucks, as well as one-consuming CNG, consumption 
was converted into monetary terms. For this purpose, the price of 1 liter of diesel was set at CZK 32 and the 
price of 1 kg of CNG gas CZK 26. 

Structural coefficients cij from the objective function z2 (2) were obtained by multiplying the monetary value 
of consumption fuel i-th vehicle CZK/km (see Table 1) and the length of the j-th km route (see Table 2). 

An exception in the matrix of prices are coefficients e13,2 and e13,4. To avoid assigning vehicles B13 routes to 
relevant depots Olomouc and Ostrava, distant from the main depot Modletice more than 400 km, the authors 
(Burkard et al., 2012)  recommend to replace the original value with an extraordinary high value – there 999,999 
(g or CZK). In the case of multi-criteria evaluation which work with the transformed values after conversion, 
additional equating coefficients are indigenous to the structural coefficients range from 0 to 1. 

In the case study, the question of determining the exact weights of the criteria has not been addressed. 
Optimization was performed for the situation when two criteria are considered as important (e.g. the application 
of multi-criteria evaluation during the same values scales, where v1 = v2 = 0.5), and in extreme situations where it 
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is important to only one or only the second criterion (e.g. monocriterial optimization, where v1 = 1 and v2 = 0, 
and vice versa). 

3 Discussion of the results 
The total cost of fuel consumption per day in a situation that the vehicles are assigned to routes with respect to 
the requirement for a minimum total volume of produced CO2 is CZK 9,329, which is 4.29 % (CZK 384) more 
than cost-optimal combination. 

Total daily volume of CO2 emissions in a situation where the company respects the requirement for 
minimum consumption costs, is 766,062 g, which is about 3.77 % (27,800 g) than the combination of vehicles 
minimizing CO2 emissions. If the vehicles are assigned to routes based on current optimization of the two 
criteria, the total daily volume is 749,190 grams of CO2 emissions and total cost of consumption of fuel is CZK 
9,031 per day. 

Destination Depot Route 

Cars assigned to minimize: 

both objectives 
together 

total CO2 emissions 
per day 

total cost of the 
consumption per 
day 

Ústí nad Labem A1 B12 B5 B12 
Olomouc A2 B9 B10 B10 
Hradec Králové A3 B7 B4 B7 
Ostrava A4 B10 B8 B2 
Brno A5 B11 B9 B13 
Plzeň A6 B6 B13 B8 
České Budějovice A7 B13 B7 B11 
Liberec A8 B4 B6 B4 
Chodov (KV) A9 B2 B11 B9 
 Jihlava A10 B8 B2 B6 
Velké Přílepy + Praha 10 A11 B5 B12 B5 
(unused car)  B1 B1 B1 
(unused car)   B3 B3 B3 
The total volume of CO2 
emissions per day  

749,190 g 738,262 g 766,062 g 

The total cost for fuel 
consumption per day   

CZK 9,031 CZK 9,329 CZK 8,945  

Table 3 Comparison of the models 

          The result of this article is an optimization of the transportation plan regarding important side effects, 
namely CO2 emissions and fuel consumption. The contributions of this article are description of the model 
including the factors of the fuel consumption and CO2 emissions into existing planning methods for vehicle 
routing, introduction of multicriterial integer programming formulations that minimizes a fuel consumption. The 
possible limitation of the research is that the model does not include labor costs and emission costs are not 
expressed as a function of load, speed and other parameters. 

Results of the model analysis based on real data came to the following important conclusion. Within 
minimizing emissions from the cost perspectives also other factors should be taken into account, e.g. labor costs. 
Another point is that use of fewer vehicles generally implies a lower fuel consumption and a higher utilization 
rate of the vehicle capacity. Heavy vehicles typically generate more emissions at low speed than medium 
vehicles. Medium vehicles produce significantly low emissions under the same operational conditions, so it 
indicates that more low-emitting vehicles should be assigned to lower-speed routes.   

As it can be also concluded, significant improvements in air quality and energy consumption are 
achievable by educating drivers [2]. Economical driving in addition to fuel economy carries even further: it is 
possible to calculate the savings of brakes, tires, clutch, etc. Safe and defensive driving style, which is linked to 
the driver's ability to anticipate and deal with crisis situations, eventually to avoid them, can translate even in 
lower accident rates and other related benefits, e.g. insurance, liability. It follows that drivers should learn the 
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rules of economic and defensive driving and should be encouraged to respect them. In the case of achieving fuel 
savings, financial award can be offered to them in a certain amount for a certain periods. 

From the model results it cannot be implied that the amount of emissions produced was directly 
proportional to fuel consumption, rather the contrary. Although according to the results, between low emissions 
and costs can be find a positive relationship. If the company prefer vehicles that have lower emissions for longer 
transport routes, it is possible to reduce overall emissions, thereby reducing the carbon. As indicated by the 
results, a vehicle that was not deployed to transportation were not meeting the requirements of EURO II and III 
Those vehicles were produced before 2004 and their emissions are among the highest (more than 280 g per 
kilometer). At the same time, these vehicles have the highest consumption (Table 1), so that even when selecting 
the vehicles to minimize the total cost of the fuel consumption, these vehicles would not be put into operation as 
well. From this perspective, it is worth considering a further economic evaluation of whether it would be 
economically and environmentally efficient to replace the "outdated" new vehicles that fulfill stricter emission 
standards for pollutants EURO VI. 

Conclusion 
Road freight transportation is essential for the economic development, but it  emissions of CO2 are harmful to the 
environment and to human health. For many logistic companies the planning of transportation activities has 
mainly focused on cost minimization. However by minimizing high emitting driving behavior, air quality can be 
improved significantly. The article has compared models that have been developed in order to optimize the fuel 
consumption and greenhouse gas emissions associated with road freight transportation. When comparing the 
modeled results data from the selected logistic company were used.  
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Similarity of Stock Market Series Analyzed

in Hilbert Space

Jakub Šnor1

Abstract. Time series from stock markets exhibit various types of fluctua-
tions and can be studied as samples from unknown n-dimensional distribution.
The main question behind the paper is how to recognize similar stocks or sim-
ilar time periods of their history. Whenever current stock segment is similar
to another former one of the same stock or the other, the investment strategy
should be also similar. Similarity measure is built in Hilbert space of infinite
dimension as follows.
Parzen estimate of probability density function was used to obtain scalar prod-
ucts of stock segment pairs. This product and corresponding metrics were
expressed analytically as double sum over segment items to enable the use of
Principal Component Analysis, Cluster Analysis and Self-Organized Maps for
the description of stock similarities and differences. Mathematical formulation
of similarity task and analytic calculations are results of my original research
work.
General principle is demonstrated on real stocks of leading IT companies in
the period 2009-2015. Both PCA and SOM enable to visualize the similarities
in infinite Hilbert space. All the calculations were performed in the Matlab
environment.

Keywords: Hilbert space, self-organization, Parzen estimate, stock market,
time series, market similarities.

JEL classification: G11
AMS classification: 91B84

1 Introduction

Every decision process is based on knowledge of actual state of given object. Object similarities can help
to improve the quality of decisions. In the particular case of stock market operations, the time series
of price history are good source of supporting information. Using sliding windows we can convert the
problem to investigation of statistical sample similarities. Resulting task is also complex but it should
be solved using Parzen estimate [7] of probability density function and data processing in Hilbert space
[13]. My original research work consists of novel method how to calculate the dot product of probability
density function estimates which is based on statistical sample analysis. It is useful not only for distance
and similarity measurement but also for self-organization. This paper is continuation of my previous
work [10] which was focused on Kernel Principal Component Analysis (KPCA), Cluster Analysis (CA)
and Self-Organized Mapping (SOM) in Hilbert space of infinite dimension.

2 Sample Description

Let M ∈ N be the length of a sequence and an > 0 the value of the sequence for n = 1, . . . , M . Then the
sequence is traditionally described as {an}M

n=1. Sequence can be also described by logarithmic differences
of neighboring values defined as

zk = ln
ak+1

ak
(1)

for k = 1, . . . , M − 1.

1Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering, Břehová 7, Praha 1, 115 19,
Czech Republic, snorjaku@fjfi.cvut.cz
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The sequence can be also cut to smaller sub-sequences. Then we can apply sliding window of given
length l to {zk}M−1

k=1 and obtain vectors xk = (zk, . . . , zk+l−1) for k = 1, . . . , M − l. Segment can be
described as statistical sample X = (x1, . . . ,xN ) where N ∈ N, N = M − l.

In this paper, we analyze stocks of different IT companies. The main goal is to compare the stock
states of various titles. The subject of comparison are two statistical samples x and y. We can compare:

• two segments of different length of the same stock;

• two segments of different length of different stocks;

• two segments of different period of the same stock;

• two segments of different period of different stocks.

The comparison of two segments of different stocks may be used to identify stocks which values are
developing with the similar rate. Analyzing two segments of different length may serve to discover two
stocks that are behaving similarly but with different speed (for example mobile industry is growing way
faster than was computer industry one decade ago). Studying stock in different time period will most
probably discover stocks with some seasonal development or it may help with prediction how one stock
will develop based on the previous development of the same stock or different one. As a special case we
may analyze the full period of two different stocks as well.

3 Parzen Estimate in Hilbert Space

Let N ∈ N be number of observations and h > 0 be the bandwidth parameter. Let ||x|| be Euclidean
norm of sample x of dimension n ∈ N. Then Parzen Estimate [7] is defined as

f(x) =
1

(2π)n/2hnN

N∑

k=1

exp

(
−||x − xk||2

2h2

)
(2)

This estimate is consistent for
lim

N→∞
h = 0 (3)

lim
N→∞

Nhn = +∞ (4)

Traditionally, the parameter h is chosen according to the number of observations N . We set

h = h0N
−α (5)

for h0 > 0 and α ∈ (0, n−1).

The investigation in Hilbert Space is based on dot product existence. In our case we calculate dot
product of probability distribution functions as

(f|g) =

∫

Rn

f(x)g(x)dx. (6)

Using Parzen estimate from samples x, y of density f, g with length Nf , Ng we obtain

(f|g) =
1

(2π)nhfhgNfNg

Nf∑

k=1

Ng∑

j=1

∫

Rn

exp

(
−||x − xk||2

2σ2

)
dx (7)

where hf = h0N
−α
f , hg = h0N

−α
g . After the integration in Rn resulting formula is obtained as

(f|g) =
1

(2π)n/2σnNfNg

Nf∑

k=1

Ng∑

j=1

exp

(
−||xk − yj ||2

2σ2

)
(8)
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where

σ = h0

√
N−2α

f + N−2α
g (9)

In this case α = 1/2n is recommended in the middle of its acceptable range. The parameter h0 will be
subject of investigation. The product (f|g) of densities f(x), g(x) in infinite dimensional Hilbert Space
will be directly used for PCA calculations and adequate metrics [10]

d(f, g) =
√

(f|f) + (g|g) − 2(f|g) (10)

is used as distance in cluster analysis and SOM learning.

4 Cluster Analysis in Hilbert Space

Let M, H ∈ N be number of patterns from Hilbert space and given number of clusters. Pattern set is
then S = {xk ∈ H : k = 1, . . . , M}. Traditional batch clustering [3] is driven by partition vector [4]
p = (p1, . . . pM ) ∈ {1, . . . , H}M . Cluster Cj ⊂ S is defined as Cj = {xk ∈ S : pk = j}. The clusters
C1, . . . , CH represent partition of S as trivial to verify. For non-empty cluster Cj we define weight for
pattern k as wk = 1/card(Cj). Partition quality Q(p) is defined [12] as

Q(p) =

H∑

j=1

∑

k∈Cj

||xk − tj ||2 (11)

where tj is centroid of Cj . After small rearrangement we directly obtain

Q(p) =

H∑

j=1

card(Cj)
∑

k∈Cj

wj,k||xk − tj ||2 =

H∑

j=1

qj (12)

where qj is quality of cluster Cj calculated according [10] as

qj = card(Cj)

card(Cj)∑

k=2

k−1∑

l=1

wj,kwj,l||xk − xl||2. (13)

General aim of batch cluster analysis is to obtain optimum clustering (partition) driven by partition
vector popt ∈ argminQ(p). According to [1], optimum clustering is NP-hard task in Euclidean space
which is special case of finite Hilbert space. Therefore, optimum clustering in Hilbert space is also NP-
hard one. In this case, trivial defense against resignation is the application of any optimization heuristics
(K-means [12], Simulated Annealing (SA) [2], Fast Simulated Annealing (FSA) [9], Integer Cuckoo Search
(ICS) [5] based on integer Lévy flights [11], Steepest Descent (SD) [8] or Random Descent (RD) [6].

5 Self-Organized Mapping in Hilbert Space

SOM structure and learning strategies were widely discussed in [3]. We are focused on batch learning and
our main motivation is in adapting the main principles of SOM learning in metric space [4] to general
Hilbert space. Let N be a non-empty set of vertices (nodes). Let

R ⊂
(N

2

)
(14)

be a set of edges (relations). Then the pair G = 〈N , R〉 is an undirected connected graph which typically
represents the topology of SOM [3]. The number of output nodes H = card(N ). Let d∗ : N × N → N0

be a vertex distance in the graph of SOM. Then M = 〈N , d∗〉 is a metric space over the SOM. The
maximum value of the vertex distance over N ×N is called diameter D of the SOM. The SOM in Hilbert
space is a function SOM : S → N , while the SOM learning is an algorithm of the SOM function design
according to the set of patterns S [4].

Batch learning of SOM in Hilbert space H is also driven by vector p = (p1, . . . pM ) ∈ {1, . . . , H}M

which places patterns from S ⊂ H into nodes from N of given SOM graph. Novel penalization strategy
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is based on weighted centroids around individual SOM nodes and corresponding centroid quality. When
the pattern is placed into investigated node, its weight is maximum possible but when it is placed in node
neighborhood the weight is function of d∗ according to formula

wi,k =
χ(d∗(i, pxk

))
∑M

j=1 χ(d∗(i, pxj ))
(15)

where characteristics χ : {0, . . . , D} → R+ is non-increasing function satisfying χ(0) = 1, χ(D) ∈ (0, 1).
In the case of batch SOM learning [3], only direct neighbors are involved in centroid calculations with
full weight. Therefore, χ(d∗) = 1 for d∗ ≤ 1 and χ(d∗) = 0 otherwise.

The other characteristics are also useful as:

• rectangular with characteristics χ(d∗) = I(d∗ ≤ R),

• Gaussian with characteristics χ(d∗) = exp

(
− 1

2

(
d∗

R

)2
)

,

• Exponential with characteristics χ(d∗) = exp
(
− d∗

R

)
,

• Cauchian with characteristics χ(d∗) =

(
1 +

(
d∗

R

)2
)−1

where R > 0 is learning radius. Gaussian characteristics is frequently used in traditional Kohonen SOM
learning and should be preferred also in this method.

As seen from (15) the weights wi,k are well defined and positive satisfying

M∑

k=1

wi,k = 1, for all i = 1, . . .H (16)

which represents node views to given data set S. SOM quality is then defined as a sum of node view
penalizations according to formula

S(p) =

H∑

i=1

si (17)

where si is ”cluster” quality with weights wi,k for given node i according to (13). The main difference
between cluster analysis and SOM in Hilbert space is in interaction among patterns from various nodes.
SOM partition is formally the same as clustering partition but the influence of any pattern overcome its
node limitations. Therefore, SOM learning is just integer minimization of S(p) for given pattern set S.

This task is similar to optimum clustering. General integer minimization heuristics (SA, FSA, ICS,
SD, RD) can be employed again. Alternative way is to modify K-means heuristic without necessity
of node centroid calculations. Novel heuristics of SOM learning in Hilbert space begins with random
partition p. The main loop performs SOM partition revisions till penalization S(p) decreases as follows:
For every pattern xk ∈ S and every node i we calculate d(xk, ti) where ti is hidden centroid of Ci around
node i. New pattern position in SOM is then given by formula pk ∈ argmini=1,...,H d(xk, ti).

6 Application to Stock Indexes

The proposed method was tested on data from stock markets1 since 2nd January 2009 to 22nd March
2016 of 10 popular IT companies: Adobe Systems (ADO), Apple Computer (APP), Amazon.com (AMA),
Advanced Micro Devices Inc. (AMD), Autodesk Inc. (AUT), Cisco Systems Inc. (CIS), Computer
Sciences Corporation (CSC), Intel (INT), Microsoft (MIC) and Yahoo! (YAH). Each time series contained
1824 values. For each two neighboring values was computed logarithmic difference according to (1)
reducing its length by one and then the sliding window of length 10 was applied. After this data pre-
processing, the scalar product of each time series pair was computed.
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Figure 1 Kernel Principal Component Analysis and Cluster Analysis markers of stocks

Kernel Principal Component Analysis with kernel K(x, y) = (x|y) was used as referential method and
its results were mapped into two-dimensional space. Two dimensions were chosen for easy comparison
with planar SOM. The results of 2D KPCA are depicted on Fig. 1.

Cluster analysis into three clusters was used as the second referential method. Steepest descent
heuristic with random initial point was used for finding the minimum of (12). Stocks ADO, AMA, AUT,
and YAH formed the first cluster performed as black dots in Fig. 1. The second cluster consists of stocks
APP, CIS, CSC, INT and MIC as dark grey dots. The third cluster contained only stock AMD as light
grey point in the same image.

The stock market data was finally self-organized by presented algorithm and compared with referen-
tial methods. Due to small number of stock titles, hexagonal topology of SOM with seven nodes and
traditional Gaussian repulsion function with the radii R = 1.5 and R = 7.5 were applied to the same
data. The steepest descent heuristic was again used for the minimization (17). The results are depicted
on Fig. 2. As seen, smaller repulsion brought results similar to KPCA, while higher repulsion formed
structure similar to CA. Therefore, the novel method is able to make compromise between two traditional
analytic approaches.

1http://www.wessa.net/stocksdata.wasp
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Figure 2 Self-Organized Mapping for R = 1.5 (left) and R = 7.5 (right)

7 Conclusion

Novel method of SOM in Hilbert space was used for self-organization of statistical samples. This technique
enables to analyze stock market states as demonstrated on IT company stocks. The novel method is a
compromise between Principal Component Analysis and Cluster Analysis. The proposed method together
with hexagonal topology of SOM is a general tool for stock market analysis but the choice of pre-processing
parameters l, σ and SOM parameters R, H is essential and will be subject of future research.
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The role of distance and similarity in Bonissone’s

linguistic approximation method – a numerical study

Tomáš Talášek1, Jan Stoklasa2, Jana Talašová3

Abstract. Linguistic approximation is a common way of translating the out-
puts of mathematical models in the expressions in common language. These can
then be presented to decision makers who have difficulties with interpretations
of numerical outputs of formal models as an easy-to-understand alternative.
Linguistic approximation is a tool to stress, modify or effectively convey mean-
ing. As such it is an important yet neglected area of research in management
science and decision support.

During the last forty years a large number of different methods for linguistic ap-
proximation were proposed. In this paper we investigate in detail the linguistic
approximation method proposed by Bonissone (1979). We focus on its perfor-
mance under different “fit” measures in its second step - we consider various
distance and similarity measures of fuzzy sets to choose the most appropriate
linguistic approximation. We conduct a numerical study of the performance of
this linguistic approximation method, present its results and discuss the impact
of a particular choice of a “fit” measure.

Keywords: Linguistic approximation, two-step method, fuzzy number, dis-
tance, similarity.

JEL classification: C44
AMS classification: 90B50, 91B06, 91B74

1 Introduction

In practical applications of decision support models that employ fuzzy sets it is often necessary to be
able to assign a linguistic label (from predefined linguistic scale) to a fuzzy set (usually obtained as an
output of some mathematical model). This process is called linguistic approximation. The main reason
for applying linguistic approximation is to “translate” (abstract/formal) mathematical objects into the
common language (recent research also suggests that the ideas of linguistic approximation can be used
e.g. for ordering purposes - see [7]). This way the outputs of mathematical models can become easier to
understand and use for the decision-makers. The process of linguistic approximation involves the selection
of the best fitting linguistic term from a predefined term set as a representative of the given mathematical
object (fuzzy set). Obviously, since the set of linguistic terms is finite (and usually contains only a few
linguistic terms), the process distorts the actual output of the mathematical model to some extent (add
or decrease uncertainty, shift the meaning in the given context etc. - hence approximation). The key to a
successful linguistic approximation is to find an appropriate tradeoff between understandability and loss
(distortion) of information (see e.g. [10, 6]). Linguistic approximation relies in many cases on distance
and similarity of fuzzy sets, on the subsethood and the differences in relevant features of the output to
be approximated and the meaning of its approximating linguistic term.

In this paper we focus on the Bonissone’s two-step method for linguistic approximation [1], since it
combines the idea of semantic similarity with the requirement of the closeness of meaning. In the first
step, the method preselects a given amount of linguistic terms, that embody the semantic best fit (based
on a specified set of features). In the second step the linguistic term whose meaning is the closest based on
some distance/similarity measure is selected. We investigate the role of distance/similarity measure in the

1Palacký University, Olomouc, Kř́ıžkovského 8, Olomouc, Czech Republic and Lappeenranta University of Technology,
Skinnarilankatu 34, Lappeenranta, Finland, tomas.talasek@upol.cz

2Palacký University, Olomouc, Kř́ıžkovského 8, Olomouc, Czech Republic, jan.stoklasa@upol.cz
3Palacký University, Olomouc, Kř́ıžkovského 8, Olomouc, Czech Republic, jana.talasova@upol.cz
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second step of this method and on a numerical study we compare the performance of the Bhattacharyya
distance suggested by Bonissone with the dissemblance index distance measure and two fuzzy similarity
measures. Based on the results of a numerical study we analyze what features employed in the first
step (namely position and uncertainty - the same features employed by Wenstøp [9] in his method) are
emphasized and which are distorted by each of the distance/similarity measures. This way the paper
strives to contribute to the scarce body of research on good practices in linguistic approximation.

2 Preliminaries

Let U be a nonempty set (the universe of discourse). A fuzzy set A on U is defined by the mapping
A : U → [0, 1]. For each x ∈ U the value A(x) is called a membership degree of the element x in the
fuzzy set A and A(.) is called a membership function of the fuzzy set A. Ker(A) = {x ∈ U |A(x) = 1}
denotes a kernel of A, Aα = {x ∈ U |A(x) ≥ α} denotes an α-cut of A for any α ∈ [0, 1], Supp(A) = {x ∈
U |A(x) > 0} denotes a support of A.

A fuzzy number is a fuzzy set A on the set of real numbers which satisfies the following conditions:
(1) Ker(A) 6= ∅ (A is normal); (2) Aα are closed intervals for all α ∈ (0, 1] (this implies A is unimodal);
(3) Supp(A) is bounded. A family of all fuzzy numbers on U is denoted by FN (U). A fuzzy number
A is said to be defined on [a,b], if Supp(A) is a subset of an interval [a, b]. Real numbers a1 ≤ a2 ≤
a3 ≤ a4 are called significant values of the fuzzy number A if [a1, a4] = Cl(Supp(A)) and [a2, a3] =
Ker(A), where Cl(Supp(A)) denotes a closure of Supp(A). Each fuzzy number A is determined by
A =

{
[a(α), a(α)]

}
α∈[0,1], where a(α) and a(α) is the lower and upper bound of the α-cut of fuzzy

number A respectively, ∀α ∈ (0, 1], and the closure of the support of A Cl(Supp(A)) = [a(0), a(0)]. A
union of two fuzzy sets A and B on U is a fuzzy set (A ∪ B) on U defined as follows: (A ∪ B)(x) =
min{1, A(x) +B(x)}, ∀x ∈ U .

The fuzzy number A is called linear if its membership function is linear on [a1, a2] and [a3, a4]; for
such fuzzy numbers we will use a simplified notation A = (a1, a2, a3, a4). A linear fuzzy number A is
said to be trapezoidal if a2 6= a3 and triangular if a2 = a3. We will denote triangular fuzzy numbers
by ordered triplet A = (a1, a2, a4). More details on fuzzy numbers and computations with them can be
found for example in [2].

Let A be a fuzzy number on [a, b] for which a1 6= a4. Then A could be described by several real
number characteristics, such as cardinality : Card(A) =

∫
[a,b]

A(x)dx; center of gravity : COG(A) =∫
[a,b]

xA(x)dx/Card(A); fuzziness: Fuzz(A) =
∫
[a,b]

S(A(x))dx, where S(y) = −y ln(y)− (1− y) ln(1− y)

and skewness: Skew(A) =
∫
[a,b]

(x− COG(A))3A(x)dx.

A fuzzy scale on [a, b] is defined as a set of fuzzy numbers T1, T2, . . . , Ts on [a,b], that form a Ruspini
fuzzy partition (see [5]) of the interval [a, b], i.e. for all x ∈ [a, b] it holds that

∑s
i=1 Ti(x) = 1, and

the T ’s are indexed according to their ordering. A linguistic variable ([11]) is defined as a quintuple
(V, T (V), X,G,M), where V is a name of the variable, T (V) is a set of its linguistic values (terms),
X is an universe on which the meanings of the linguistic values are defined, G is an syntactic rule for
generating the values of V and M is a semantic rule which to every linguistic value A ∈ T (V) assigns
its meaning A = M(A) which is usually a fuzzy number on X. Linguistic variable (V, T (V), X,G,M) is
called a linguistic scale on [a, b] if X = [a, b], T (V) = {T1, . . . , Ts} and M(Ti) = Ti, i = 1, . . . , s form a
fuzzy scale on [a, b]. Terms Ti, i = 1, . . . , s are called elementary terms. Linguistic scale on [a, b] is called
extended linguistic scale, if besides elementary terms contains also delivered terms in the form Ti to Tj
where i < j, i, j ∈ {1, . . . , n} and M(Ti to Tj) = Ti ∪ Ti+1 ∪ · · · ∪ Tj .

3 Bonissone’s two step method for linguistic approximation

Bonissone’s two step approach for linguistic approximation [1] was proposed in 1979. In contrast to the
majority of linguistic approximation approaches, Bonissone suggested to split the process into two steps
– in the first step the set of suitable linguistic terms for the approximation of a given fuzzy number is
found (this “pre-selection step” is done based on the semantic similarity), then in the second step the
most appropriate term for the linguistic approximation is found from this set of suitable linguistic terms.

In the pre-selection step the set P = {Tp1 , . . . , Tpk} of k (k ≤ s) suitable linguistic terms from T (V)
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is formed in the way that the meaning of these pre-selected terms are similar to the fuzzy set O (an
output of a mathematical model to be approximated) with respect to four characteristics (cardinality,
center of gravity, fuzziness and skewness). These characteristics are assumed to capture the semantic
value of a fuzzy set used to model the meaning of a linguistic term. The semantic value of a fuzzy set
on a given universe can thus be represented by a quadruple of real numbers (values of 4 features in
four-dimensional space). Let A be a fuzzy set on [a, b]. Then the respective characteristic quadruple is
denoted as (a1, a2, a3, a4) where a1 = Card(A), a2 = COG(A), a3 = Fuzz(A) and a4 = Skew(A).

Let the fuzzy set O on [a, b] be an output of a mathematical model that needs to be linguistically
approximated by one linguistic term from the set T (V) = {T1, . . . , Ts}. T (V) is a linguistic term set of a
linguistic variable (V, T (V), [a, b], G,M), such that Ti = M(Ti), i = 1, . . . , s are fuzzy numbers on [a, b].
Linguistic terms {T1, . . . , Ts} are ordered with respect to the distance of their characteristic quadruples
from the characteristic quadruple of O. The ordered set N = (Tp1 , . . . , Tps) is thus obtained, such that
d(Tp1 , O) ≤ d(Tp2 , O) ≤ · · · ≤ d(Tps , O) where

d(Tpi , O) =

4∑

j=1

wj |tjpi − oj |, i = 1 . . . , s, (1)

and wj , j = 1, . . . , 4 are normalized real weights (i.e.
∑4
j=1 wj = 1, wj ≥ 0, j = 1, . . . , 4). The choice of

weights is usually left with the user of the model and some features could be even optional. Wenstøp [9]
for example proposed (in his method for linguistic approximation) to use only two features – cardinality
(uncertainty) and center of gravity (position). First k linguistic terms (the parameter k is specified by
the decision maker) from the ordered set N are stored in the set P and the pre-selection step is finished.

In the second step, the linguistic approximation TO ∈ P of the fuzzy set O is computed. The fuzzy
set TO = M(TO) is computed as

TO = arg min
Tpi∈P

d1(Tpi , O) (2)

using the modified Bhattacharyya distance:

d1(A,B) =
[
1−

∫

U

(A∗(x) ·B∗(x))1/2dx
]1/2

, (3)

where A∗(x) = A(x)/Card(A(x)) and B∗(x) = B(x)/Card(B(x)). This way the linguistic term TO is
found as the closest linguistic approximation among the pre-selected linguistic terms.

The Bhattacharyya distance (3) can be substituted by different distances or similarity measures1 of
fuzzy numbers – this step will, however, modify the behaviour of the linguistic approximation method.
In the next section the following distance and similarity measures of fuzzy numbers are considered:

• A dissemblance index (introduced by Kaufman and Gupta [4]) of fuzzy numbers A and B is defined
by the formula

d2(A,B) =

∫ 1

0

|a(α)− b(α)|+ |a(α)− b(α)| dα, (4)

• A similarity measure (introduced by Wei and Chen in [8]) of fuzzy numbers A and B is defined by
the formula

s1(A,B) =
(

1−
∑4
i=1 |ai − bi|

4

)
· min{Pe(A), P e(B)}+ min{hgt(A),hgt(B)}

max{Pe(A), P e(B)}+ max{hgt(A),hgt(B)} , (5)

where Pe(A) =
√

(a1 − a2)2 + (hgt(A))2 +
√

(a3 − a4)2 + (hgt(A))2 + (a3− a2) + (a4− a1), Pe(B)
is defined analogically

• A similarity measure (introduced by Hejazi and Doostparast in [3]) of fuzzy numbers A and B can
be defined by the formula

s2(A,B) =
(

1−
∑4
i=1 |ai − bi|

4

)
· min{Pe(A), P e(B)}

max{Pe(A), P e(B)} ·
min{Ar(A), Ar(B)}+ min{hgt(A),hgt(B)}
max{Ar(A), Ar(B)}+ max{hgt(A),hgt(B)} , (6)

where Ar(A) = 1
2hgt(A)(a3 − a2 + a4 − a1), Ar(B) is defined analogically and Pe(A) and Pe(B)

are computed identically as in the previous method.

1In the case of similarity measure the arg min function in the formula (2) must be changed to arg max function.
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4 Numerical experiment

We restrict ourselves for the purpose of this paper to the linguistic approximation of triangular fuzzy
numbers. We assess the performance of the distance measures d1 and d2 and of the two similarity mea-
sures s1 and s2 in the context of Bonisonne’s linguistic approximation method by the following numerical
experiment. We randomly generate 100 000 triangular fuzzy numbers on [0, 1] to be linguistically approx-
imated (denoted {O1, . . . , O100000}) and compute their cardinalities {o11, . . . , o1100000} and their centers of
gravity {o21, . . . , o2100000}. We assume that for all these generated fuzzy numbers the hypothetical result of
the first phase of Bonisonne’s method is the set of linguistic terms P = {Tp1 , . . . , Tpk} - in our numerical
study this set is the linguistic term set of an extended linguistic scale constructed from a uniform Ruspini
fuzzy partition of the universe [0, 1] with 5 triangular fuzzy numbers. This way we obtain the linguistic
term set P = {Tp1 , . . . , Tp15}, the meanings of these linguistic terms are {T1, . . . , T15}, with cardinalities
{t11, . . . , t115} and centers of gravity {t21, . . . , t215}. Using each distance and similarity measure we find the
linguistic approximation of each generated output applying the second step of Bonisonne’s method - this
way we obtain {T d1O1

, . . . , T d1O100000
}, {T d2O1

, . . . , T d2O100000
}, {T s1O1

, . . . , T s1O100000
} and {T s2O1

, . . . , T s2O100000
} as the

linguistic approximations of the generated triangular fuzzy numbers using d1, d2, s1 and s2 respectively.

Figure 1 plots the cardinalities of the approximated fuzzy numbers (horizontal axis) against the cardi-
nality of the meaning of the respective linguistic approximation for all the distance/similarity measures.
We can clearly see from the plots, that all four measures provide linguistic approximations with both
higher cardinality (points above the main diagonal) and with lower cardinality. It, however, seems, that
higher cardinality case is more frequent (points in the left upper corner of the plots). This can be reason-
able, since even in common language we tend to use super-categories to generalize the meaning. In all
the methods it is possible to also get a linguistic approximation with a lower cardinality (i.e. the meaning
of the linguistic approximation is less uncertain than the original output of the model). Note, that since
we have generated triangular fuzzy numbers on [0, 1], the maximum possible cardinality of any generated
fuzzy number was 0.5. The Bhattacharyya distance is the only one from the investigated measures, that
provides very highly uncertain approximations. This behavior could be tolerated only if the reason for
the addition of uncertainty is the tendency of the measure to achieve a linguistic approximation that is
more general than the approximated fuzzy set. Table 1 summarizes in how many cases the kernel of the
resulting linguistic approximation is a superset of the kernel of the approximated results - in these cases
the “typical representatives” of the output are also the “typical representatives” of the approximated
linguistic term. We can see that Bhattacharyya distance focuses on this aspect much more than the
other investigated methods.

The situation for the centers of gravity is summarized analogically in Figure 2. Here the desired state
can be no presence of a systematic bias of the approximation. This corresponds with the points being
close to the main diagonal in the respective plot, or evenly distributed to the left and to the right. We
can see that with respect to this requirement the Bhattacharyya distance performs rather well. Both
similarities perform in most cases in the following way: i) in case of lower centers of gravity of the
approximated result they shift the center of gravity of the meaning of the linguistic approximation lower
than the original center of gravity of the approximated results, ii) in case of higher centers of gravity of the
approximated result they shift the center of gravity of the meaning of the linguistic approximation higher
than the original center of gravity of the approximated results. Similarities seem to have an amplifying
effect on the center of gravity - shifting the center of gravity to the endpoints of the universe. This can
be a desirable property in cases, when such an amplification of meaning is needed.

k d1 d2 s1 s2
Card{Oi|Ker(Oi)⊆Ker(Tk

Oi
),i=1,...,100000}

100000 0.2868 0.1559 0.1778 0.1632

Table 1: The relative count of cases when the Ker(Oi) ⊆ Ker(T kOi
), k ∈ {d1, d2, s1, ss2} out of the

given 100 000.

5 Conclusion

In the paper we have investigated the role of different distance and similarity measures of fuzzy numbers
in the second step of Bonissone’s linguistic approximation method. We focused on the cardinality and
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Figure 1: Comparison of cardinalities of the approximated outputs (horizontal axis) and the meanings
of their linguistic approximations (vertical axis) for d1, d2, s1 and s2.

Figure 2: Comparison of centers of gravity of the approximated outputs (horizontal axis) and the
meanings of their linguistic approximations (vertical axis) for d1, d2, s1 and s2.
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center of gravity characteristics of fuzzy numbers. We have performed a numerical experiment which
investigated the differences between the chosen characteristics of randomly generated triangular fuzzy
numbers on the interval [0, 1] and the characteristics of the meanings of their linguistic approximations
computed by Bonissone’s method. This served as a basis for the analysis of the performance of two
different distance measures and two similarity measures of fuzzy numbers in the linguistic approximation
context.

The results of the numerical experiment suggest, that the Bhattacharyya distance tends to provide
more uncertain approximations than the other methods and is more likely to provide approximating
linguistic term that “catch” the typical representatives (the kernel of the approximating linguistic term
meaning is a superset to the kernel of the approximated fuzzy number). Both presented similarity methods
have amplifying effect on the center of gravity – they shift the center of gravity of the approximating
linguistic term meaning to the endpoints of the universe.
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- the final state of the evaluation model 
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Abstract. The amendment to the Law on Higher Education Institutions adopted in 

2016 means the enactment of the Registry of Artistic Performance (RAP) and its 

transfer under the administration of the Ministry of Education, Youth and Sports. In 

this context it was necessary to finalize the mathematical model for the evaluation of 

the outcomes of artistic creative work stored in RAP. The results of the model – 

scores assigned to the outcomes – are used for the distribution of a part of the fund-

ing from the state budget among universities in the Czech Republic. For the purpose 

of the evaluation, the creative work outcomes are classified into categories based on 

three criteria: significance of the outcome, its extent, and its institutional reception. 

These categories have been assigned scores by the AHP. In time modifications to the 

Saaty’s matrix have proven to be necessary. The algorithm for multi-expert classifi-

cation of the creative-work outcomes has been improved in the process. The descrip-

tion of the development and successive modifications of the evaluation model are 

the focus of this paper. 

 

Keywords: Registry of Artistic Performance, creative-work outcomes, multiple cri-

teria evaluation, AHP, group evaluation. 
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1 The Registry of Artistic Performance 

The Registry of Artistic Performance (RAP) is a web application for storing the information on the outcomes of 

artistic creative work (denoted OACW or outcomes further in the text) produced by the universities in the Czech 

Republic. Since 2013, the application has been performing this task. Another purpose of the application is the 

evaluation of the registered outcomes: on the basis of expert evaluations, the outcomes are divided into catego-

ries with a pre-defined point gain. The sum of the points obtained by each individual university in the past 5 

years then represents one of the indicators used for the funding of these universities from the state budget. In 

2016, the amendment to the Law on Higher Education Institutions, in which the RAP is explicitly stated, was 

adopted. As soon as the Law on Higher Education Institutions becomes effective (September 1, 2016), RAP will 

enter a fully professional mode under the administration of the Ministry of Education, Youth and Sports. It was 

therefore necessary to finish the tuning of the evaluation model based on the results of the most recent analyses 

of the development and performance of RAP and the respective evaluation methodology. 

A quantitative evaluation of OACW (i.e. pieces of art and artistic performances) represents a task compara-

ble in its complexity to the evaluation of the research and development (R&D) results. While various scientomet-

ric tools [1] have been developed for the quantitative evaluation of the R&D outcomes since 1950s, there was 

only a very limited possibility to reuse some previously developed procedures in case of OACW evaluation. 

The evaluation model used in the RAP has undergone significant development since its introduction in 2010 

[6] till its current state. The development was motivated primarily by the endeavor to ensure the maximum ob-

jectivity of the evaluation of OACW and the comparability of the evaluations among various fields of artistic 

production. This paper describes the final state of the evaluation model at the time of the transition of RAP into a 

fully professional mode and the development of the evaluation model.  

From the mathematical point of view, the methodology of the evaluation of OACW, which is used in the 

RAP, is comprised of two models – (1) a multiple-criteria evaluation model based on the Saaty’s method, which 
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has been used to derive the scores of the individual categories of the artistic work, and (2) a group decision-

making model, which is used to assign specific OACW into the individual categories. Another separate chal-

lenge was to design the categories of OACW so that comparisons across different fields of artistic production are 

possible. 

2 Categorization of OACW and the scores of categories 
 

For the purpose of the registration and evaluation of the creative- work outcomes in the RAP, the whole area of 

artistic production is divided into 7 fields: architecture, design, film, fine arts, literature, music, and theatre. 

OACW (i.e. pieces of art and artistic performances) stored in the RAP database are evaluated according to 

the following three criteria: 

1. relevance or significance, 

2. extent, 

3. institutional reception. 

The first mentioned criterion is the most important one; it reflects the quality of the piece of art or artistic per-

formance. The second criterion has been included into the evaluation because the financial subsidy for a given 

university should be similar when it produces a lesser number of extensive (large) pieces of art and when it pro-

duces a greater number of smaller pieces of art, provided that the evaluation of the quality of the outcomes is 

similar. The third criterion represents, to some extent, the confirmation of the evaluation according to the first 

criterion (very significant pieces of art are usually presented in respected institutions – although not exclusively). 

Statistically speaking, there is a dependency between the evaluation according to the first criterion and the third 

one; on the other hand, the expert evaluation according to the first criterion is done independently of the value of 

the third criterion – the significance is assessed independently of the institutional reception. 

For the criterion relevance or significance of the outcome, four levels of the evaluation are considered: 

 an outcome of crucial significance and originality (level “A”), 
 an outcome containing numerous important innovations (level “B”), 
 an outcome pushing forward modern trends  (level “C”), 
 other artistic outcomes (level “D”). 

For the criterion extent of the outcome, three evaluation levels have been defined: 

 large (level “K”), 
 medium  (level “L”), 
 limited (level “M”). 

And finally, according to the criterion institutional reception, creative-work outcomes created and reflected 

in the following context are distinguished: 

 international context (level “X”), 
 national context (level “Y”), 
 regional context (level “Z”). 

Each outcome is assigned a triplet of the letters – for example, AKX, BKY, or CLZ – representing the result-

ing category of the outcome. In total, there are 27 categories with nonzero scores. Concerning the categories 

beginning with the letter “D”, they contain outcomes without any RAP point gain, regardless of the values of the 

other two criteria (for the purposes of the evaluation, we denote all such categories simply as a “D” category). If 

the outcome does not belong to any of the defined categories according to one or more of the criteria, or if the 

outcome does not meet the formal requirements, it is assigned into the category rejected (denoted as “R”).  

The decision on the significance of the outcome (levels “A”, “B”, “C”, or “D”) is based exclusively on the 

evaluations provided by experts. Originally the extent of the outcome was also decided based on the opinion of 

experts from the given field of arts. The meanings of the terms large, medium and limited, however, depend on 

the context (on the particular field of artistic production). That is why in the context of the extent criterion in 

each field of the artistic production, general types of outcomes with a pre-assigned level of extent have been 

defined. The assignment of the outcome into one of the extent categories is thus done by selecting one of these 

general outcome types. Concerning the evaluation of the outcome’s institutional reception, lists of institutions 

corresponding with the possible levels of this criterion (X, Y, Z) are defined and annually actualized based on 

the opinions of experts.  
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For the determination of scores of each of the categories (AKX,…,CMZ) in the RAP, Saaty’s pair-wise com-

parison method described in [3, 4] has been used. The method uses an evaluation scale with verbal descriptors to 

express the intensities of preferences between the pairs of categories. The verbal level of this method was uti-

lized, because it was necessary to obtain the information on preferences from the experts from the field of art. 

The mathematicians in the project team paid a great attention to the organization and facilitation of the whole 

process of gathering the expert data – to ensure that the process of data input was as natural for the experts as 

possible. The aim was to obtain an objective reflection of the experts’ preferences among the categories.  

The representatives of each field of artistic production (the so called guarantors of the fields) were first in-

structed to specify one example of an outcome for each of the categories with nonzero point gain in their field. 

The experts could use these examples for the comparisons in the process of determination of scores of categories 

and, therefore, they did not have to compare the abstract categories. The whole process of determining the pref-

erences was divided into two steps. First, the experts used the pair-wise comparison method to determine the 

ordering of the categories according to their significance. Subsequently, they determined the preference intensi-

ties (the elements of Saaty’s matrix) for these ordered categories.  
Because of the size of the used Saaty’s matrix (27x27), it was difficult to achieve its sufficient consistency. 

In this context, the notion of a weak consistency of a Saaty’s matrix has been applied ([5], [6]).The weak con-

sistency condition is very easy to check in cases when the categories are ordered in the descending order accord-

ing to their significance (the values in the rows of the Saaty’s matrix are non-decreasing from left to right; the 

values in columns are non-decreasing from below to the top). The individual elements of the pair-wise compari-

son matrix and, subsequently, also Saaty’s matrix were the result of the consensus among the team of experts 
representing all individual fields of the artistic production; the process was also influenced by the mathemati-

cians who pointed out minor inconsistencies in the preferences. The eigenvector method was used to derive the 

relative evaluations of the categories from the Saaty’s matrix. The vector was then scaled so that the highest 
possible category (AKX) has the same score (305 points) as the research and development result with the highest 

evaluation according to the Methodology of research and development results evaluation valid in the Czech 

Republic at the time when the model has been designed. The initial scores (used for the evaluation in RAP in 

2010 - 2015) are listed in Table 1. 

 

Table 1 The comparison of the initial and the adjusted scores for the individual categories. 

Thorough analyses of the data stored in RAP are carried out annually after the input phase is completed. 

The analyses aim to: (a) facilitate the comparability among the individual fields of artistic production, (b) in-

crease the objectivity of the evaluation, (c) identify possible problems of various kinds that might be encountered 

Category Relevance or significance Extent
Institutional 

reception

Initial 

scores

Adjusted 

scores

AKX crucial significance large international 305 305

AKY crucial significance large national 259 242

AKZ crucial significance large regional 210 98

ALX crucial significance medium international 191 220

AMX crucial significance limited international 174 188

ALY crucial significance medium national 138 162

ALZ crucial significance medium regional 127 85

BKX containing numerous important innovations large international 117 137

AMY crucial significance limited national 97 114

AMZ crucial significance limited regional 90 76

BKY containing numerous important innovations large national 79 68

BKZ containing numerous important innovations large regional 66 38

BLX containing numerous important innovations medium international 62 62

BMX containing numerous important innovations limited international 48 56

BLY containing numerous important innovations medium national 44 49

BLZ containing numerous important innovations medium regional 40 32

BMY containing numerous important innovations limited national 37 42

BMZ containing numerous important innovations limited regional 31 28

CKX pushing forward modern trends large international 26 24

CLX pushing forward modern trends medium international 24 22

CKY pushing forward modern trends large national 19 20

CKZ pushing forward modern trends large regional 17 12

CMX pushing forward modern trends limited international 16 17

CLY pushing forward modern trends medium national 12 15

CLZ pushing forward modern trends medium regional 10 10

CMY pushing forward modern trends limited national 9 13

CMZ pushing forward modern trends limited regional 8 8
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in the process of gathering and evaluating the outputs. The results of the analyses performed in 2013 initiated 

significant changes of the types of outputs registered in the RAP – whole pieces of art, whose extent can differ in 

various segments significantly were replaced by individual artistic performances in some fields of artistic pro-

duction (such as theatre). Primarily, possible general types of outcomes according to the extent criterion were 

predefined for each of the field and these were assigned an appropriate K or L or M level.  

The analyses also discovered that outputs, whose significance differs considerably from their institutional re-

ception (A.Z, B.Z), occur in the data more frequently than it was expected. Such cases were assumed to be theo-

retically possible – e.g. if the first presentation of an outcome was at the end of the year, the experts could recog-

nize its high quality, but the output did not manage to receive the institutional reception yet (the reception evalu-

ation can be increased in the following years, which would increase the output’s score in the RAP automatical-

ly). Such real life examples of outputs from the individual fields were used by the experts for setting the prefer-

ences intensities of these categories in the Saaty’s matrix for the calculation of the scores of categories. Long-

term observation showed, however, that the assignment of the A.Z category often represents an overestimation 

of the output; the high expert evaluation is not always supported by a higher institutional reception in the whole 

monitored 5 year period. That is why a new determination of the significance order of categories and a revision 

of the elements of Saaty’s matrix was performed in 2015. The categories of outputs with only regional reception 

(the triplet of letters ending with Z) were moved towards the end of the group of categories with the given signif-

icance level (A, B, or C). Afterwards, the elements of Saaty’s matrix were again defined; the original expertly 
defined preferences intensities of the other categories served as an important basis of this process. The resulting 

weakly-consistent Saaty’s matrix that was used for the calculations is depicted in Figure 1. The new adjusted 
scores of categories are listed in Table 1 together with the initial scores. The new scores were again standardized 

so that score of the highest category (AKX) was 305 points. These modifications of Saaty’s matrix increased 
also its consistency measured by the CR index (see [3] for the definition). 

 

 

 

Figure 1 The new Saaty’s matrix of preference intensities for the individual categories. 

 

3 Assignment of the OACW into the individual categories 
 

The model used for assigning OACW stored in the RAP into the individual categories of the artistic production 

is, from the mathematical point of view, a group decision-making model. 

The original model used until 2013 was based on the following principle: The initial assignment of the out-

come into one of the categories was proposed by the university that has registered this outcome into the RAP. 

Subsequently, two independent experts proposed their evaluations for the outcome. If a majority agreement has 

been achieved according to the criteria significance and extent (the value of the criterion institutional reception 
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has been given by assignment of the institutions into one of the levels X, Y, Z, which has been already known at 

the moment of the evaluation of the outcome by the experts), the overall evaluation has been determined. If the 

majority agreement was not achieved, the outcome has been discussed in the Arbitration committee that has 

consisted of the representatives of the individual universities. The Arbitration committee arbitrated also the out-

comes which have been proposed to rejection by at least one of the experts and also the outcomes where the 

university appealed against their stated evaluations. 

In 2013, it was decided that the initial evaluation of the outcome proposed by the university should not enter 

the calculation of the resulting evaluation any longer. From 2013 this initial evaluation is assessed by the guaran-

tor of the respective field of art. This way, the comparability of the evaluation within each field of artistic pro-

duction is ensured. The guarantor’s evaluation and the evaluations of the other two independent (randomly as-

signed) experts form the basis for the resulting evaluation calculation. 

The analyses of the stored data performed in 2015 resulted in other modification proposals of the algorithm 

for assigning the OACW into the individual categories of the artistic production.  The goal was to create a de-

terministic algorithm that would make it possible to remove the Arbitration committee from the decision process. 

The basic rule is that if the majority agreement has not been achieved, the RAP application would select another 

independent expert, whose task it would be (for each of the criteria) to select one of the evaluations proposed by 

the previous experts (including the possibility to reject the outcome). Taking into account the number of levels, 

which have been defined for the individual criteria, the requirement that the new expert should “incline” to the 
opinion of one of the previous ones does not represent a problem for the expert. 

The practical realization of the proposed rule differs among the three criteria. The list of institutions assigned 

according to the institutional reception into the categories X, Y, or Z are updated every year before the begin-

ning of the period for gathering the data; after the data are gathered (before the expert evaluation is performed) 

the new institutions registered into the RAP application are also assigned into one of the categories. The assign-

ment is given by the opinion of the guarantor of the respective field and two independent experts – if the majori-

ty agreement has not been reached, another assigned expert assesses the output by inclining to the opinion of one 

of the previous experts (however, this case is quite improbable). All the undecided cases that could in the origi-

nal version of the methodology end up before the Arbitration committee are thus eliminated. 

In case of the extent criterion, the assignment of the corresponding level (K, L, or M) is given automatically 

by the type of the outcome, which is selected from a list when an output is being registered into the RAP. How-

ever, because of the continuous progress in the art, new kinds of OACW emerge. That is why a possibility to 

evaluate an outcome’s extent by the experts as large (K), medium (L), or limited (M) has been preserved for ex-

ceptional cases. The same rule as in case of the other criteria is followed – the consensus of at least two of the 

experts is required. 

The main emphasis in the expert evaluation of the outcomes stored in the RAP is put on the significance cri-

terion. Let us note that if the university assigns some of their outcomes into the D category (which does not re-

sult in any point gain), such outcome does not proceed further into the evaluation process - this way, the need for 

expert evaluation for insignificant outcomes is reduced. The target state of the model is that even the D category 

outputs are assessed by the guarantor of the given field of artistic production concerning the minimum require-

ments for an output to be stored in RAP. The guarantor and the independent experts can select any of the four 

levels of the significance criterion. If the guarantor and both of the independent experts (randomly assigned to 

the output by the RAP application) select different evaluations, another expert selected by the RAP application 

would assess the output by inclining to the opinion of one of the previous experts. This way the overall evalua-

tion of the outcome according to this criterion would be provided. 

A special case occurs if any of the evaluators proposes the rejection of the outcome. In this case, the same 

general rules are applied as in the previous cases – the output is rejected if at least two of the evaluators proposed 

its rejection. The main difference is that the reason for the rejection does not need to be connected with any of 

the three criteria; rejection can be also caused by formal flaws of the record entered into the RAP itself. There is 

a significant difference between the D category (with no point evaluation) and the situations when an outcome is 

rejected; the rejected results are expected to be subjected to sanctions for incorrectly registered outcomes. 

4 Conclusion 

The mathematical model of evaluation used in the Registry of artistic performance was being developed during 

the years 2010 to 2016, with changes and modifications inspired by the findings of the annual analyses of the 

data stored in the RAP. The model’s authors were striving to keep the mathematical model as simple and com-

prehensible as possible. One goal of the performed modifications in the evaluation model was to improve the 

outcomes’ comparability among various fields of artistic production (the solution comprised a modification of 
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the types of the registered outcomes and clear assignment of extent categories K, L, M to these types). Another 

goal was to increase the evaluation objectivity (implemented by decreasing the point scores of questionable 

categories A.Z and B.Z, and by introducing the rule that agreement of at least two external evaluators is required 

in any evaluation performed in the RAP application). 

Although various experiments with significantly innovated versions of the model (see e.g. [2]) were per-

formed according to the requests of external authorities, it has always turned out that the originally designed 

conception of the solution is more suitable for the given purpose. 

The scores of the outputs from the past 5 years are used in the Czech Republic for the distribution of a part of 

the funding from the state budget for the pedagogical activities of the universities for the following year, similar-

ly to the scores obtained by these universities for their activities in the research and development. However, it 

would be desirable to take the scores for the artistic creative-work into account also in the division of the funding 

for creative-work of the Czech universities, where only the points for the research and development have been 

used so far. 
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Multicriteria coalitional game with choice from

payoffs

Michaela Tichá1

Abstract. Multicriteria games are model situations in which at least one
player has more than one criterion. If we consider that every player is able to
assign weights to the criteria, then the situation is simple. In the case of nonco-
operative games, the game is reduced to a one-criterion classic game. However,
in coalitional games one problem remains if the players have different weights:
We cannot simplify the vector payoff function to a scalar payoff function. We
can analyze the contribution of each player, but it is difficult to analyze the
contribution of coalitions. We use the known formulation of linear model that
split the gain of the coalition by use of bargaining theory - egalitarian solu-
tion. Then we generalize the model for the case when players and coalitions
have possibility to choose from more payoffs. We use the binary variables and
formulate a mixed integer programming problem. Finally we shall determine
the final coalitional structure.

Keywords: multicriteria games, game theory, cooperative games, multiple
multicriteria games.

JEL classification: C72
AMS classification: 91A10

1 Introduction

The multicriteria coalitional game is a class of cooperative games with vector pay-off functions. The
players create coalitions depending on what kind of benefit they obtain. Knowing the preferences of the
players we can compare the utility of the players. The utility of a player is the weighted sum of the
individual criteria. We can easily determine the utility of a player when he is alone. However, in the case
of (at least) two-member coalition we cannot easily determine the benefit of the coalition because the
players usually have different preferences (weights). We use the egalitarian solution for allocation of the
gain among players. We maximized the extra utility for the individual players in the case of egalitarian
solution. The condition was that neither of the players attains lower utility, compared to being in coali-
tion with a smaller number of members. This concept is taken from [1]. We use this concept to solve the
problem where players can choose from more vector payoffs.

2 Problem formulation

Here we focus on the type of game where the gain depends on several options from which players can
choose. Players have several criteria and several payoffs to choose, they may vote among them. To better
clarify this issue, provide the following example. Consider that a coalition of {α, β} can choose between
vectors (1, 3) or (5, 2). In the classic monocriterial game this selection is not logical because a player
would always choose a higher gain. However, in multicriterial situation, the final choice is not obvious,
because one solution does not dominate the second solution. If we know the preferences (weights) of the
players, we can determine what gain the player chose, if he were in a one-member coalition. But even
then we can not determine the selected gain of the more-member coalition because players may have
different preferences.

1University of Economics, Prague, Department of Econometrics, W. Churchill Sq. 1938/4, 130 67 Prague 3,
xticm11@vse.cz
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Definition 1. Multicriteria coalitional game with choice is (N, v), where N = {1, 2, . . . , n} is the set of
players, n ∈ N represents the count of players. Nonempty subset S ⊆ N of the set of players is called
coalition. The characteristic function of the game

v : S → Rm×l

assigns the gain v(S) ∈ Rm×l to any coalition S ⊆ N , m ∈ N represents the count of the criteria (the
count of all the criteria of players), l ∈ N represents the count of variants of payoffs, that players can
choose. We denote vτσ(S) - the gain in the criterion τ while choosing the variant σ:

v(S) =




v11(S) v12(S) . . . v1l(S)

v21(S) v22(S) . . . v2l(S)
...

vm1(S) vm2(S) . . . vml(S)



.

The characteristic function determines the total payoff of the coalition in each criterion. We assume that
vτσ(S) ≥ 0 ∀τ ∈ {1, 2, . . . ,m},∀σ ∈ {1, 2, . . . , l} fo all the coalitions S.

Let assume for example l = 3, m = 2, which means that every coalitione S can choose from three
payoff vectors, for instance (2, 6) or (4, 2) or (1, 9). It is only on the decision of the players from the
coalition to decide what vector they prefer. Let consider further the known preferences of the players.

Definition 2. Multicriteria coalitional game with choice and known preferences is a triplet (N, v,W ),
where N = {1, 2, . . . , n} is the set of players, n ∈ N represents the count of players. Nonempty subset
S ⊆ N of the set of players is called coalition. The characteristic function of the game

v : S → Rm×l

assigns the gain v(S) ∈ Rm×l to any coalition S ⊆ N . m ∈ N represents the count of the criteria (the
count of all the criteria of players), l ∈ N represents the count of variants of payoffs, that players can
choose. We denote vτσ(S) - the gain in the criterion τ while choosing the variant σ. Let further

W =




w11 w12 . . . w1m

w21 w22 . . . w2m

...

wn1 wn2 . . . wnm




is the matrix of preferences of the players, waτ represents the weight of the criterion τ of the player a.

waτ ∈ [0, 1] a ∈ N, τ ∈ {1, 2 . . . ,m},
m∑

τ=1

waτ = 1 ∀a ∈ N.

Definition 3. An allocation X(S) ∈ Rk×m, k = |S| is a payoff matrix whose line represents the payoff
for each player from the coalition S when variant σ is selected. xaτ (S) represents the payoff of the player
a in the criterion τ in the coalition S by the variant σ.

3 Solution

Assuming known preferences of players, we can easily determine which payoff the player gives priority
if he is in one-member coalition. He prefers the payoff that gives the highest utility. Unfortunately it
can not be easily determined for coalitions with more than one member with different preferences. In-
dividual members of the coalition may prefer a different payoff vector. We will show the approach that
gives a complete coalition structure in multicriterial coalitional game with choice with known preferences.

We proceed from the smallest coalition to the grand coalition. We determine for each coalition which
option would be chosen and how the gain is split among the players. We consider that the gain is split
by egalitarian approach.
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1) |S| = 1
For the player a ∈ N , who is alone, his gain is given because it is not divided among several players.
So his utility is given, too, it is easy to compute:

ua({a}) = max
σ∈{1,2,...,l}

(
wa1v

1σ({a}) + wa2v
2σ({a}) + . . .+ wamv

mσ({a})
)
.

2) |S| = 2
In the case of two-member coalition we solve the following program based on [1]. The program
is extended to mixed integer programming, binary variables yσ are added. When the variant σ is
chosen, then yσ = 1, otherwise yσ = 0.

max
xa,xa′ ,D

D

ua({a, a′})− ua({a}) ≥ D

ua′({a, a′})− ua′({a′}) ≥ D

xaτ ≥ 0 ∀τ ∈ {1, 2, . . . ,m}
xa′τ ≥ 0 ∀τ ∈ {1, 2, . . . ,m}

xaτ + xa′τ =
l∑

σ=1

yσv
τσ(S) ∀τ ∈ {1, 2, . . . ,m}

ua({a, a′}) ≥ ua({a}) + ε

ua′({a, a′}) ≥ ua′({a′}) + ε
l∑

σ=1

yσ = 1

yσ binary ∀σ ∈ {1, 2, . . . , l},

where
ua({a, a′}) = wa1xa1({a, a′}) + wa2xa2({a, a′}) + . . .+ wamxam({a, a′}),

ua′({a, a′}) = wa′1xa′1({a, a′}) + wa′2xa′2({a, a′}) + . . .+ wa′mxa′m({a, a′}).

This is what we assign to each coalition S, which does not arise because it is not profitable for any
of players:

xaτ (S) := 0 ∀a ∈ S,∀τ ∈ 1, 2, . . .m.

3) |S| = z; z = 3, . . . , n
We use the same procedure for |S| = 3, then for |S| = 4 etc. up to |S| = n. For every coalition S
we solve the following program:

max
xa,a∈S;D

D

ua({S})− ua({a}) ≥ D ∀a ∈ S
xaτ ≥ 0 ∀a ∈ S, ∀τ ∈ {1, 2, . . . ,m}

∑

a∈S
xaτ =

l∑

σ=1

yσv
τσ(S) ∀τ ∈ {1, 2, . . . ,m}

ua(S) ≥ ua(S′) + ε ∀a ∈ S;∀S′ ∈ {S′; a ∈ S′ ∧ |S′| ≤ |S|}
l∑

σ=1

yσ = 1

yσ binary ∀σ ∈ {1, 2, . . . , l},
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where

ui(S) =

m∑

τ=1

wiτxiτ (S).

For all coalitions S, that shall not ares because they are not profitable for any of players, we assign

xaτ (S) := 0 ∀a ∈ S, ∀τ ∈ 1, 2, . . .m.

Subsequently we solved
∑n
i=2

(
n
i

)
programs. It is the mixed integer programming problem. When we

know the allocation X(S) for all coalitions, we can determine the final coalitional structure. We will
build on stable coalitions.

Definition 4. We say that the coalition S is stable if every player in the coalition has higher utility by
at least ε versus the coalitions in which he is a member and if there is no coalition with the same utility
and fewer members.

In one-criterial case it is reduced to a standard definition of coalition stability, and it is therefore its
natural generalization.

It should also be noted that if a grand coalition (the coalition of all players) is stable, then it is the
solution. Such a case cannot occur in which there would exist division of a grand coalition with all
conditions satisfied, while there would concurrently exist another coalition with the highest overall utility
because the condition for the division of the grand coalition is that every player must have higher utility
from it than from being in any other coalition.

If the grand coalition is not stable, we choose a coalition with the highest value of the objective function,
i.e., that where the players obtain the highest value of the extra utility. Furthermore, we select the
remaining players’ coalition with the highest value of the objective function and thus we proceed until
we get a coalition structure of the game. Like in classical one-criterion cooperative game such a case may
occur that there are more coalitions with the highest utility. In this case, there may be multiple solutions
and the coalition structure is not uniquely determined.

Example 1. Let us consider the game of three players α, β, γ with two criteria and two variants with
the characteristic function shown in the Table 1 and the preferences of players shown in the Table 2.

v
({
α
})

v
({
β
})

v
({
γ
})

v
({
α
,β
})

v
({
α
,γ
})

v
({
β
,γ
})

v
({
α
,β
,γ
})

1st variant (1;2) (3;5) (7;2) (7;7) (7;8) (12;11) (17;15)

2nd variant (2;1) (4;4) (5;6) (6;8) (8;7) (11;12) (16;16)
Table 1: Characteristic function of players α, β, γ with choice

player α player β player γ

1st criterion 0.5 0.2 0

2nd criterion 0.5 0.8 1
Table 2: Preferences of players α, β, γ with choice

We consider ε = 0, 1. ε is the amount which a player must obtain by entering into a coalition to be
willing to cooperate and not to prefer a coalition with a smaller number of members in which he has
more power. This parameter is important because otherwise the solution where only one player would
get all the extra gain is possible. We proceed from the coalition with the least number of members to
the grand coalition.

1) |S| = 1
In the first step, we determine the utility of one-member coalitions, which is the maximum utility
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from all the variants:

uα({α}) = max
σ∈{1,2}

(
wα1v

1σ({α}) + wα2v
2σ({α}

)
= max(0.5 · 1 + 0.5 · 2; 0.5 · 2 + 0.5 · 1) = 1.5,

uβ({β}) = max
σ∈{1,2}

(
wβ1v

1σ({β}) + wβ2v
2σ({β}

)
= max(0.2 · 3 + 0.8 · 5; 0.2 · 4 + 0.8 · 4) = 4.6,

uγ({γ}) = max
σ∈{1,2}

(
wγ1v

1σ({γ}) + wγ2v
2σ({γ}

)
= max(0 · 7 + 1 · 2; 5 · 0 + 1 · 6) = 6.

2) |S| = 2
In the second step we find the distribution of two-member coalitions. First we solve the program
for S = {α, β}:

max
xα,xβ ,D

D

uα({α, β})− uα({α}) ≥ D

uβ({α, β})− uβ({β}) ≥ D

xα1 ≥ 0

xα2 ≥ 0

xβ1 ≥ 0

xβ2 ≥ 0

xα1 + xβ1 = y1v
11({α, β}) + y2v

12({α, β})
xα2 + xβ2 = y1v

21({α, β}) + y2v
22({α, β})

uα({α, β}) ≥ uα({α}) + ε

uβ({α, β}) ≥ uβ({β}) + ε

y1 + y2 = 1

y1, y2 binary,

where
uα({α, β}) = wα1xα1({α, β}) + wα2xα2({α, β}),
uβ({α, β}) = wβ1xβ1({α, β}) + wβ2xβ2({α, β}).

We used methods for mixed integer programming problem and find optimal solution, see Table 3.
Then we solve a similar program for coalitions {α, γ} and {β, γ}. Both coalitions are profitable,
the programs have feasible and optimal solution shown in the Table 3.

coalition {α, β} {α, β} {α, γ} {α, γ} {β, γ} {β, γ}
player α β α γ β γ

1st criterion 6 0 7 0 11 0

2nd criterion 0.23 7.77 0 8 4.67 7.33

utility 3.12 6.22 3.5 8 5.93 7.33

total utility 9.34 11.5 13.26

utility from cooperation (2 ·D) 3.24 4 2.66

y1 0 1 0

y2 1 0 1
Table 3: Solution of the multicriteria game with choice for coalitions {α, β}, {α, γ} and {β, γ}

Coalition {α, β} prefers the second variant as we see in the Table 3 (y2 = 1). Coalition {α, γ} would
choose the first variant (y1 = 1) and coalition {β, γ} prefers the second variant.

3) Finally we determine the allocation of the grand coalition by the following program
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max
xα,xβ ,xγ ,D

D

ua({α, β, γ})− ua({a}) ≥ D ∀a ∈ {α, β, γ}
xaτ ≥ 0 ∀a ∈ {α, β, γ}, ∀τ ∈ {1, 2}

∑

a∈{α,β,γ}
xaτ =

2∑

σ=1

yσv
τσ({α, β, γ}) ∀τ ∈ {1, 2}

ua({α, β, γ}) ≥ ua(S′) + ε ∀S′ ∈ Ω

y1 + y2 = 1

y1, y2 binary,

where Ω = {{α, β}; {β, γ}; {α, γ}; {α}; {β}; {γ}}.
For the solution for the grand coalition see Table 4.

player α player β player γ

1st criterion 8.45 7.55 0

2nd criterion 0 7.27 8.73

utility 4.23 7.33 8.73

total utility 20.29

utility from cooperation (3 ·D) 8.18

y1 0

y2 1
Table 4: Solution of the multicriteria game with choice for coalition {α, β, γ}

There exists a feasible solution for a grand coalition, it is also a solution with the greatest utility from
cooperation. The grand coaliton is stable, players prefer the second variant (y2 = 1). Therefore the
coalition structure of the game is

({α, β, γ}) .

4 Conclusion

In the paper we formulated multicriteria game with choice. This is a new situation in the game where
players may have a possibility to choose their payoff vectors from two or more variants. In one-criterial
game, this situation would be meaningless, a player or a coalition would always choose a greater payoff.
However, if the payoff function is a vector, it is not clear that the payoff vector is greater. We considered
known preferences, used utility theory and solve this problem using mixed integer programming problem.
At the end we illustrated the solution on example - multicriteria game of three players.
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References
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Measuring Comovements by Univariate and

Multivariate Regression Quantiles:

Evidence from Europe

Petra Tomanová1

Abstract. The aim of this paper is to measure changes in dependencies
among returns on equity indices for European countries in tranquil periods
against crisis periods and to investigate their asymmetries in the lower and
upper tail of their distributions. The approach is based on a conditional prob-
ability that a random variable is lower than a given quantile while another
random variable is also lower than its corresponding quantile. Time-varying
conditional quantiles are modeled by the regression quantiles. In addition to the
univariate conditional autoregressive models, the vector autoregressive exten-
sion is considered. In the second step, the conditional probability is estimated
through the OLS regression. The results document a significant increase in Eu-
ropean equity return comovements in bear markets during the crisis in 1990s
and 2000s. The explicit controlling for the high volatility days does not appear
to have an impact on the main findings.

Keywords: CAViaR, codependence, contagion, regression quantiles.

JEL classification: C22, C32, G15
AMS classification: 91G70

1 Introduction

Measuring comovements among equity markets has become an important issue in particular for policy
makers who are concerned with the stability of the financial system. Due to the dependencies between
equity returns, a loss in one market can be accompanied by a loss in another market. It is essential to
analyze the dependencies properly since an underestimating of high correlations may cause even more
severe underestimating of potential losses which may lead to a weakened stability of the financial system.
However, estimating equity market correlations in financial crisis is a difficult exercise and misleading
results have often been reported in the past since there is often a spurious relationship between correlation
and volatility [7], [8]. An increase in financial market comovements due to the transmission of crises across
countries is referred to as the ”contagion” in financial literature.

From extensive reviews dealing with a contagion such as [4], [5] and [9] it is evident that the problem
could generally be split into three basic categories: modeling first and second moments of returns, esti-
mating the probability of coexceedance and methods based on copula theory. The econometric framework
in terms of time-varying regression quantiles, which is used in this paper, has several advantages with
respect to those methodologies. The problem of spurious correlation measures is not an issue here since
the regression quantiles are robust to heteroskedasticity and outliers. Moreover, it allows to identify
and measure asymmetries in comovement in the upper and lower tails of the distributions. Finally, no
assumptions on neither the joint distributions nor the marginal distributions of the variables are needed
since the regression quantile is a semi-parametric technique [2].

This approach of measuring comovements was introduced by Cappiello et al. [2]. Since then, several
applications have been published. Zagaglia et al. [11] investigated the impact of the turmoil on the relation
between gold and the U.S. dollar. Beine et al. [1] combined the approach with a panel data analysis to
investigate global integration. Cappiello et al. [3] applied the approach on euro area equity returns and
tested whether comovements changed between them after the introduction of the euro currency.

1University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, W. Churchill Sq.
4, 130 67 Prague 3, Czech Republic, petra.tomanova@vse.cz.
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2 Estimating comovements

The methodology of Cappiello et al. [2] can be split into three separate stages: modeling the time-varying
quantiles by regression quantiles, estimating average probabilities of comovements by OLS regression
and testing the changes in financial comovements between tranquil and crisis periods. In this paper a
generalization for n-tuple of random variables is employed.

2.1 Modeling time-varying quantiles

Let yit be a set-up with n random variables, {yit : i = 1, . . . , n}, at time t. Then the conditional
time-varying quantile qi,j,t at time t for a given confidence level θj ∈ (0, 1) and for a random variable yit
conditional on Ft−1 is defined as

Pr[yit ≤ qi,j,t|Ft−1] = θj .

Let qit(βij) be an empirical specification for the qi,j,t where βij is the p-vector of parameters. The

optimization problem for an estimator β̂ij,T of unknown vector of parameters βij is defined as

min
βij

1

T

T∑

t=1

ρθj (yit − qit(βij)) =
1

T

T∑

t=1

(θj − 1[yit ≤ qit(βij)])× (yit − qit(βij)),

where ρθ(e) = eψθ(e), ψθ(e) = θ − 1[e ≤ 0].

For the purpose of modeling individual quantiles the methodology of Engle et al. [6] is adopted. The
authors proposed a conditional autoregressive value at risk by the regression quantiles (CAViaR) models
which were primarily constructed to estimate the value at risk (VaR). Since VaR is defined as a particular
quantile of future portfolio values conditional on current available information, Pr[yt < VaRt|Ft−1] = θ,
the problem of finding the VaRt is clearly equivalent to estimating the time-varying conditional quantiles.
The generic CAViaR model of Engle et al. [6] with dummy variable for crisis can be specified as

qit(βij) = β0,ij +

v∑

k=1

βk,ijqi,t−k(βij) +

w∑

l=1

βl,ijf(xi,t−l) + βp−1,ijS1,t,

where f(xi,t−l) is a function of a finite number of lagged values of observable variables. The vector of
parameters, βij = [β0,ij β1,ij . . . βp−1,ij ]′, is p-dimensional, in particular p = 1 + v + w + 1. The
autoregressive terms βk,ijqi,t−k(βij), k = 1, . . . , v, ensure that the quantile changes smoothly over time
and the f(xi,t−l) links qit(βij) to observable variables that belong to the information set. The dummy
variable S1,t identifies the crisis periods.

Furthermore, a simple version of vector autoregressive (VAR) extension to the quantile models for
two variables, yit, i = 1, 2 [10] is adopted:

q1t(βj) = b11,jS1,t + x′tβ1j + b12,jq1,t−1(βj) + b13,jq2,t−1(βj),

q2t(βj) = b21,jS1,t + x′tβ2j + b22,jq1,t−1(βj) + b23,jq2,t−1(βj),
(1)

where β1j = [b10,j b14,j b15,j . . . ]
′, β2j = [b20,j b24,j b25,j . . . ]

′ and xt = [1 x1t x2t . . . ]
′ denotes predictors

belonging to Ft−1. Matrix of parameters βj is estimated by the quasi-maximum likelihood (QML)

method. Once the QML estimator q̂i,j,t = qit(β̂j) is obtained, conditional quantile functions q̂i,j,t can be
computed.

2.2 Estimation of conditional probability of comovement

The approach of measuring comovements is based on an estimation of probability that a random variable
yit at time t falls below a conditional quantile, given that other random variables {ykt : k = 1, . . . , n ∧ k 6=
i} are also bellow their corresponding quantiles. Let F j,T ≡ T−1

∑T
t=1 Ft(q1,j,t, . . . , qn,j,t) be an average

probability that all {yit : i = 1, . . . , n} random variables fall below their quantiles over a given time period,
where Ft(q1j , . . . , qnj) is a cumulative distribution function for the set of quantiles (q1,j,t, . . . , qn,j,t). The
conditional quantiles are estimated univariately and multivariately by regression quantiles. Then the
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indicator variables are constructed in such way that they are equal to one if the realized random variable
is lower than the conditional quantile and zero otherwise. To obtain the average probability of comovement
among y1t, . . . , ynt the following linear regression model is constructed and estimated:

I1t(β̂1j,T )× I2t(β̂2j,T )× · · · × Int(β̂nj,T ) = W tα
0
j + εt, j = 1, . . . ,m, (2)

where Iit(βij) ≡ 1[yit ≤ qit(βij)], i = 1, . . . , n,W t ≡ [1 St] and α0
j is an s-vector of unknown parameters.

The St denotes an s − 1 row vector of time dummies. Let α̂j,T be the OLS estimator of (2), α̂lj,T be
the (l+ 1)-th element of α̂j,T for l = 0, 1, . . . , s− 1 and Slt represent the l-th element of St. Row vector

S
(−l)
t denotes the vector St from which the l-th element is removed and 0 is a zero vector of required

dimension. Then dummies St are defined as {Slt = 1, S
(−l)
t = 0}Tt=1 [2].

Cappiello et al. [2] provided a set of conditions under which the estimated intercept α̂0j,T of (2)
converges in probability to the average probability of comovement in the period of t ∈ {t : St = 0} and
the sum of estimated parameters α̂0j,T + α̂lj,T converges to the average probability of comovement in the
period corresponding to the dummy.

2.3 Testing changes in financial comovements

For the confidence level θj let

F−t (θj) ≡ θ−1j Pr(y1t ≤ q1t(β1j), . . . , ynt ≤ qnt(βnj)),
F+
t (θj) ≡ (1− θj)−1Pr(y1t ≥ q1t(β1j), . . . , ynt ≥ qnt(βnj)).

Likelihood pt(θj) of a tail event at time t for any subset Γt of random variables {yit : i = 1, . . . , n}, given
that a tail event occurred for {yit : i = 1, . . . , n ∧ yit /∈ Γt} is defined as

pt(θj) ≡
{

F−t (θj) if θj ≤ 0.5

F+
t (θj) if θj > 0.5

.

For the purpose of this study the realization of random variable yit is a return of an equity index for
i-th country at time t and the first dummy variable S1,t from the regression (2) identifies crisis times.
Then the probability of comovement in tranquil times and the probability of comovement in crisis times
is defined as

p0(θj) ≡ C−10

∑

t∈{t:St=0}
pt(θj),

p1(θj) ≡ C−11

∑

t∈
{
t:S1,t=1,S

(−1)
t =0

}
pt(θj),

respectively, where C0 and C1 is a number of observations during tranquil and crisis period, respectively.
Capiello et al. [2] applies the following rigorous joint test for an increase in comovements:

δ̂(θ, θ) = (#θ)−1
∑

θj∈[θ,θ]

[p1(θj)− p0(θj)] = (#θ)−1
∑

θj∈[θ,θ]

α̂1,j ,

where #θ is a number of addends in the sum and α̂1,j is the OLS estimate of α1,j in (2). When the

null hypothesis H0 : δ̂(θ, θ) = 0 is rejected in favor of the alternative hypothesis H1 : δ̂(θ, θ) 6= 0, the
comovements do change between tranquil and crisis periods.

3 Data

Returns on Morgan Stanley Capital International (MSCI) world indices, that are used in this paper,
are market-value-weighted, do not include dividends and are denominated in the local currency. The
sample includes prices of 16 European countries from December 31, 1987 to April 30, 2015. The sample
period spans over 7 131 days which results in 7 130 continuously compounded log returns for each of the
European countries. However, the final sample includes less observations since data have been adjusted
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for non-simultaneous closures. The same data cleaning procedure as in [2] is employed. It takes into an
account the fact that national holidays and administrative closures do not fully coincide. For each pair of
countries a new data set is created. It includes only equity returns for days on which both markets were
opened that day and had been opened the day before. After the data cleaning the number of valid daily
returns varies from 6 193 (the Greece – Portugal country pair) to 6 738 (the Germany – Netherlands
country pair). A next important aspect of the data is the cross-country synchronicity of daily returns.

Descriptive statistics and sample characteristics for each country were investigated. The presence of
financial crises in the sample results in extreme returns and strong fluctuation. Common characteristics
indicate leptokurtic distribution of returns and the null hypothesis of the Jarque-Bera test, i.e of normally
distributed returns, is rejected at the 1% significance level. The presence of autocorrelation is confirmed by
the Ljung-Box test and the presence of a unit root in the return series is readily rejected by the Augmented
Dickey-Fuller test at the 1% significance level. Hence the methodology is suitable for analyzing the data
sample.

Cappiello et al. [2] determined 7 crisis periods, 3 of them have been taken from the paper of Forbes
et al. [7]: Tequila crisis – November 1, 1994 to March 31, 1995; Asian crisis – June 2, 1997 to December
31, 1997; Russian crises – August 3, 1998 to December 31, 1998; Argentinean crisis – March 26, 2001 to
May 15, 2001; the US sub-prime crisis – February 15, 2007 to March 30, 2007; Lehman bankruptcy –
September 1, 2008 to October 31, 2008; turbulences in the euro area – August 1, 2011 to September 30,
2011. The consequent period of September 4, 2012 – April 30, 2015 represents rather a tranquil period
of time, thus further crisis periods are not defined. The crisis sample includes 530 equity returns. After
the data cleaning procedure is applied, the crisis sample sizes vary from 466 observations (the Ireland –
Portugal country pair) to 510 observations (the Netherlands – Norway country pair).

In the data for European countries a clear evidence of higher correlations over turbulent times than
over tranquil times is found. The highest increase of correlation indicates the Denmark – Portugal
country pair, for which the excess correlation between tranquil and crisis periods is equal to 0.29. The
weakest effect is present in returns of four important European economies – Belgium, Germany, France
and the Netherlands. For all bivariate combinations of 16 European countries the average correlation
is approximately 0.54 and 0.70 over tranquil days and over days of turbulence respectively. Forbes
et al. [7] pointed out that such differences are caused by the heteroskedasticity issue rather than by an
increased dependence among country-specific returns during the crises. Time-varying regression quantiles
are generally robust to heteroskedasticity and hence an improper inference due to the spurious correlation
is avoided.

4 Results and discussion

Ten different univariate CAViaR models are considered for the purpose of this study: adaptive model
with G = 10, symmetric absolute value, asymmetric slope of Engle et al. [6], non-linear specification of
Cappiello et al. [2] and their modifications. In addition to univariate models, the multivariate model
(1) where xt = [1 |y1,t−1| |y2,t−1|]′ is estimated. Each model is estimated for 19 quantile probabilities θj
ranging from 5% to 95% using a quasi-Newton algorithm with a cubic line search procedure.

The selection of the ”best” univariate models is based on the in-sample Dynamic Quantile test of Engle
et al. [6]. In addition, the following criteria are taken into an account: computational time, occurrence of
quantile-crossing problem, number of parameters and their significance. Quantile-crossing problem refers
to the situation when the monotonicity assumption qit(βi1) < qit(βi2) < · · · < qit(βim−1) < qit(βim)
implied by 0 < θ1 < θ2 · · · < θm−1 < θm < 1 is violated. Further, the sample is split into two sub-periods
of January 1, 1988 – September 3, 2012 and September 4, 2012 – April 30, 2015 to assess the univariate
and the multivariate models by an out-of-sample DQ test. Similarly as in the case of the univariate
models, this comparison takes into account some additional criteria: correct fraction of expectation,
computational time and quantile-crossing problem.

Based on the aforementioned criteria, the following CAViaR model is selected as the most suitable
model for European countries:

qit(βij) = β0,ij + β1,ijqi,t−1(βij) + β2,ijyi,t−1 + β3,ijyi,t−2 + β4,ij |yi,t−1|+ β5,ijS1,t.

In the pivotal analysis, all 120 European country pairs are analyzed for the period of January 1, 1988
– April 30, 2015. Four null hypotheses δ̂(θ, θ) = 0 of different intervals are tested for each European
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country pair. The results are reported in the Figure 1 where the t statistics are visualized. They are
computed from the average of α̂1,j over θj , i.e. δ̂(θ, θ) = (#θ)−1

∑
θj∈[θ,θ] α̂1,j , and the associated standard

errors. The t statistic provide a joint test for changes in comovements between two countries. The blue
color indicates significant changes in comovements between tranquil and crisis periods and the red color
indicates insignificant ones. Matrix on the left represents results for the lower tail of distributions: upper
triangle represents results for δ̂(0.05, 0.25) and the lower triangle for δ̂(0.25, 0.50). And similarly, matrix
on the right represents results for the upper tail of distribution: upper triangle represents results for
δ̂(0.50, 0.75) and the lower triangle for δ̂(0.75, 0.95).

Figure 1 Results from the joint test for changes in comovements (t statistic)

The null hypothesis for δ̂(0.05, 0.25) is not rejected only for 5 out of 120 country pairs at the 5%
significance level, namely Austria – Greece, Belgium – Denmark, Belgium – Greece, Greece – Spain and
Greece – Switzerland: the comovements do not change significantly between tranquil and crisis periods
for these country pairs. However, for the 96% majority of country pairs, the probabilities of comovements
for θj ∈ [0.05, 0.25] are significantly higher during the crisis times. In case of δ̂(0.25, 0.50), the differences

in comovements are significant for 88% of all country pairs. The null hypothesis δ̂(0.25, 0.50) = 0 is not
rejected mostly for country pairs containing France, Germany and Spain. However, for the upper tail of
distributions the findings are opposite in sense that for the majority, 86.7% and 85.0% of country pairs,
changes in comovements are not significant in the case of δ̂(0.50, 0.75) and δ̂(0.75, 0.95), respectively. This
evidence clearly suggest that for the most country pairs the comovements change significantly between
tranquil and crisis periods in the lower half of distribution but not in the upper half (using the 5%

significance level). These findings are also verified by joint tests considering two interval δ̂(0.05, 0.50) and

δ̂(0.50, 0.95).

To check for the robustness of the estimates, the analyzes have been repeated for two different time
spans and controlled for different levels of volatilities. In addition, the analyzes have been repeated for
country triplets. Insignificance in changes in comovements in the upper tail of distributions are even more
pronounced when a shorter time span of January 2, 1995 – April 30, 2015 is used. For δ̂(0.50, 0.75) the

changes are significant only for 1 out of 120 country pairs, Denmark – Switzerland, and for δ̂(0.75, 0.95) the
changes are significant only for 6 country pairs. Results from the shortest period of June 3, 2002 – April
30, 2015 are quite clear: there is no significant change in probabilities of comovement for all combinations
of 16 European countries in the upper tail of distributions except for 3 country pairs although for the
lower tail the changes are significant for 96% of country pairs. Moreover, when n is set to 3 and the longest
sample period is considered, the results indicate significant changes in the lower tail of the distribution for
all country triplets. Upper tail changes are not significant for vast majority of the country triplets, as in
the previous case. Finally, dummy variables for different levels of volatilities in financial markets are used
as control variables. Let the control dummy S2,t ≡ 1

[
σ2
EWMA,t > q0.90(σ2

EWMA,t)
]
, where σ2

EWMA,t is an
average return on both stock markets forming the country pair computed as the exponentially weighted
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moving average (EWMA) with decay coefficient equal to λ = 0.97. Then let q0.90(σ2
EWMA,t) be its 90%

unconditional quantile. Inclusion of the control dummy S2,t into models does not have an impact on the
main findings.

Overall, the results confirmed that the distributions of returns for European markets are characterized
by strong asymmetries. These asymmetries cannot be detected by a simple correlations or estimates of
adjusted correlation coefficients of Forbes et al. [7].

5 Conclusion

The methodology of measuring changes in comovements was applied on 16 European equity markets.
Results for the period of January 1, 1988 to April 30, 2015 show that comovements in equity returns across
European markets tend to increase significantly in turbulent times against tranquil times in the lower
tail of the distribution. However, for vast majority of markets the differences are not significant in the
upper tail of the distribution. These results for upper tail contradict the findings of Capiello et al.[2] who
analyzed the Latin American countries, since the authors documented significant changes of comovements
in crisis times for the whole distribution of the returns. Moreover, the changes in comovements in the
upper tail of distributions tend to be insignificant even more for the shorter periods of January 2, 1995 –
April 30, 2015 and June 3, 2002 – April 30, 2015. On the other hand, the changes in comovements tend
to remain significant for the lower tail of the distributions. This asymmetric dependence documents a
significant increase in European equity return comovements in bear markets during the crisis of 1990s
and 2000s and insignificant changes in bull markets.
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The Use of Cluster Analysis for Development of Categorical 
Factors in Exploratory Study: Facts and Findings from the 

Field Research 
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Zakareviciute 3 
Abstract. This paper describes the development of categorical latent variables and 
their use for the typology development. The main idea of this modeling was to in-
vestigate the possibility of using the classification methods instead of factor analysis 
for development of the final latent variable which can cumulatively explain the set 
of primary indicators. The modeling is based on the empirical findings from the 
online retail consumers’ behavior study. Selected data allowed confirm the statement 
that even the small data sets using the classification data analysis methods can dis-
play the significant Ecological Validity. The modeling was performed in three steps. 
First, the number of primary indicators was reduced using the factor analysis. Based 
on it several latent variables were created. Second, the k-mean cluster analysis in-
stead of secondary factor analysis was used for development of three cluster varia-
bles that represent six clusters in total. Third, all three variables were used for devel-
opment of the final latent variable which is categorical and represents the eight theo-
retically possible and five empirically confirmed categories.     

Keywords: Categorical variables, latent classes, typology, online retail 

JEL Classification:  C18, C38, C93 
AMS Classification: 62H25, 62H30 

1 Introduction 
Factor analysis and cluster analysis already have been discussed widely – e. g. in [3], [6], [10], [13], [14]. Factor 
analysis until now mostly have been used for development of latent variables which describe variability among 
observed correlated variables in terms of a potentially lower number of unobserved variables called factors. An 
advantage of the factor analysis is definitely its feature to reduce the number of observed variables connecting 
them into latent variables that cumulatively explain the correlated content of observed variables. Looking from 
the point of the interpretation logic, correlation of observed variables is logically significant. If it is not, the de-
velopment of the factor would be logically unexplainable. In this cases science of methodology already proposed 
the alternative research methods. It can be cluster analysis because it explores the types of data relations instead 
of their correlations [6], [10]. Cluster analysis is focused on the partitioning of similar objects into meaningful 
classes when both the number of classes and the composition of the classes are to be determined [5], [10].  

There are the studies that allow answer to the questions when and what type of classification design should 
be used in order to get the correct model of the clusters [4]. For example, in model-based clustering it is assumed 
that the objects under study are generated by a mixture of probability distributions with one component corre-
sponding to each class. When the attributes of objects are continuous, cluster analysis is sometimes called latent 
profile analysis [8], [11], [1], [17]. When the attributes are categorical, cluster analysis is sometimes called latent 
class analysis (LCA) [11], [9], [1], [15]. There is also cluster analysis of mixed-mode data [5] where some attrib-
utes are continuous while others are categorical. 

This paper describes the situation when the complete verification of the questionnaire is not possible using 
the factor analysis due to the uncorrelated latent factors. It is based on the real findings from the study that is 
used as the case which represents the possible research scenario. It combines three of four types of the latent 
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variable model. They are in application order: factor analysis, latent profile analysis, and latent class analysis [7]. 
This example was selected because it explicates the situation when the small number of observations is meaning-
ful and statistically significant. The possibility of use of the factor analysis, the latent profile analysis and the 
latent class analysis with the small number of observations is also discussed in scientific literature [12]. Just in 
this paper all this knowledge is combined together in order to answer to the questions if it is possible to verify 
the questionnaire using the classification design instead of correlative one and how rational and significant it 
may be when it is used with the small number of observations. 

2 Assumptions that Lead to the Use of Classification Methods instead of 
Correlation Methods for Verification of the Questionnaires 

Latent variable model depends on two main components in its structure: manifest variable that describes the type 
of initial variable and latent variable which represents the factor variable. The manifest variable and the latent 
variable depend on its nature and they can be continuous or categorical [2, p. 145]. In the literature presented 
variable model shows that a factor can be created no matter what type of the variable is. There is just one ques-
tion that remains unanswered: if it is possible to develop the data analysis design which allow mixing of contin-
uous and categorical types of variables in order to verify the questionnaire. Next, in this paper there is presented 
the discussion that ground the conditions when it is possible to use correlative methods and when to use the 
classification methods for the verification.  

Comparing the factor analysis and latent trait analysis, the latent variables are treated as continuous normally 
distributed variables, and in latent profile analysis and latent class analysis as from a multinomial distribution 
[7]. The manifest variables in factor analysis and latent profile analysis are continuous and in most cases their 
conditional distribution given the latent variables is assumed to be normal. In latent trait analysis and latent class 
analysis the manifest variables are discrete. These variables could be dichotomous, ordinal or nominal variables 
[7]. Their conditional distributions are assumed to be binomial or multinomial. Indeed, it is quite different situa-
tion that also gives a rise to the question about the possibility of combination of the ways of latent variable de-
velopment in order to extract one single variable which would verify the consistency of the questionnaire.  

The answer to the particular questions becomes possible comparing the behavior of the data. The variables of 
such analysis are not comparable but the pattern of their behavior can be compared especially if it is enriched by 
graphs and some statistics. For the illustrative purpose of relationship between the results got by application of 
correlative and classification methods, the linear diagrams were used together with the main rates from the fac-
tor, reliability and k-mean cluster analysis. For illustration, three theoretically possible variables were created – 
see Figure 1 (d).  They are created in a way where VAR1 is filled with random numbers that range from 1 to 7, 
VAR2 is created by adding 3 to each VAR1 number except the last one, where is added 2.9. It is done because if 
VAR2 variable is created which would correlate with VAR1 equally by 1 it would not be possible to estimate 
factor coefficients because the correlation matrix is not positive definite. The correction does not change the 
essence just allow conducting the comparative analysis. The VAR3 is reversed VAR1. VAR4 is created by re-
peating VAR1 two times. It means that the values of VAR4 are 1, 5, 2, 7, 3, 4, 5, 7, 1, 2, 1, 5, 2, 7, 3, 4, 5, 7, 1, 2. 
Firstly, because it would correspond to VAR2 presented as the first 10 items in VAR5 and secondly, it would 
correspond to VAR3 presented as the second 10 items in VAR5. It means that VAR5 assumes these values: 4, 8, 
5, 10, 6, 7, 8, 10, 4, 4,9 ,7, 3, 6, 1, 5, 4, 3, 1, 7, 6. In this way, we work with variables which correlate positively 
by 1 (VAR1 and VAR2); negatively by -1 (VAR1 and VAR3 (absolutely), or VAR2 and VAR3 (approximate-
ly)); and has zero (0) correlation (VAR4 and VAR5) (see Table 1). 

The results of comparative analysis are presented in Figure 1 for the k-mean cluster analysis and in the Table 
1 for the Factor and Reliability analysis. The comparative analysis has shown that the Symmetrical two cluster 
model (a) presented in Figure 1 completely corresponds with the positive strong correlation and can be used as a 
substitute for the latent variable developed on the base of the factor analysis which is characterized by factor 
scores equal to 1.000 and by Cronbach’s Alpha also equal to 1.000.   
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Symmetrical two cluster model, when is strong positive correlation (r=1, 
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Figure 1 Illustrative Data (d) and Their Comparative Models 

The Asymmetrical two cluster model (b) presented in Figure 1 completely corresponds to the negative strong 
correlation and can be used as a substitute for the latent variable developed on the base of the factor analysis 
which is characterized by factor scores equal to 1.000 and -1.000. In this case the Cronbach’s Alpha shows a 
negative average covariance among items. 

Varia-
bles 

Correlation Sig. (1-
tailed) 

KMO and Bartlett's Test Total Variance Explained. Extraction Sums of 
Squared Loadings KMO Bartlett's Test 

Approx. 
Chi-square 

df Sig. % of Variance Factor Matrix: 
Factor Score 

Cronbach's 
Alpha 

VAR1 1.000 0.000 0.500 64.658 1 0.000 99.986 1.000 1.000 
VAR2 1.000 
VAR2 -1.000 0.000 0.500 64.658 1 0.000 99.986 1.000 -20564.444(a) 
VAR3 -1.000 
VAR4 0.02 0.497 0.500 0.000 1 0.995 0.081 0.028 0.003 
VAR5 0.028 

Extraction Method: Alpha Factoring 
(a) The value is negative due to a negative average covariance among items. 
1 factor extracted. 1iteration required. 

Table 1 Correlation, Factor analysis and Reliability Analysis Coefficients for Theoretical Variables  

The Mixed four cluster model (c) displayed in Figure 1 completely correspond to the zero correlation and 
cannot be used as a substitute for any latent variable developed on the base of the factor analysis. In this case the 
Cronbach’s Alpha is equal to 0.003 which means that no continuous factor is possible. Typically, in this situation 
the researchers that use factor analysis for questionnaires verification have statement that future development of 
latent variables is impossible. Moreover, the extraction of one single variable which should verify the consisten-
cy of the questionnaire also has to be terminated.  

The reason can be seen in the Mixed four cluster model (c). There is the alternative option of usage the La-
tent profile analysis for development of latent variable. In this case the main difference is that the latent variable 
is categorical and if it is final variable it means no problem. But if it is in the middle of the verification process, it 
will need more advanced verification design based on multi-method analysis. In the next chapter an empirical 
example of the multi-method verification design is presented. 

3 Methods and Design of the Research 
As an empirical example the Lithuanian on-line retail industry and the internet shops managers´ and owners´ 
perception about the demand formation motives in the internet shopping have been studied. For this research the 
questionnaire technique was selected. The correspondent survey method in presence of the researcher has been 
used. The discussion with the interviewee was used for depth description of the content but not strictly as a tool 
for the attitude formation. 

For this research the questionnaire consisted of 112 questions was used. It was specially designed for this re-
search. 39 questions were used as primary indicators for extraction of latent variables. The 14 indicators together 
with 13 latent variables have been used for development of the categorical variables. All other questions were 
designed as the demographical and contextual variables that were used for the description of the interviewee´s 
characteristics and for description of the attractiveness of the internet shopping. The researched data have been 
processed using SPSS 20.0 and Microsoft Excel 2010. The license holders are Kaunas University of Technology 
in Lithuania and Technical University of Liberec in the Czech Republic. 

The most of the Cronbach's Alpha values exceed the 0.700 except only one – the “shopping quality” (0.352). 
It consists of two primary indicators which factor score is 0.626. 

Inter-Item Correlations, Extraction Sums of Squared Loadings and Corrected Item-Total Correlation are also 
high which shows together with Cronbach's Alpha that latent variables are very homogenous according to the 
extent of their common content. Relatively high homogeneity of latent assertions shows the factor score but in 
this case it has been observed the higher abstraction rate for the some variables (when the factor score was less 
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than 0.700) that are included into latent variables: „Functionality“ and „Increasing in accessibility“4. Because of 
this quality their presence in the latent variables has been treated as a feature which only partially related to the 
content of the latent variable. The primary variables which factor score exceeded 0.700 are interpreted as essen-
tial features describing the latent variable. 
The data analysis has been made in this order: 
 At first, the contextual analysis of each question has been performed. During it the answers to the questions 

has been compared to the comments from the discussion with the interviewee.  

 Next, the “Encoding the real authorial intention using the Phenomenological Hermeneutic system” logical 
structure for interpretation of the findings has been used [16]. It has been used for the theoretical modelling 
of the statement truth which was needed for development of theoretical economic demand formation 
(EDF) motives model.  

 Factor analysis. For reduction of the number of primary items the Factor analysis using Alpha Factoring 
method and Varimax axis rotation has been selected. The obtained individual latent variables additionally 
have been tested using the Reliability analysis.  

 Latent profile analysis. Next, the typology of latent variables has been modelled using the k-mean cluster 
method by selecting the smallest meaningful number of groups. It was needed to develop the Typology of 
the economic demand formation (EDF) motives in Lithuanian online retail industry. The typological model-
ling was performed in two stages. Firstly, it was used for an attribute structure consolidation on the categori-
cal level. The problem of the significance of the results has been resolved transforming the latent variable 
values to the z-scale.  
The conventional statistical practice is applied for interpretation of the distance on the z-scale. If distance 
between the points of two clusters was equal or more than one standard deviation, it was interpreted that 
opinions differ significantly.  
Three cluster models were developed. First one, Demand inclination and growth interferences model (Q1) 
describes the factors that interfere in the demand formation. The two types of the expert notion were extract-
ed. First one covers the notion of the three experts who think that the growth of online stores trade interferes 
the complex effect of three latent variables: problems in process of shopping, lack of information, and dis-
crepancy in price and quality. The second type of the expert notion which covers the notion of the four ex-
perts is based on the statement that the growth of online stores trade interferes in the lack of immediate 
communication and the variables: lack of information and the problems in the process of shopping have no 
impact on the demand inclination. 

The second Demand emergence stimulation model (Q2) also diversifies experts into two groups. First one 
is based on four expert opinions that the accessibility, time and information of the client about the product 
are critical to stimulate the demand formation. The other three experts identified the low price as a demand 
formation stimulation tool.  

The third one, the Demand growth acceleration and growth incentives model (Q3) explored that some e-
stores (n=5) are focused on the clients who look for lower price (Price oriented shopping) and others (n=2) 
offers for Ease oriented shopping client. 
Comparing the clusters depending on the demand emergence stimulation model and those that depend on 
the Demand growth acceleration and growth incentives model it was noticed that some of the experts see 
the price as a factor which stimulate the emergence of the demand based on the attraction of the new cus-
tomers while others see the price as a factor that accelerate the growth of the demand by exploiting the al-
ready existing customers. 

 Latent class analysis. At the last stage, the typological modelling using the Q1, Q2 and Q3 categorical vari-
ables was performed. The Two step cluster applying distance measure - Log-likelihood, and selecting num-
ber of clusters - fixed number (5) was used. The biggest empirically possible group number was selected for 
this modelling. The main idea for this model is to make a realistic-empirical model based on expert´s evalua-
tion which would be closest to the theoretical-mathematical model describing idealistic model of typology of 
the economic demand formation (EDF) motives in Lithuanian online retail industry. 

                                                
4 Working with the different size of data sets it should be noticed that the indicators which have the factor score close to the 0.500 comparing 
to the ones that tend to be close to the 0.999 are much broader by their content. For example, on the scale of 'Openness to changes' the one  of 
nine primary indicators 'risk acceptance' is too broad by its content for the latent variable. It is because the risk can be as an indicator for 
rational openness to the forthcoming changes and as an indicator for irrational activity like to risk driving the car and so far. Because of such 
content its factor score for the latent variable was close to 0.500 (Personnel management center (2007) Strategical individual competencies. 
KTU Faculty of Economics and Management, Personnel management center [CD catalogue], ISBN 978-9955-25-549-9) 
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4 Discussion on Results 
As a result, five empirical types were determined. They were interpreted qualitatively and the final interpretation 
of the demand formation motives is presented in Table 2. The difference comparing the use of factor analysis for 
extraction of one single variable which verifies the consistency of the questionnaire is in the interpretation. Using 
the factor analysis, it is just enough to state that single variable is extracted which shows the consistency of the 
questionnaire. In this case, no matter that also by using the factor analysis one single variable was extracted, the 
consistence is presented by the final set of categories which each of them is meaningful itself and can be inter-
preted separately as well as together. It means that in formativeness of such variable is grater comparing to the 
factor variable. Moreover, the variable gives the possibility to compare the respondent groups by the behavior 
pattern that is presented in the inner structure of the variable. For example, from Table 2 it can be seen that re-
spondents which belong to the first group are similar to the second group by the Q1, by the Q2 are similar to the 
three and four groups, and by the Q3 are similar to the groups four and five. Dissimilarities are also seen. It gives 
not only the knowledge that consistency exists but also explains what consistency means in a particular case. 

Another advantage is the possibility to reduce the complete interpretation to the Key Concept. It is useful de-
veloping the typology. In Table 2 is presented the example of such a reduction. In this case, the development of 
such a typology allows discover the strategies used by the internet shops owners that have led them into success 
in their business. Therefore, the use of classification methods for verification was not limited only to the evalua-
tion of consistence but also made possible the discovery of business qualities that are important for the better 
understanding of business nature.  

 
Typology of the economic demand formation (EDF) motives 

Result 

Model of economic motives 

  

Deliberate 
reasonable-
price shop-
ping model, 

n=2 

Clear and 
easy lower-
price shop-
ping model, 

n=1 

Fast quality 
shopping 

model, n=1 

Fast and 
informed 

reasonable-
price shop-
ping model, 

n=1 

Fast low-
price shop-
ping model, 

n=2 

  1 2 3 4 5 

Demand growth 
deceleration 

Economic 
motives 

Lack of 
clearness 

and fairness 

Lack of 
clearness and 

fairness 
Slowness Slowness Slowness 

Stimulation of 
demand emer-
gence 

Accessibility 
and infor-

mation 
Low price 

Accessibility 
and infor-

mation 

Accessibility 
and infor-

mation 
Low price 

Demand growth 
acceleration Price Ease  Ease  Price Price 

Table 2 Classification Model of Empirically Explored Economic Demand Formation Motives 

Methods selected for this study allowed not only explore the existing patterns but also to explore findings 
which have not been found across the researched population yet. The categories that identify these three patterns 
are presented in Table 3 and show the patterns of economic motives that have not been found used as a key suc-
cess factor for a company success achievement between the Top sellers in Lithuanian on-line retail industry. It 
can mean that these models have not been enough economic and ideologically attractive for sellers as a way to 
develop business and strive for profit. It is also the discovery and does not matter that it was not found in empiri-
cal data. 

Typology of the economic demand formation (EDF) motives 

Result 

Model of economic motives 

  

Clear and easy 
shopping model, 

n=0 

Clear, lower-
price shopping 

model, n=0 

Cheap and 
simple shopping 

model, n=0 
  1 2 3 

The strategy for interferences removal (De-
mand inclination model) 

Economic 
motives 

Reduction the 
lack of clearness 

and fairness 

Reduction the 
lack of clearness 

and fairness 

Immediate com-
munication 

The strategy for attraction of the new customers  
(Model of demand emergence stimulation) 

Accessibility and 
information Low price Low price 

The strategy for retention of existing customers 
(Demand growth acceleration model) Ease Price Ease  

Table 3 Typology of the Economic Demand Formation (EDF) Motives, Empirically unexplored Categories 
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5 Conclusion 
In summary, it can be said that beside the simple verification of consistency, the use of classification design for it 
in addition revealed the complete model of customer’s economic motives perceived by managers and online-
retail business developers and allow the identification of those that were the exceptionally important for online-
retail business development and success at Lithuanian market. It demonstrates the richness of the classification 
methods when they are used as a continuation of a factor analysis and not only in the situations when the factor 
analysis is not possible but also when it can be replaced in order to get more information about the inner con-
sistency of the final latent variable.  

Finally, it is possible to state that the proposed methodology was useful and allowed objectively identify the 
differences in the expert opinion that was needed for the empirical description of the economic formation mo-
tives of the researched phenomenon. 
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Analysis of Income of EU Residents Using Finite

Mixtures of Regression Models

Kristýna Vaňkátová1, Eva Fǐserová2

Abstract. In situations where the classical linear regression is inapplicable
due to a heterogeneity of the population, mixtures of regression models are a
popular choice. The method acquires parameters estimates by modelling the
mixture conditional distribution of the response given the explanatory vari-
ables. The mixture distribution is given by the weighted sum over all compo-
nents and, in the end, an individual regression models, one for each component,
can be estimated simultaneously. The estimation of parameters is done via
the expectation–maximization (EM) algorithm, a widely applicable algorithm
for computing maximum likelihood estimates from incomplete data. Recently,
mixture models are used more and more in various fields, including biology,
medicine, genetics and the economics. In this paper, income of residents of EU
countries is explored, in further detail we analyse the relationship between an
annual old age pension and income of people over 65 years. While the data
show evident heterogeneity, the mixture regression approach is required.

Keywords: mixture regression models, linear regression, EM algorithm, in-
come, old age pension

JEL classification: C11, C38, C51, C52, E01, E24
AMS classification: 62J05, 62H30, 62F10, 62P20

1 Introduction

Many macroeconomic factors characterizing an economic situation of a country are linked. In this paper,
the influence of a social protection on an income of EU countries citizens in retirement age is evaluated.
Consequently, two factors representing each side of the relationship were chosen - an annual income of
EU countries inhabitants, as a specification of living standard, and old age pension expenditures of given
country as a measure of social protection. Focusing on this relation we may proceed to a solution within
regression analysis, where the function describing the general dependency (over all countries) is of main
interest. Potentially, when the homogeneity is not accomplished, clusters of data should be examined.
We approach the problem for people in an age category of 65 years plus. Even basic examination of
the data indicates that in this particular case the data comes from at least two latent classes. Hence,
the finite mixtures of regression models (FMRM) approach is applied to estimate parameters of each
regression model (also called component).

While the classical linear regression is based on an assumption of a homogeneous population, in
some situations we suspect that there are several heterogeneous groups in the population that a sample
represents. FMRM are designed to model this unobserved heterogeneity using a maximum likelihood
methodology as presented for instance in [1], [2], [4] and [5]. An extensive review of finite mixture models
is given in [10]. Finite mixture models with a fixed number of components are usually estimated with the
expectation-maximization (EM) algorithm [3] within a maximum likelihood framework and with MCMC
sampling within a Bayesian framework. In addition, concomitant variable models for the component
weights provide the possibility to partition the data into the mixture components through other vari-
ables [6]. This extension can provide both more precise parameter estimates and better components
identification. Applications of mixtures of regression models can be found in various fields of statistical

1Palacký University in Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathe-
matics, 17. listopadu 12, 771 46 Olomouc, Czech Republic, kristyna.vankatova@upol.cz

2Palacký University in Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of Mathe-
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applications such as climatology, biology, economics, medicine and genetics; see e.g. [7] and [8].

2 Mixtures of regression models

Finite mixtures of regression models are frequently used in applications to model unobserved heterogene-
ity. The sample can be clustered into classes by modelling the conditional distribution Yj |xj , where Yj
denotes the response variable and xj means the vector of explanatory variables (possibly including an
intercept) for jth subject [1]. Then the individual regression models for the classes can be estimated
simultaneously. Suppose that each observation (yj ,xj) belongs to one of c classes. The mixture of linear
regression models is given as follows

Yj =





xT
j β1 + ε1j with probability π1,

xT
j β2 + ε2j with probability π2,

...

xT
j βc + εcj with probability πc,

where βi denotes the p-dimensional vector of unknown regression parameters for the ith component, εij
are random errors with normal distribution N(0, σ2

i ), and σ2
i is the unknown error variance for the ith

component. Probabilities (π1, . . . , πc) are mixing proportions, i.e., πi > 0 and
∑c

i=1 πi = 1, and c is the
number of the mixture components.

The response variable Yj is assumed to be distributed as a finite sum or mixture of conditional
univariate normal densities φ with the expectation xT

j βi, and the dispersion σ2
i , i = 1, . . . , c. Accounting

for the mixture structure, the conditional density of Yj |xj is

f(yj |xj ,Ψ) =
c∑

i=1

πiφ(yj |xT
j βi, σ

2
i ) =

c∑

i=1

πi (2πσ2
i )−

1
2 exp

{
−(yj − xT

j βi)
2

2σ2
i

}
,

where the symbol Ψ denotes the vector of all unknown parameters

Ψ = (π1, . . . , πc, (β
T
1 , σ

2
1), . . . , (βT

c , σ
2
c ))T.

2.1 Parameter estimation

Parameter estimation in the mixtures of linear regression models have mainly been studied from a likeli-
hood point of view. For a fixed number of classes c, the parameters Ψ are estimated by maximizing the
log–likelihood function

logL(Ψ|x1, . . . ,xn, y1, . . . , yn) =
n∑

j=1

log
( c∑

i=1

πiφ(yj |xT
j βi, σ

2
i )
)
.

In this particular case, the observations can be viewed as an incomplete data. The idea here is
to think of the data as consisting of triples (xj , yj , zj), where zj is the unobserved vector indicator that
specifies the mixture component from which the observation yj is drawn [10]. The unobserved component
memberships zij of the observations are treated as missing values and the data are augmented by estimates
of the component memberships, i.e. the estimated a-posteriori probabilities τij . Thus, any jth observation
can be assigned to the ith cluster (using Bayes rule) via the estimated probability:

τij =
πiφ(yj |xT

j βi, σ
2
i )∑c

h=1 πhφ(yj |xT
j βh, σ

2
h)
.

Since mixing proportions sum to unity,
∑c

i=1 πi = 1, the log–likelihood function can be optimize in a
sense of Lagrange multipliers method. The maximum likelihood estimates are found by initially forming
an augmented log–likelihood function to reflect

∑c
i=1 πi = 1 constraint. In order to obtain stationary

equations, we compute the first order partial derivatives of the augmented log–likelihood function and
equate them to zero. Afterwards, it is a matter of few simple modifications to acquire a new system
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of equations obviously corresponding to stationary equations of another optimization problem, that is
maximization of

logLc(Ψ) =
c∑

i=1

n∑

j=1

τij log φ(yj |xT
j βi, σ

2
i ). (1)

Since in the likelihood (1) only the estimated a-posteriori probabilities τij are considered instead of
unobservable values zij , (1) is called expected complete log–likelihood. This particular structure gainfully
lends itself to the development of a two-stage EM algorithm.

The number of components is chosen by comparing BIC or AIC of various models, each with a different
number of components.

2.2 EM algorithm

The EM algorithm [3] is an iterative procedure which alternates between an Expectation step and a
Maximization step. The EM algorithm works on the expected complete log–likelihood and exploits the
fact that the expected likelihood is in general easier to maximize than the original likelihood. In the
E-step, a-posteriori probabilities τij are estimated. Consequently, expected complete log–likelihood is
maximized in the M-step and vector of unknown parameters Ψ is updated. The EM algorithm has been
shown to increase the likelihood in each step and hence to converge for bounded likelihoods. The (k+1)th
iteration of EM algorithm can be summarized as follows:

E-step: Given the observed data y and current parameter estimates Ψ̂
(k)

in the kth iteration, replace
the missing data zij by the estimated a-posteriori probabilities:

τ̂
(k)
ij =

π̂
(k)
i φ(yj |xT

j β̂
(k)

i , σ̂
2(k)
i )

∑c
h=1 π̂

(k)
h φ(yj |xT

j β̂
(k)

h , σ̂
2(k)
h )

. (2)

M-step: Given the estimates τ̂
(k)
ij for the a-posteriori probabilities τij (which are functions of Ψ̂

(k)
), obtain

new estimates Ψ̂
(k+1)

of the parameters by maximizing expected complete log–likelihood

Q(Ψ, Ψ̂
(k)

) =
n∑

j=1

c∑

i=1

τ̂
(k)
ij log φ(yj |xT

j βi, σ
2
i ). (3)

This maximization is equivalent to solving the weighted least squares problem, where the vector y =

(y1, . . . , yn)T of observations and the design matrix X = (x1, . . . ,xn)T are each weighted by τ̂
1/2 (k)

ij .

Thus, the entire set of β̂
(k+1)

i is derived by performing c separate weighted least-squares analyses. In the

same spirit, we estimate σ̂
2 (k+1)
i and, lastly, we update the estimates of probability πi using

π̂
(k+1)
i =

∑n
j=1 τ̂

(k)
ij

n
for i = 1, . . . , c.

Initial values of regression parameters are based on a random division of observations into c compo-

nents, i.e. on initial τ̂
(0)
ij probabilities, where for each observation yj only one of these c probabilities

equals to 1 and other ones are set to zero. The EM algorithm is stopped when the (relative) change of
log–likelihood is smaller than a chosen tolerance.

3 Mixtures of regression models with concomitant variables

The mixture of regression models is assumed to consist of c components where each component follows a
parametric distribution. Each component has assigned a weight which indicates the a-priori probability
for an observation to come from this component and the mixture distribution is given by the weighted sum
over the c components. If the weights depend on further variables, these are referred to as concomitant
variables [6]. We consider FMRM with concomitant variables of the form of

f(yj |xj ,ωj) =
c∑

i=1

πi(ωj ,αi)φ(yj |xT
j βi, σ

2
i ),
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where ωj denotes the vector of concomitant variables for the jth observation. In this case, the vector of
all unknown parameters is given by

Ψ = ((αT
1 ,β

T
1 , σ

2
1), . . . , (αT

c ,β
T
c , σ

2
c ))T.

The component weights πi need to satisfy

c∑

i=1

πi(ωj ,αi) = 1 and πi(ωj ,αi) > 0 for i = 1, . . . , c, (4)

where αi are the parameters of the concomitant variable model.

Different concomitant variable models are possible to determine the component weights. The mapping
function only has to fulfill condition (4). In the following, we assume a multinomial logit model for the
πi given by

πi(ωj ,αi) =
expω

T
j αi

∑c
h=1 expω

T
j αh

for i = 1, . . . , c,

with α = (α1, . . . ,αc) and α1 ≡ 0.

In this case the expected complete log–likelihood can be derived in similar way like in the previous
section and, as a result, the EM algorithm for FMRM with concomitant variables is the following:

E-step: Given the observed data y and current parameter estimates Ψ̂
(k)

in the kth iteration, replace
the missing data zij by the estimated a-posteriori probabilities τij :

τ̂
(k)
ij =

πi(ωj , α̂
(k)
i )φ(yj |xT

j β̂
(k)

i , σ̂
2(k)
i )

∑c
h=1 πh(ωj , α̂

(k)
i )φ(yj |xT

j β̂
(k)

i , σ̂
2(k)
i )

.

M-step: Given the estimates τ̂
(k)
ij for the a-posteriori probabilities τij (which are functions of Ψ̂

(k)
), obtain

new estimates Ψ̂
(k+1)

of the parameters Ψ by maximizing

Q(Ψ, Ψ̂
(k)

) = Q1(βi, σ
2
i , i = 1, . . . , c ; Ψ̂

(k)
) +Q2(α, Ψ̂

(k)
),

where

Q1(βi, σ
2
i , i = 1, . . . , c ; Ψ̂

(k)
) =

n∑

j=1

c∑

i=1

τ̂
(k)
ij log

(
φ(yj |xT

j βi, σ
2
i )
)

and

Q2(α, Ψ̂
(k)

) =

n∑

j=1

c∑

i=1

τ̂
(k)
ij log (πi(ωj ,αi)) .

Formulas Q1 and Q2 can be maximized separately. The maximization of Q1 gives new estimates

β̂
(k+1)

i , σ̂
2(k+1)
i , i = 1, . . . , c, and the maximization of Q2 gives α̂(k+1). Q1 is maximized using the

weighted ML estimation of linear models and Q2 by means of the weighted ML estimation of multinomial
logit models.

The treatment regarding a choice of a number of components and starting estimates of regression
parameters is analogous to FMRM.

4 Analysis of income of EU residents

Here we focus on modelling the relationship between the mean of equivalised net income of residents and
old age pension (OAP) government expenditures. The main task is to find a general dependency over all
countries for people over 65 years. The data come from the Eurostat database and they capture last 15
years of development considering given indicators. Each observation in a dataset stands for one state of
EU in one year and both variables are measured in Euros. OAP is standardized by computing OAP per
inhabitant.
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As the first step in our analysis of income, the contribution of time factor to given model was analysed.
After careful consideration, time was not included in the model neither as a predictor or a concomitant
variable. Using time as a predictor resulted in a model, where most of time levels were insignificant,
moreover, on closer inspection, both OAP and mean income have very similar time development. Meaning,
adding time to the model is, in fact, excessive and does not carry any new information. Further, based
on an assumption that impact of OAP on income could be one or more years delayed, several new models
were created. However, none of them performed better than the original one. Therefore, only a simple
relationship of income as a response variable and OAP as an explanatory variable is used in a final study.
Also, still in terms of ordinary linear regression, we could extend our model by 27 additional explanatory
variables representing levels of factor variable GEO, variable describing country of observation origin,
together with interaction terms (GEO*OAP). These models provide reasonably quality fit, with some
reservations (over-parametrization and/or incorrectly fitted trend in some countries), but they lack to
capture the general relationship we are interested in. We have a desire to find the clusters of countries
that share the same development of studied relationship. That is the idea behind applying FMRM.

The statistical software R [11] contain several extension packages for estimation of mixture regres-
sion models. The results of our study are built on flexmix package, introduced in [9]. The package
implements a framework for maximum likelihood estimation with the EM algorithm. The main focus
is on finite mixtures of regression models and it allows for multiple independent responses and repeated
measurements.

Firstly, a suitable number of components must be determined. In order to do so, FMRM was estimated
for mixture consisting of 1 to 4 components and all FMRM models were evaluated based on BIC. This
information criterion suggests the two component mixture is desirable.
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Figure 1 Fitted FMRM without (left) and with concomitant variable (right).

Estimation via FMRM resulted to the following two regression lines (Figure 1, left)

̂Income = 1295.7 + 6.4 ∗OAP, ̂Income = −420.0 + 12.2 ∗OAP. (5)

The structure of countries included in the first or second component suggests that GEO variable has
a strong effect on classification of each observation. By providing GEO as a concomitant variable, the
models estimates (5) are updated to (Figure 1, right)

̂Income = 815.6 + 6.6 ∗OAP, ̂Income = −337.4 + 12.0 ∗OAP (6)

It is visible that not only regression lines are slightly different, but the structure of clusters varies as well.
The upper (red) cluster is mainly containing observations from Ireland, Spain, Croatia, Cyprus, Slovenia,
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Slovakia, Malta and Luxembourg. The rest of EU countries lie in the second, vertically lower, cluster
(black). The only regression parameter estimated as insignificantly different from zero is the intercept of
the upper component. The accuracy of estimates slightly increases visibly once the concomitant variable
is added to a model. For an estimate of intercept standard deviation declines from 517.57 (231.46 for the
second component) to 440.57 (210.42), for slope estimate the deviation reduces from 0.30 (0.11) to 0.27
(0.10).

5 Discussion

Income, as an indicator of life quality, is frequently discussed and analysed in economic studies. For
people older than 65 years, income appears to be highly dependent on old age pension that given state
provide. In order to evaluate this relationship in best possible manner, the FMRM were applied. The
results indicate that data follow two different simple regression models, first including most of the EU
countries, where the slope is considerably smaller. The second cluster contains mostly observations from
8 specific countries (Ireland, Spain, Croatia, Cyprus, Slovenia, Slovakia, Malta, Luxembourg), where
income is growing almost twice as fast as in the first cluster. There may be many reasons behind this
behaviour, from different retirement age or significantly varying age structure of a population, to a general
tendency of maintaining job even in a retirement age.
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Co-movement of Tourism Activity of V4 countries 
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Abstract. We study the dependence of tourism activity within four Central and 

Eastern European Countries (CEE): Poland, Czech Republic, Slovak Republic, and 

Hungary. Using monthly data of the nights spent at tourist accommodation estab-

lishments by residents and non-residents (total) in V4 countries from January 2003 

to December 2015 we show, that there exists statistically significant short-term (up 

to 6 months), mid-term (up to 12 months) and long-term (up to 24 months) co-

movement between V4 countries. Maximum long-term co-movement (ρ = 0.88) of 

tourism activity was found between Poland and Slovak Republic, while minimum 

short-term co-movement was found between Hungary and Slovak Republic (ρ = 

0.29). In general, we can say that lower dependencies between tourism activity were 

found for short-term co-movements, while larger for long-term co-movement. The 

results have implications for tourism policies, as they might shed light on whether 

co-operation between CEE countries is a viable strategy for supporting tourism ac-

tivities. 

Keywords: tourism, nights spent, Central and Eastern Europe, co-movement, long-

run correlations 

JEL Classification: C32, L83 

AMS Classification: 62-07 

1 Introduction 

When attracting tourist, should neighboring countries cooperate or compete? Using monthly data of the nights 

spent at tourist accommodation establishments by residents and non-residents in V4 countries from January 2003 

to December 2015 we show, that there exists statistically significant short-term (up to 6 months), mid-term (up to 

12 months) and long-term (up to 24 months) co-movement between V4 countries. Maximum long-term co-

movement (ρ = 0.88) of tourism activity was found between Poland and Slovak Republic, while minimum short-

term co-movement was found between Hungary and Slovak Republic (ρ = 0.29). In general, we can say that 

lower dependencies between tourism activity were found for short-term co-movements, while larger for long-

term co-movement. 

Most of the existing literature is centered around the tourism-growth nexus (see in: [2], [3], [7], [9]). 

Bayramoğlu and Ari [2], provided strong unidirectional evidence for causality from the expenditures of foreign 

tourists who visited Greece to the growth of Greece. Further on, Pérez-Rodríguez, et al. [9],  found significant, 

asymmetric and positive dependence between tourism and GDP growth rates for United Kingdom, Spain and 

Croatia. Mishra et al. [7], provides evidence of long-run unidirectional causality from tourism activity to eco-

nomic growth of the India. Finally, Chou [3], in his study applies the bootstrap panel Granger causality approach 

to test whether domestic tourism spending promotes economic growth. Using a sample of 10 transition countries 

the results were rather mixed. 

Another strand of the literature focuses on interactions of tourism with other economic sectors. For example,  

Zeren et al. [11], studied the dependence between finance, tourism and advertising in Turkey. Karadžova and 

Dičevska [4], looked at interactions between the development of the financial system and tourism development 

in the case of Republic of Macedonia. Serquet and Rebetez [10] examined whether there exists an impact of high 

temperature values at lower elevation on the number of overnight stays made by domestic tourists in the Swiss 

Alps and they demonstrated a correlation between domestic tourist demand and hot summer temperatures in the 

Swiss Alps. 

Interestingly, to the best of our knowledge, there are only two studies covering co-movement of tourism ac-

tivity. Lord and Moore [5] analyzed co-movement in tourist arrivals in the 21 Caribbean destinations for a period 

from 1977 to 2002. They investigated if tourism can encourage the goal of regional integration. The empirical 
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results presented in the paper provided no evidence for either absolute or conditional convergence in tourism 

penetration to the Caribbean. This finding is confirmed using both pairwise and panel unit root tests that allow 

for cross-sectional dependence. Although there are differences in the rate of tourism dependence in the Caribbe-

an, the industry has strengthened regional growth convergence over the past 25 years. The similarities in tourism 

cycles across the region also suggest that a joint promotion project for Caribbean region could yield significant 

gains. Mérida [6] contributed to the ability to understand the relationship between the tourist arrivals to Spain 

from nine developed countries (Belgium, France, Germany, Italy, Netherlands, Portugal, Sweden, United King-

dom, United States and Spain) and the business cycles of both the source countries and Spain. The results from 

co-movement analysis revealed different patterns for each country. For example, arrivals from France, Germany, 

Portugal and Sweden seem to be more correlated with the movement of the Spanish business cycle than with 

their own economic cycle while in other countries (such as Italy or the United Kingdom) both aspects seem to be 

equally correlated with the tourist outflows to Spain, although for both of them the evolution of their own inner 

economies seem to be more relevant. 

We contribute to the existing literature in two significant ways. First, we fill the gap in the literature on co-

movement of tourism activity. Second, existing studies usually cover countries, where tourism is a significant 

part of the total production of the economy. Our study covers new markets, the CEE countries, where tourism 

plays only a minor role of the total economy. Still, we have found strong evidence for co-movement between 

tourism activities of these countries. 

The remainder of the paper is structured as follows. Section 2 presents the data. Section 3 describes the 

methodology. In Section 4 we discuss results and conclude. 

2 Data 

Our study examines long-run correlation between the nights spent at tourist accommodation establishments (such 

as: hotels, holiday and other short-stay accommodation, camping grounds, recreational vehicle park and trailer 

parks) by residents and non- residents (total) in V4 countries, namely: Slovak Republic (SK), Czech Republic 

(CZ), Poland (PL) and Hungary (HU). Our dataset consists of monthly data from January 2003 to December 

2015. Data were obtained from Eurostat database.  

Due to the significant seasonal pattern in the data, we have first removed the seasonal component via 

annualization of the monthly data series. For example, our first observation corresponds to the December 2003 

and it is the sum of total monthly nights spent from January 2003 to December 2003. Next observation corre-

sponds to January 2004 and corresponds to the sum of total monthly nights spent from February 2003 to January 

2004, etc. The resulting time series are deseasonalized and are displayed on Fig. 1. 

 

Figure 1 Total nights spent at tourist accommodation establishment of V4 countries 
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Note: CZ, HU, PL, and SK denotes the Czech Republic, Hungary, Poland, and Slovak Republic. 

3 Methodology 

In our paper we decided to use long-run correlation coefficient ρxy , which was presented in [8]. It is a non-

parametric approach, which has several advantages, among others it is a model free approach and it leads to a 

consistent estimate of the variance-covariance matrix even in the presence of autocorrelation and 

heteroskedasticity. The long-run covariance matrix Ω of the process Zt = [yt, xt]
T
 is defined as: 
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In line with the study of Andrews [1] the following estimator is employed: 
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where k(.) is a real-valued kernel and M the bandwidth parameter. The kernel function is described in [1] and 

together with the bandwidth parameter it determines the scheme (and the weight) with which past cross-

covariances enter the estimation of the long-run covariance matrix. In our empirical work, we have used the 

Quandratic spectral kernel weighting function: 
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Given the variance-covariance matrix, the long-run correlation is estimated as: 
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Finally, Panopoulou et al. [8] have provided the necessary distributional assumption for the significance test 

of the long-run correlation coefficient. More specifically, the following test statistics follows the normal distribu-

tion under the null hypothesis: 
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  (7) 

The long-run correlation was calculated for different bandwidth parameters M. More specifically, if we set 

the bandwidth parameter to M = 1,2,..,6 the resulting correlation takes into account dependencies across previous 

or past six months (from one series to another and vice versa). Therefore, such correlations were considered to 

represent short-term dependence. Similarly, if the bandwidth parameter was set to M = 7,8,...,12 the resulting 

correlation represents the mid-term dependence and finally, with M = 13,14,…, the resulting correlation repre-

sents the long-term dependence. 
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4 Results and Conclusion 

Our results are reported in Table 1. Looking at the significances, it appears clear that almost all relationships are 

statistically significant. Moreover, the relationships are clearly also economically meaningful, as the correlations 

range from ρ = 0.29 to ρ = 0.88.  

 

  Short-term co-movement Medium-term co-movement 

Country/ M 1 2 3 4 5 6 7 8 9 10 11 12 

CZ - HU 0.57
d
 0.58

d
 0.59

d
 0.60

d
 0.61

d
 0.63

d
 0.64

d
 0.65

d
 0.67

d
 0.68

c
 0.69

c
 0.71

c
 

CZ - PL 0.54
d
 0.58

d
 0.59

d
 0.60

d
 0.62

d
 0.63

d
 0.64

d
 0.65

d
 0.66

d
 0.67

c
 0.68

c
 0.69

c
 

CZ - SK 0.35
d
 0.39

d
 0.42

d
 0.43

d
 0.44

c
 0.45

c
 0.46

c
 0.47

c
 0.48

b
 0.49

b
 0.49

b
 0.50

b
 

HU - PL 0.60
d
 0.66

d
 0.67

d
 0.67

d
 0.67

d
 0.66

d
 0.65

d
 0.65

d
 0.64

c
 0.64

c
 0.63

c
 0.62

c
 

HU - SK 0.29
d
 0.33

d
 0.34

c
 0.35

c
 0.35

b
 0.36

b
 0.38

b
 0.39

a
 0.40

a
 0.42

a
 0.43

a
 0.45

a
 

PL - SK 0.47
d
 0.51

d
 0.54

d
 0.56

d
 0.58

d
 0.59

d
 0.60

d
 0.61

d
 0.62

c
 0.64

c
 0.66

c
 0.68

c
 

  Long-term co-movement 

Country/ M 13 14 15 16 17 18 19 20 21 22 23 24 

CZ - HU 0.73
c
 0.74

c
 0.75

c
 0.75

c
 0.76

c
 0.77

c
 0.78

c
 0.79

c
 0.80

c
 0.80

c
 0.81

c
 0.82

c
 

CZ - PL 0.70
c
 0.70

c
 0.70

c
 0.70

c
 0.70

c
 0.70

c
 0.69

b
 0.69

b
 0.69

b
 0.69

b
 0.69

b
 0.68

b
 

CZ - SK 0.50
b
 0.51

a
 0.51

a
 0.52

a
 0.53

a
 0.55

a
 0.57

a
 0.58

a
 0.58

a
 0.57

a
 0.56

a
 0.55

a
 

HU - PL 0.62
c
 0.61

b
 0.61

b
 0.60

b
 0.60

b
 0.60

b
 0.61

b
 0.61

b
 0.62

a
 0.62

a
 0.63

a
 0.64

a
 

HU - SK 0.46
a
 0.47

a
 0.48

a
 0.49

a
 0.50

a
 0.51

a
 0.51

a
 0.52

a
 0.52

a
 0.52

a
 0.52

a
 0.52

a
 

PL - SK 0.70
c
 0.73

c
 0.75

c
 0.78

c
 0.82

c
 0.85

c
 0.87

c
 0.88

c
 0.88

c
 0.88

c
 0.88

c
 0.88

c
 

Table 1 Co-movement between tourism activities of V4 countries. 

Note: CZ, HU, PL, and SK denotes the Czech Republic, Hungary, Poland, and Slovak Republic; a, b, c, d denotes 10%, 5%, 

1%, and 0.1% significance level; M denotes the bandwidth parameter. Bold values represent the highest correlations for a 

given pair of countries. 

 

Summary statistics of co-movements between tourism activities of V4 countries is listed in Table 2. Accord-

ing to this table, maximum long-term co-movement (ρ = 0.88) of tourism activity was found between Poland and 

Slovak Republic at the bandwidth parameter M = 22, while minimum short-term co-movement (ρ = 0.29) was 

found between Hungary and Slovak Republic at the bandwidth parameter M = 1. Maximum mean value of co-

movement of tourism activity (ρmean = 0.71) was found between Poland and Slovak Republic. Minimum mean 

value of co-movement (ρmean = 0.44) of tourism activity was found between Hungary and Slovak Republic.  

 

Country mean max
M 

min
M 

CZ - HU 0.70 0.82
24 

0.57
1 

CZ - PL 0.66 0.70
16 

0.54
1
 

CZ - SK 0.50 0.58
21 

0.35
1
 

HU - PL 0.63 0.67
03 

0.60
1
 

HU - SK 0.44 0.52
24 

0.29
1
 

PL - SK 0.71 0.88
22 0.47

1
 

Table 2 Summary statistics of co-movement between tourism activities of V4 countries. 

Note: CZ, HU, PL, and SK denotes the Czech Republic, Hungary, Poland, and Slovak Republic; M denotes the bandwidth 

parameter. Bold values denote extreme values across all pairs of countries. 

 

In general, we can observe that lower dependencies between tourism activity were found for short-term co-

movements, while larger for long-term co-movement. Although, short-term co-movements were observed to 

have lower values, they were still statistically significant. 

To conclude, these results may be helpful for a deeper understanding of the tourism industry in V4 countries. 

Although, the tourism plays only a minor role of the total economy in these V4 countries, we found strong evi-

dence of co-movement of tourism activity. It appears, that tourist agencies in V4 might find it useful to co-

operate when promoting their countries abroad. One readily available explanation for high dependence of tour-

ism activity might be, that the co-movement only manifest the co-movement of real economies (the business 

cycle). This however, remains to be tested in our subsequent works.  
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On newsvendor model with optimal selling price

Petr Volf1

Abstract. The contribution studies the problem of optimizing the inventory
amount to achieve maximal profit, under circumstances of uncertain, random
demand. This matter, known also as the newsvendor problem, has various
variants. After reviewing two basic formulations, we concentrate to the model
when the vendor is able to change selling price. Naturally, increased price leads
to smaller demand, and vice versa. To describe such an effect, we assume a
nonlinear regression-like model of dependence of demand on the price, with an
inflexion point at a ’base’, customary price. This is in fact the main innova-
tion proposed in the present contribution, as standardly linear or exponential
demand curves are considered. We then derive optimal solution concerning
both the inventory level and selling price, maximizing either expected profit or
chosen quantile of profit distribution. Solutions are illustrated with the aid of
simple numerical examples.

Keywords: stochastic optimization, newsvendor model, quantile optimiza-
tion, demand function.

JEL classification: C41, J64
AMS classification: 62N02, 62P25

1 Introduction

The newsvendor model is a mathematical formulation of the problem how to determine optimal inventory
level to be sold in circumstances of uncertain demand. It is named by an analogy with the situation of
a newspaper vendor who must decide how many copies of the paper to purchase, knowing that unsold
copies will become worthless. The simplest case is characterized by fixed both purchase and selling
prices, without any additional costs. In fact it serves as a basic block for building more sophisticated and
realistic model variants [3]. The present paper starts by description of such a simple instance. Then, in
next parts, some generalizations are provided. First, a model is recalled considering additional costs for
stocking unsold items or for not meeting the demand. Then, the main part deals with the case allowing
the vendor to change the selling price. We propose a nonlinear, cubic regression-like model for dependence
of demand on price, discuss such a choice, and derive rules for simultaneous assessing both optimal stock
amount and optimal price in order to maximize chosen characteristics of (random) profit. Namely, we
take into account either expected profit or certain profit distribution quantile. We prefer to deal with
quantiles, as they are more universal characteristics of distribution (especially of non-symmetric one),
simultaneously the calculation of optimal values in considered models is feasible enough. The presentation
of models and optimal solutions is accompanied by simple illustrative examples.

1.1 Basic formulation of the newsvendor problem

Let D be a (nonnegative) random variable with known probability distribution representing the demand
(of units of certain commodity), further let each unit be sold for price q and purchased for price c, (c < q),
S be the number of units stocked, i.e. purchased to be sold. In the simplest case c and q are fixed, we
search for optimal stocking quantity S which maximizes the profit

Z = q ·min(S,D)− c · S. (1)

As bothD and therefore Z are random, we have a choice which criterion to maximize. It is well known and
can be shown easily that to get maxS EZ, optimal solution is S = SE = ((q−c)/q)-quantile of distribution

1FP TU Liberec, Department of Applied Mathematics, Univerzitńı nám. 1, Liberec, Czech Republic, petr.volf@tul.cz
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of D, while for maximization of the α-quantile of Z the optimal stock equals S = Sα = α-quantile of
D (naturally, in case q ≤ c the optimal decision is S = 0). See for instance [2],[3],[5]. Computation of
resulting distribution of profit Z from (1), hence also of achieved values of EZ and quantiles of Z, QZ(α),
is then rather easy task. Namely, denote f, F,Q the density, distribution function and quantile function
of random demand D, further F̄ = 1− F , then from (1) it follows that for given S

EZ =

∫ S

0

(qx− cS)f(x)dx+ (q − c)SF̄ (S) = q

∫ S

0

F̄ (x)dx− cS,

after integration by parts. As regards quantiles of Z as function of S, they equal

QZ(α) = (q − c)S for S ≤ Q(α), QZ(α) = qQ(α)− cS for S > Q(α).

Then maximum of it, which is attained at Sα = Q(α), equals Q(α) · (q − c). This solution can also
be interpreted as providing the stock quantity that guarantees that the demand will be satisfied with
probability at least α. It is possible and interesting to study dependence of distribution of Z and values
of its characteristics, including its variance, on chosen stock amount S. This is actually the purpose
of the following example. We have selected the normal distribution for D, D ∼ N(µ = 150, σ = 20)
(which is practically positive with P ∼ 1), prices were set to c = 10, q = 15. Then 0.1, 0.25, 0.5,
0.75, and 0.9 quantiles of this normal distribution equal 124.3690, 136.5102, 150.0000, 163.4898, and
175.6310, respectively. It means that these values are also levels of stock Sα maximizing corresponding
α-quantiles of profit Z. Further, the ratio (q− c)/q = 1/3, hence the optimal stock level maximizing EZ
equals SE = 141.3855, corresponding to 1/3 quantile of distribution of D. Figure 1 shows dependence
of considered 5 quantiles of profit Z on S. It contains also the graph of mean values EZ and curves
EZ − 2σZ , EZ + 2σZ , where σZ denotes standard deviation of Z. Though the value SE = 141.3855
guarantees maximal possible expected profit, simultaneously it is seen that the variance (and therefore
uncertainty) of profit really achieved is rather large. However, let us consider just slightly sub-optimal S,
for instance S = 130. Expected profit is then just slightly smaller, approximately from 600 decreasing to
580, simultaneously standard deviation of distribution of Z is smaller significantly (approximately twice).
It is also seen how for even smaller levels of stock (less than 120, say) the distribution of possible profit
becomes to be rather narrow, but, naturally, all considered distribution characteristics are already lower.

100 110 120 130 140 150 160 170 180 190 200
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−200
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Q(0.75)

Q(0.25)
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Q(0.1)

EZ

EZ+2σ

EZ−2σ

Figure 1 Dependence of characteristics of profit Z on inventory amount S in model (1).

1.2 Generalization with additional costs

The model from above is naturally just a basis for more general cases, see overviews in [1],[3]. One of
generalizations can consider a set of additional costs, namely p = penalty (per unit) for non-satisfied
demand, and h = cost of stocking each non-sold unit. Moreover, let s be a rest inventory from the
previous period which enters the present period as a part of S. Then we search for optimal amount S− s
to be purchased. If all costs are fixed and demand is random, then again there is no problem to derive
(at least numerically) the distribution of profit Z, where

Z = q ·min(S,D)− c · (S − s)− p ·max(D − S, 0)− h ·max(S −D, 0), hence
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Z = D(q + h)− S(c+ h) + sc for S > D, Z = S(q − c+ p)−Dp+ sc for S ≤ D, (2)

and to find S maximizing either expected profit EZ or certain quantile of Z. Namely, maximum of EZ is
attained at SE = (q+p−c)/(q+p+h)-quantile of distribution of demand D, while optimal S maximizing
a quantile of Z has to be computed numerically on the basis of distribution (2). Figure 2 illustrates the
model. The main characteristics are the same as in Figure 1, moreover we set h = p = 3, s = 0. Then
SE = Q(0.381) = 143.94, optimal S maximizing selected quantile curves can be assessed numerically and
are visible from the graph. In the example, under given values of parameters, they are higher than in
model (1), while corresponding distribution of profit is shifted down, due additional costs.
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Figure 2 Dependence of characteristics of profit Z on inventory amount S in model (2).

2 Demand dependent on price

In the sequel we shall consider yet another generalization, allowing in the framework of basic model (1)
for changes of selling price q. That is why we shall need a relation between price and demand. Thus,
the aim is then to find both optimal stock amount and optimal selling price. Inspired for instance by
[3] we propose several regression-like models, additive or multiplicative. We shall present basic results
with linear demand functions, however later we shall prefer nonlinear trend curves and discuss their use
and meaning. Taking into account that, as we have seen, the quantiles of profit distribution are easier
to compute, and, mainly, that quantiles are in many cases more reliable characteristics of non-symmetric
distributions (for discussion on quantile optimization see [2] or [4]), we shall concentrate to optimization
of profit quantiles. Even simple examples in preceding section show how a few quantiles can nicely
characterize the main part of profit distribution.

2.1 Additive model

Let as assume that the demand depends on selling price in the following manner

D(q) = d(q) + ε. (3)

where d(q) is a trend function, non-increasing, smooth (e.g. with first derivative), ε stands for a random
variable, centered and independent of q. In fact, we should assume nonnegative function d(q), to give it a
practical sense. Let us denote F (x), Q(α) the distribution function and quantiles of ε, respectively, F̄ =
1−F . Then, for fixed q, the distribution function of demand D(q) is Fq(x) = F (x−d(q)) and its quantiles
are Qq(α) = Q(α) + d(q). The most standard choice of ε is the normal distribution N(0, σ2). In this
case, however, we have to truncate it at large values of q in order to keep demand nonnegative. Further,
still assuming fixed q, we are able to find optimal stocks maximizing EZ, SE(q) = Q((q − c)/q) + d(q),
or maximizing Qz(α), which equals Sα(q) = Q(α) + d(q). In the second case we are also able to express
achieved maximal value, namely

Q̂Z(α, q) = Sα(q) · (q − c) = [Q(α) + d(q)] · (q − c). (4)

Mathematical Methods in Economics 2016

888



Now, the task is to find q maximizing (4). It means to solve equation

dQ̂Z(α, q)

dq
= Q(α) + d(q) + d′(q) · (q − c) = 0. (5)

Example with linear trend. Let d(q) = a+bq, b < 0, (d(q) = 0 for q > −a/b). From (5) the equation
Q(α) + a+ 2bq − bc = 0 follows, which is solved at q = c/2− (Q(α) + a)/2b. If we assume that demand
at c is positive, i.e. −a/b > c, then optimal q > c. As regards maximization of expected profit, for fixed
q its maximum equals

EZ(q) =

∫ SE(q)

0

F̄ (x− d(q))dx− c · SE(q). (6)

It is seen that here the problem of assessing optimal q could be solved just numerically.

2.2 Log-additive model

We can as well speak on multiplicative model for demand, its logarithm (we use natural logarithms) leads
to

logD(q) = l(q) + ε. (7)

This model seems to be more convenient than the additive one, guaranteeing positive demand for all
q. Again, l(q) is assumed non-increasing. When, standardly, ε ∼ N(0, σ2), D(q) has the log-normal
distribution and its variance increases with decreasing price q. Naturally, we could consider an explicit
model of dependence of variance on q, however this is beyond scope of the present study. Denote again by
F, F̄ ,Q corresponding characteristics of distribution of ε, then characteristics of distribution of demand (at
fixed q) are Fq(x) = F (lnx− l(q)), Qq(α) = exp(Q(α)+ l(q)). Hence we can easily express stock amount
maximizing either EZ or a quantile of Z, under given q, namely: SE(q) = exp[Q((q−c)/q)+l(q)], Sα(q) =
exp[Q(α)+l(q)]. Taking into account the form of optimal EZ (6), we see that the next step, maximization
over price q, is not easy and can be attempted by a convenient numerical procedure. On the other hand,
the form of optimal quantiles of Z is simpler and in certain instances can be solved by direct computation.
At a fixed q, maximal α-quantile of profit Z equals Q̂Z(α, q) = exp[Q(α) + l(q)] · (q − c). Equation for
assessing optimal q then reads

dQ̂Z(α, q)

dq
= exp[Q(α) + l(q)] · [l′(q) · (q − c) + 1] = 0. (8)

Example with log-linear trend. Assume now, similarly as above, that l(q) = a + bq, b < 0. Then,
searching for optimal q, we obtain the following equation

dQ̂Z(α, q)

dq
= exp[Q(α) + a+ bq] · (b(q − c) + 1) = 0.

It is solved at q = c− 1/b, which is larger than c. Notice an interesting feature that optimal q does not
depend on α.

3 Nonlinear demand function

Linear (or exponential) functions of dependence of demand on price are the most commonly used models,
however I feel that for our purposes other models could be more appropriate. The idea is the following:
Let us imagine that there exists a base price, or customary price q0 for given commodity, and that its small
changes actually do not change the demand. However, larger alteration can have already much stronger
influence on demand. For instance, under too high price customers start to search for substitution,
either from another source or by a similar product. Similarly, low price attracts new buyers. Thus, I
guess, a suitable dependence function should be a curve with an inflexion point and with derivative close
to zero at q0, smoothly increasing to left and decreasing to right (for larger price). For instance like
a cubic polynomial with conveniently chosen parameters. Figure 3 shows examples of such functions,
they are specified below. The purpose of examples is just to illustrate the approach and method of
solution. Naturally, there is a rather rich choice of similar functions, for instance an inversion to S-curve
(of Gompertz) or functions composed from more parts.
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3.1 Example of additive cubic trend

I propose to choose function d(q) = a+ b(q− q0)3, with b < 0, possessing all required properties. Namely,
its derivative at q0 equals zero, a = d(q0), q0 is also its inflexion point. Optimal values are then obtained
via (4) and (5). For a numerical example, let us fix c = 0.7, b = −0.5, q0 = 1, hence also a = 1, further
let the standard deviation of normal random variable ε be σ = 0.1, and α = 0.5, which means that we
wish to optimize median of profit Z. Corresponding cubic demand function d(q) and optimal values (w.r.
to S) Q̂Z(α, q), i.e. medians of profit maximized for fixed q, are displayed in right subplots of Figure 3.
Optimal values of price q, stock amount S and achieved median of profit Z then equal

qopt = 1.73, Sopt = 0.8055, QZ,opt(0.5) = 0.8297.

Naturally, if q ≤ c, ’optimal’ S(q) = 0.
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Figure 3 Exponential-cubic trend and cubic trend for demand (first row), optimal values
of medians of profit Z as functions of q (second row).

3.2 Example of log-additive cubic trend

Now it is assumed that the log of demand has a cubic trend, l(q) = a + b(q − q0)3. It means that the
trend function of demand equals d(q) = exp(l(q)). Again, 1-st and 2-nd derivatives of both functions are
zero at q0, conditions d(q0) = d0 implies that a = log(d0). Optimal solutions maximizing α-quantile of Z
are obtained in accordance with rules derived above, including expression (8).

In a numerical example, we fixed c = 0.7, b = −0.7, q0 = 1, also d(q0) = 1, hence here a = 0, further
σ = 0.1, and α = 0.5 as above. Left subplots of Figure 3 display function d(q) = exp(l(q)) (above) and
corresponding Q̂Z(α, q) (below). Achieved optimal values of price q, stock amount S and median of profit
Z are equal to

qopt = 1.69, Sopt = 0.7946, QZ,opt(0.5) = 0.7866.

We can say that both models offer comparable solution. Optimal recommended price is higher than the
base price q0, under qopt the profit is higher in spite of lower demand.

In order to compare models and their performance, we present here also numerical results from linear
and log-linear models. In the former, trend function d(q) = a+bq had parameters b = −1, a = 1−bq0 = 2,
as we again fixed q0 = 1, and required d(q0) = 1. However, in these models q0 is just one of points on
demand curve, without the meaning of a ”base point” (like above). Further, let again c = 0.7, σ = 0.1
and α = 0.5. Functions d(q) and Q̂Z(α, q), i.e. medians of Z optimized w.r. to S for fixed q, are displayed
in Figure 4, right subplots. Optimal values of price q, stock amount S and median of profit Z were equal
to

qopt = 1.35, Sopt = 0.65, QZ,opt(0.5) = 0.4225.

For example of log-linear trend l(q) = a+bq we have selected b = −1, a = −b = 1, then again exp(l(1)) =
1. Functions exp(l(q)) and Q̂Z(α, q) are displayed in left subplots of Figure 4. In this case the optimal
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Figure 4 Exponential trend and linear trend for demand (first row), optimal values of medians
of profit Z as functions of q (second row).

values of price q, stock amount S and median of profit Z equaled

qopt = 1.70, Sopt = 0.4966, QZ,opt(0.5) = 0.4966.

4 Conclusion

In the present paper several basic variants of the newsvendor model have been reviewed. The main
contribution consisted in proposing the solution in the case with simultaneous control of inventory amount
and selling price, under nonlinear (here cubic) demand curve. The selection of function form was justified
by introducing the term ”base price” as inflexion point of the curve. Then, the price optimal from the
vendor point of view is, as a rule, higher, which can be interpreted as a base price plus a premium,
[3]. A question arises how an appropriate demand function should be estimated. The main source of
information should be, I believe, an experience, based on data collection and analysis, extrapolation
of extracted relations, as well as on expert knowledge and opinion. Another variant of the model can
consider also adaptation of price during selling period. As it has been already said, rather simple models
studied here can then serve as building blocks for construction of dynamical multi-period models.
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Approximate Transition Density Estimation of the

Stochastic Cusp Model

Jan Voř́ı̌sek 1

Abstract. Stochastic cusp model is defined by stochastic differential equa-
tion with cubic drift. Its stationary density allows for skewness, different tail
shapes and bimodality. There are two stable equilibria in bimodality case and
movement from one equilibrium to another is interpreted as a crash. Qualita-
tive properties of the cusp model were employed to model crashes on financial
markets, however, practical applications of the model employed the stationary
distribution, which does not take into account the serial dependence between
observations.

Because closed-form solution of the transition density is not known, one has to
use approximate technique to estimate transition density. This paper extends
approximate maximum likelihood method, which relies on the closed-form ex-
pansion of the transition density, to incorporate time-varying parameters of
the drift function to be driven by market fundamentals. A measure to predict
endogenous crashes of the model is proposed using transition density estimates.

Empirical example estimates Iceland Krona depreciation with respect to the
British Pound in the year 2001 using differential of interbank interest rates as
a market fundamental.

Keywords: multimodal distributions, stochastic cusp model, approximate
transition density.

JEL classification: C46
AMS classification: 62F10

1 Introduction

Stationary density of stochastic cusp model belongs to the class of generalized normal distributions.
Since it has four parameters, its flexible enough to allow for skewness, kurtosis and bimodality (Cobb
et al. [4]). Modes of stationary density correspond to the stable equilibria of differential equation with
cubic polynomial. In bimodality case there are two stable equilibria attracting the process and one
unstable one between them, which repulses the process and corresponds to the antimode of stationary
density. Movement from one stable equilibrium to another, which is defined by switching from one side of
unstable equilibrium to another, can be viewed as an intrinsic crash in the system. This potentially large
shift towards another stable equilibrium level is considerable advantage of the cusp model in describing
certain systems over traditionally used mean reverting linear models, which has just one stable attracting
equilibrium. Another advantage is a random walk behavior (under certain parametrization) in the middle
of the domain, which was found appropriate for interest rate modeling by Aı̈t-Sahalia [1].

However, complexity of cusp model brings some disadvantages, along with the lower research interest,
which results into the lack of recent theoretical results. The major disadvantage lies in non-existence of
closed-form solution of the transition density. There are several different approaches to overcome this
obstacle: Euler approximation, simulation based methods, binomial approximations, numerical solution
of Kolmogorow equations, and Hermite expansions. The last method, proposed by Aı̈t-Sahalia [2] and
[3], gives unlike the other methods closed-form approximation of the transition density, that converges

1Academy of Sciences of the Czech Republic, Institute of Information Theory and Automation, Pod Vodárenskou věž́ı 4,
CZ-182 08 Prague 8, Czech Republic
Department of Probability and Mathematical Statistics, Faculty of Mathematics and Physics, Charles University Prague,
Sokolovská 83, CZ-186 75 Prague 8, Czech Republic, vorisek@karlin.mff.cuni.cz
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to the true likelihood function. This methods allows to consistently estimate parameters of the diffusion
processes.

Approach, which utilizes time-varying parameters, but only stationary density of stochastic cusp
model were theoretically derived by Creedy and Martin [5] and empirically tested by the same authors
[6] for the USD/GBP exchange rate. There were attempts to model currency crises by stationary cusp
density (e.g. [7], [10]), some of them neglecting serial dependence completely, some reflecting it in
variability of estimates. Goal of this paper is to provide an estimation technique, which reflects the time
dependence, by extension of approximate transition density method to include exogenous variables, which
drive parameters of the model. As an illustration example of proposed methodology serves Icelandic Krona
deprecitation with respect to British Pound, given interest rate differential as an explanatory variable.

The rest of this paper is organized as follows. Section 2 recalls a method, which approximates
transition density function. Estimation of stochastic cusp model with time-varying parameters and
a measure to access potential of crash is introduced in Section 3. Section 4 presents an illustration
example of proposed methodology using daily ISK/GBP exchange rate for the period from July 1, 1999
to December 31, 2004. Section 5 summarizes the results and concludes.

2 Approximate transition density function

Transition density of a general diffusion process

dXt = µ(Xt; θ)dt+ σ(Xt; θ)dWt, (1)

does not have an analytical form. There are different techniques, how it can be approximated including
Euler approximation, simulation-based methods or a numerical solution of forward Kolmogorov equation
(see [8]). Aı̈t-Sahalia ([3]) proposed a method based on Hermite polynomials to derive closed-form
expansion for the transition density. Assume following assumptions :

1. The functions µ(x; θ) and σ(x; θ) are infinitely differentiable in x, and three times continuously
differentiable in θ, for all x ∈ DX = (−∞,∞) and θ ∈ Θ.

2. There exists a constant ζ such that σ(x; θ) > ζ > 0 for all x ∈ DX and θ ∈ Θ.

3. For all θ ∈ Θ, µ(x; θ) and its derivatives with respect to x and θ have at most polynomial growth
near the boundaries and

lim
x→±∞

−1

2

(
µ2(x; θ) +

∂µ(x; θ)

∂x

)
<∞,

and a transformation of original process X into a new process Y as

Y ≡ γ(X; θ) =

∫ X 1

σ(u; θ)
du.

By applying Itô’s Lemma, Y has unit diffusion

dYt = µY (Yt; θ)dt+ dWt,

where the drift is given by

µY (y; θ) =
µ(γ−1(y; θ); θ)

σ(γ−1(y; θ); θ)
− 1

2

∂σ(x; θ)

∂x
|x=γ−1(y;θ).

Than approximation of the log-transition density of y given initial values y0 and a time step ∆ is
given by:

l
(K)
Y (y|y0,∆; θ) = −1

2
log(2π∆)− C(−1)(y|y0; θ)

∆
+

K∑

k=0

C(k)(y|y0; θ)
∆k

k!
(2)

Mathematical Methods in Economics 2016

893



where K is order of expansion connected to the power of ∆ and coefficients C(k)(y|y0; θ) can be calculated

by substitution of proposed solution (2) into forward and backward Kolmogorov equations. Given l
(K)
Y ,

the expression for l
(K)
X is given by the Jacobian formula

l
(K)
X (x|x0,∆) = −1

2
log(2π∆σ2(x))− (γ(x)− γ(x0))2

2∆
+

K∑

k=0

C(k)(γ(x)|γ(x0); θ)
∆k

k!
. (3)

3 Stochastic model cusp

The univariate stochastic cusp model can be characterized by nonlinear diffusion process for the variable
of interest

dXt =

(
α+ β

Xt − λ
σ

−
(
Xt − λ
σ

)3
)

1

2σ
dt+ σwdWt, (4)

where Wt is standard Brownian motion, σ > 0 and σw > 0. Stationary density can be expressed
analytically

fs(x; θ) = ηs(θ) exp

[
α
x− λ
σ

+
β

2

(
x− λ
σ

)2

− 1

4

(
x− λ
σ

)4
]
, (5)

where ηs(θ) is normalizing constant.

For identifying bimodality of the stationary probability density function (5) serves statistic called
Cardan’s discriminant

δC =
(α

2

)2
−
(
β

3

)3

. (6)

The parameters α (asymetry) and β (bifurcation) are invariant with respect to changes in λ (location)
and σ (scale), as is δC , and they have following approximate interpretations [4]. If δC ≥ 0 then α measures
skewness and β kurtosis, while δC < 0 then α indicates the relative height of the two modes and β their
relative separations.

3.1 Time-varying parameters

Following for example Creedy and Martin [6] or Fernandes [7], one can allow parameters α and β from
(4) to be time varying:

dxt =

(
α(ξt) + β(ξt)

xt − λ
σ

−
(
xt − λ
σ

)3
)

1

2σ
dt+ σwdWt, (7)

where ξt is a vector of market fundamentals that are strictly exogenous with respect to xt. Using
approximate transition density (3) log-likelihood of the observed values xi, ξi is given by:

ll(2) =
n−1∑

i=1

[
− (zi+1 − zi)2

2∆σ
+
αi
2

zi+1 − zi
σw

+
βi
4

z2i+1 − z2i
σw

− z4i+1 − z4i
8σw

+

+
∆σ

σ2
w

(
−α

2
i

8
+
αi
16

(
κ3i − 2βκi

)
− β2

i

24
κ2i +

βi
20

(
−5σw + κ4i

)
+
σw
4
κ2i −

1

56
κ6i

)
+

+
∆2
σ

σ2
w

(
σw
8
− β2

i

48
+
βi
40
κ2i (3, 4) +

αi
16
κi −

1

112
κ4i (5, 8, 9)

)
− 1

2
log(2π∆σ2

w)

]
(8)
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where ∆σ = ∆/σ2, αi = α0 + α1ξi, βi = β0 + β1ξi, zi = (xi/σw − λ)/σ and κji (c) =
∑j
k=0 ck z

k
i+1z

j−k
i .

By differentiation of log-likelihood (8) with respect to α0 and β0 and laying down to zero, one can
express these parameters wrt. other parameters

α̂0 =
2c013c

0
21 − c012c022 + 2β1(c122c

0
13 − c022c113) + α1(4c013c

1
31 − c022c122)

(c022)2 − 4c013c
0
31

, (9)

β̂0 =
2c012c

0
31 − c021c022 + 2α1(c122c

0
31 − c022c131) + β1(4c031c

1
13 − c022c122)

(c022)2 − 4c013c
0
31

, (10)

where coefficients cij are as follows:

ck12 =
∑n−1
i=1 ξ

k
i

(
1
4 (z2i+1 − z2i ) + ∆σ

(
− 1

4 + 1
20κ

4
i

)
+ ∆2

σ
κ2
i (3,4)
40

)
,

ck13 =
∑n−1
i=1 ξ

k
i

(
−∆σ

κ2
i

24 −∆2
σ

1
48

)
,

ck21 =
∑n−1
i=1 ξ

k
i

(
1
2 (zi+1 − zi) + ∆σ

κ3
i

16 + ∆2
σ
κi

16

)
,

ck22 = −∑n−1
i=1 ξ

k
i ∆σ

κi

8 ,

ck31 = −∑n−1
i=1 ξ

k
i ∆σ

1
8 .

Besides, one can express parameters α1 and β1 in a similar way to further reduce parameter space, which
means that only parameters λ, σ and σ2

w needs to be estimated numerically. Employing of the transition
density estimation allows to estimate variance of dWt in contrast with stationary density estimation.

3.2 Probability of crash

Denote probability of extreme event by

π(x|x0,∆; θ, c) =

∫ c

−∞
exp[ l(x|x0,∆; θ)]dx, (11)

which for c corresponding to the antimode of the stationary density in bimodality case represents pro-
bability of switching to lower stable equilibria from starting point x0 > c. If Cardan’s discriminant (6) is
lower then zero, than antimode ca can be calculated as:

ca = −2 sign(α)

√
β

3
cos

(
1

3
arctan

(
2

abs(α)

√
−α

2

4
+
β3

27

)
+ arctan

(√
3
))

. (12)

In general, π(x|x0,∆; θ, c) can be used with an arbitrary c, when it represents standard risk measure
approach. It measures large changes in unimodality case as well, however they occur exclusively due to
the stochasticity of the process.

4 Empirical example

Following [10] and [7], the example for illustration of proposed methodology involves daily observed
exchange rate between Icelandic Krona and British Pound in the period from July 1, 1999 to December
31, 2004, where as a market fundamental is used differential of one month interbank interest rate of the
corresponding country1. The basic statistical characteristic is presented in Table 1. The interest rate
differential is a commonly used macroeconomic indicator of the soundness of the banking sector as high
interest rate differentials often precede increases in nonperforming loans (see [9]).

1Data from the Central Bank of Iceland and Bank of England.
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ISK/GBP rI/rB

mean 128.97 1.0397

median 127.55 1.0421

std. dev. 9.94 0.0222

skewness 0.66 0.2694

kurtosis 2.71 1.8909

minimum 112.75 1.0076

maximum 156.3 1.0886

Table 1 Descriptive statistics of exchange rate and interest rate differential

Keeping the modeled quantities as usual (e.g. [6], [10]), we will use the logarithm of the exchange
rate xt and logarithm of the interest rate differential ξt, where variable parameters of drift (7) are
given by αt = α0 + α1ξt−1 and βt = β0 + β1ξt−1. Table 2 discloses the results of numerical maximum
likelihood estimation of the diffusion process. It reveals that the stationary and transition estimates of
parameters are similar, but the errors of estimates are remarkably higher for transition density estimation.
There are two possible explanation for that: firstly the non-normality of estimates, but this holds for
stationary density estimation as well, second explanation holds just for the transition model, where the
last observation of exchange rate explains substantial part of distribution of next observation. However,
Figure 1 shows, that the switching probability (11) indicated possibility of depreciation of the Krona in
the first quarter of 2001, before the real depreciation came. Except of that Figure 1 displays evolution
of Cardan’s discriminant calculated according to both stationary and transition estimates, together with
scaled exchange rate, interest rate differential and probability of adverse equilibria in a one-step ahead
forecast.

parameter stationary est. stat. std. error transition est. trans. std. error

α0 -0.529 0.054 -0.525 1.273

α1 0.615 0.042 1.047 0.933

β0 0.021 0.173 -0.054 1.562

β1 2.312 0.099 2.018 1.328

λ 0.046 0.025 0.031 0.268

σ 0.906 0.018 0.755 0.105

σw 1.207 0.023

Table 2 Estimation results for stationary and transition density

5 Conclusion

This paper extends approximate maximum likelihood approach to the transition density estimation by
time-varying parameters of the stochastic cusp model. It shows how to simplify the estimation and the
measure for indicating endogenous crash of the system is introduced.

The example concerning Iceland Krona and British Pound exchange rate is used to illustrate the
performance of proposed methodology, where interest rate differential serves as a market fundamental.
Comparison with the stationary density approach reveals the behavior of the exchange rate close to the
random walk, but the measure of crash was able to indicate the Krona depreciation in advance.
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The Impact of Labor Taxation on the Econom-

ic Growth 
Iva Vybíralová1 

Abstract. Problems of taxation are not interesting just for economists, but also for 

common people, because taxation has influence on their lives in many ways. The 

aim of this article is to evaluate the impact of direct taxation on economic growth. 

Especially the impact of the tax burden on labour, represented by personal income 

tax and social security contributions. In this article, both the indicator of tax quota 

and the alternative indicator of tax burden (WTI) are used. In this work, a dynamic 

panel data analysis is employed. In this paper, the negative effect of labour taxation 

is confirmed. The negative influence of total personal income tax and social security 

contributions on economic growth is significant. In the case of model with tax quota, 

the positive effect of corporate taxation is verified. It could be caused by using the 

tax quota as an indicator of tax burden. In model with alternative WTI indicator, the 

negative effect of corporate taxation on economic growth is proved. The EViews 7 

software is used.  

 

Keywords: taxation, tax quota, WTI, dynamic panel data analysis, economic 

growth. 

JEL Classification: H20, O40, C50 

AMS Classification: 91G70 

1 Taxation and the Economic Growth 

This article is focused on the problem of labor taxation. The aim of this paper is to evaluate the effects of taxa-

tion on economic growth and provide recommentation for the tax policy makers who is dealing with taxation. 

This paper is worked with hypothesis of the negative impact of labor taxation to the economic growth. Two 

different types of tax burden are used. It means the tax quota, WTI and their subcomponents. It creates possibil-

ity to distinguish the burden of different types of taxes. 

The issue of taxation of labor is an actual topic about every current period. Policy makers should be able to 

estimate level of taxation which is not harmful for state budget and which is not harmful for productivity of 

individuals due to excessive taxation.  Authors Kessler and Norton [15] based their laboratory experiment on the 

idea that economic agents perceived taxation very negatively. In the experiment, they reduced wages of subject 

by two different ways. In the firs way, authors have reduced wages by a certain amount. In the second case, 

authors have reduced wages by taxation. On both cases the reduction of the same size. This experiment was 

confirmed the negative influence of taxation on productivity of individuals. Taxation had negative influence on 

disposable income of individuals. This influence determines their economic behavior. With the decline in dis-

posable income can be expected restrictions on investment in education. This investments is in endogenous 

growth theory considered the engine of economic growth. 

This work is based on endogenous growth theory. Romer [19] and Lucas [17] can be considered like main 

representatives authors of endogenous growth theory. They expanded the original neoclassical models by human 

capital and knowledge in their work. In endogenous growth models is permitted the opportunity on influence the 

growth of the economy due to taxes. Taxes had influence on growth variables. In endogenous growth models is 

permitted the opportunity on influence the growth of the economy in the form of tax effects on growth variables 

also after reaching a steady state. As reported Johansson, Head, Arnold, Brys and Vatria [10], taxes has influence 

on household decisions about the amount of savings, their labor supply, but also taxes is determining the amount 

of investment in human capital. In the paper of Leibfritz, Thornton and Bibbee [16] was stated, that the negative 

impact of taxation on growth lies in reducing savings and investments because of high taxation. 

                                                           
1 Technical University of Ostrava, Faculty of Economics, Sokolská tř. 33, 721 00 Ostrava, Czech Republic, 
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1.1 Literature review 

Many authors is devoted to issues of taxation and economic growth in their work. The effect of taxation on 

economic growth examined complexly for instance King and Rebelo [13]. According to their results, effect of 

taxation on the economic growth depend on the degree of openness of economies. Taxes has the greatest impact  

on economic growth in small open economies. The results of authors Easterly and Rebelo [7] did not confirmed 

a significant relationship between taxes and economic growth. They found negative effect of taxation on eco-

nomic growth only in the case of personal taxes. Also Myles [18] does not consider the relationship between 

taxes and economic growth so evident. Authors who also confirmed the negative effect of taxation on economic 

growth included Karras and Furceri [11], Kotlán, Machová and Janíčková [15], Izák [9] or Romer and Romer 

[20]. The structure of taxation is also important as indicated works of Easterly and Rebelo [10], Widmalm [24] 

or Myles [21].According to the results of the authors Gemmell, Kneller and Sanz [8], taxes have influence on the 

gross domestic product (GDP), mainly through productivity factor, not through factor of accumulation. 

Arnold [3], in his study of 21 OECD countries over the years 1971-2004, realized the negative impact of per-

sonal income tax on the amount of product. It also depends on the level of progressivity this tax. Lower output of 

the economy could be assumed with the higher progressivity. According to the result of the authors Acosta-

Ormaecha and Yoo [1], the most damaging taxes for economic growth is personal income tax and social security 

contributions. The negative impact of personal income tax confirmed in their work also Johansson, Head, Ar-

nold, Brys and Vatria [10] or Kotlán and Machová [14]. Dackehag and Hansson [5] admitted positive impact of 

personal income taxes and corporate taxes. But only on the condition that both these taxes are low. In another 

case, confirm the negative impact of taxation on economic growth. Daveri and Tabellini [6] odserved the rela-

tionship between unemployment and economic growth. According to their results, labor costs of companies were 

increased due to a high tax burden on labor. The consequence was not only higher unemployment but also re-

duce investment capital. Also Alesina, Ardagna, and Schiantarelli Perotti [2] in their work investigate to increase 

of income tax or social security. They examined the impact of this growth on labor costs and hence on the 

amount of future investments. 

1.2 The data used and methodology 

The models were estimated using generalized method of moments (GMM). Arellando and Bond estimator was 

used. The models were estimated in the software Eviews 7. As indicated Baltagi [4], the essence of dynamic 

panel is delayed of dependent variable and included it in the independent variable. The following models were 

dependent variable delayed of one season. Robust estimator “White Period” was used. The results of standard 

deviations did not include autocorrelations and heteroscedasticity due to this estimator [22]. 

It is important to observe the homogeneity of data. Results of the panel regression as accurate as possible due 

to homogeneity of data. For the study was chosen group of OECD countries. The OECD associating the most 

advanced countries of the world. The global databases were used in this work where can be assumed that the 

data collection and subsequent processing will support sample homogeneity. In this paper data from databases 

OECD, WB and from the pages of alternative indicators WTI were used. Variable GDP from the database WB 

Databank2 as a variable of economic growth was set. Variable GDP is counted as GDP per capita expressed in 

constant 2005 prices in US dollars. The OECD.Stat3 database was used for approximates the physical capital. 

Physical capital is represented in the following models as indicator of gross fixed capital expressed as a percent-

age of GDP. Human capital indicator is used from the OECDiLibrary4 database. Indicator consists of several 

component parts, which are divided into three main components that relate to investment in human capital, its 

quality and learning outcomes. Taxes variables were taken from two sources. OECD.Stat5 database was used in 

the case of model with tax quota. And in case of construction of a model with The alternative indicator of the tax 

burden was obtained from the WTI6 database. 

Indicators of tax rate as a tax variables were chosen. These indicators were chosen due to their simplicity and 

easy accessibility of data. It is the proportion of tax revenue of taxes to GDP. Tax quota as an inappropriate indi-

cator for the tax burden was presented by Kotlán and Machová [14] and Kotlán, Machová and Janíčková [15]. 

Therefore, the alternative indicator WTI was used in this paper. WTI is a multi-criteria indicator of the tax bur-

den. This indicator is combined hard and soft data. Tax revenue of taxes on income, profits and capital gains as 

% of GDP (TQ1200) as indicator of corporate taxation was chosen and index of corporate income tax (CIT) as 

an alternative. Excise taxes are represented in model with tax quota as tax revenue of general taxes on goods and 

                                                           
2 http://data.worldbank.org/indicator/NY.GDP.PCAP.KD. 
3 https://stats.oecd.org/Index.aspx?DataSetCode=NAAG#. 
4 http://stats.oecd.org/BrandedView.aspx?oecd_bv_id=eo-data-en&doi=data-00717-en. 
5 https://stats.oecd.org/Index.aspx?DataSetCode=REV#. 
6 http://www.worldtaxindex.com/wti-dataset/. 
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services as % of GDP (TQ5110).  Indicator of value added tax (VAT) was used in the case of the model with the 

WTI index. Also is this type of taxes represented by tax revenues of taxes on specific goods and services as % of 

GDP (TQ5120) and an index of other taxes on consumption (OTC) as alternative in case of a model with WTI 

index were chosen. Tax burden on labor in the model with tax quota was represented by the sum of tax revenue 

of taxes on income, profits and capital revenue and social security contributions as % of GDP (TQ1100_2000). 

Model with alternative indicator was used index of personal income tax (PIT). 

There was made basic descriptive statistics. As revealed by the results, the highest tax burden measured by 

tax quota was found at taxation of labor. In the period under review (1995 – 2013), maximum of tax revenue as 

% of GDP was in 1997 in Sweden. Tax burden was gradually decreased over time. Highest average taxation 

exceeding 25% of tax revenues from taxes on income, profits and capital revenue and social security contribu-

tions (TQ1100_2000) was in Belgium, Sweden, Denmark and Finland. The lowest values (below 10%) were 

reached by Korea and Turkey. When the time series was shorted for five years (2000 – 2013), the results were 

very similar. Even in this period, the country with the lowest tax burden on labor were Korea and Turkey. There 

were changed the country rankings in the case of the highest taxation. 

The average tax burden was the highest in labor taxes (PIT) in data sample of WTI. From the perspective of 

alternative indicator WTI was the highest value detected in the tax burden of value added tax (VAT), which is in 

models with tax quota represented by variable TQ5110. 

With regard to the availability of data, models was constructed with data from 1995 until 2013. In the case of 

the model with the WTI index, data are available only since 2000. Model with tax quota was also constructed for 

the shorter period to allow comparison with model with WTI. 

Econometric program Eviews 7 was used. Levin, Lin & Chu, Im, Pesaran and Shin and ADF - Fisher Chi-

square test for testing stationarity of time series were used. [4]. First differences of time series (D1) was used in 

the case of nonstationary data. For fiscal variables OTC had to be used second differences (D2) of time series, 

since even after the first differences were not stationary time series. In order to interpret the results, all time se-

ries were logarithm (L). Empiric analysis was performed for 30 OECD countries. 

2 Panel regression 
Aim of this study is to evaluate the effect of the tax burden on economic growth. Estimated models was based on 

the endogenous growth theory. Which is expected effect of tax variables on individual growth variables. 

Empirical specification constructed model may be in the form of equation (1): 

 

itit
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t

itjitit TAXXHDPHDP   
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1  

(1) 

where i=1,…,N is the number of countries, t=1,…,N is the number of years, Xit is set of control growth 

variable, TAXit is set of taxes variable, it  is a residual component. 

In equation (2) was extended equation (1) for the model using the tax quota. It could be written as follows: 

 
ititititititititit TQTQTQTQHKHDPHDP    2000_1100512051101200 4321211  (2) 

where K is an indicator of physical capital, H is indicator of human capital, TQ1200 is ax revenue of taxes on 

income, profits and capital gains as % of GDP, TQ5110 is tax revenue of general taxes on goods and services as 

% of GDP, TQ5120 is tax revenues of taxes on specific goods and services as % of GDP, TQ1100_2000 is sum 

of tax revenue of taxes on income, profits and capital revenue and social security contributions as % of GDP 

Tax variables using partial indicators WTI can be written as equation (3): 

 
ititititititititit PITOTCVATCITHKHDPHDP    4321211  

(3) 

where CIT is index of corporate income tax, VAT is index of value added tax, OTC is index of other taxes on 

consumption, PIT is index personal income tax. 

As is apparent from the performed literature search, there was assumed positive effects of growth variables - 

physical and human capital to the economic. In contrast, there were expected negative impact of fiscal variables 

on economic growth. The empirical analysis was based on a dynamic panel model. The model was estimated by 

generalized method of moments (GMM). There were used variables in the first difference (D1). All series were 

tested for the stationarity by the above three tests. The estimated model was statistically significant and all ex-

planatory variables were statistically significant. Only delayed the response variables (GDP) was statistically 

significant at the 10% significance level. Cross-correlation was used. If was variable representing the tax burden 
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on labor (TQ1100_2000) delayed of one period, the statistical significance of individual variables was remained 

statistics important. Also delayed explained variable became statistically significant at the 1% level of signifi-

cance. The results of this model are presented in table 1. There was confirmed the negative impact of the tax 

burden from labor to economic growth. Personal income tax and social security contributions had quantified the 

highest negative impact on economic growth. Consumption taxes and corporate taxes have less impact on eco-

nomic growth than on taxation on labor. For taxes on income, profits and capital gains (TQ1200) representing 

corporate tax has not been confirmed negative impact on growth, as foreseen in theory. 

 

Statistical Verification Economic Verification 

Dependent Variable D1_HDP_L 

 Variable Coefficient Theory Empirical evidence 

D1_HDP_L(-1) -0,07(-3,74)*** + - 

D1_K_L 0,28(19,18) *** + + 

D1_H_L 5,60(9,63) *** + + 

D1_TQ1200_L 0,05(9,57) *** - + 

D1_TQ5110_L -0,03(-3,01) *** - - 

D1_TQ5120_L -0,06(-8,23) *** - - 

D1_TQ1100_2000_L(-1) -0,11(-9,07) *** - - 

Number of observations 451     

Number of instruments 30     

J-statistic 27,21     

 Source: own calculations. 

 Note: the level of significance is created by number of stars 1% (***), 5% (**) a 10% (*). 

Table 1 Model with Tax Quota (1995-2013) 

 

The results of the model with the tax quota with shortened period are shown in table 2. There was estimated 

model with first differences of individual variables (D1). This model was estimated for the shortened period 

2000 – 2013 in order to allow mutual comparisons with model WTI. Model was estimated again with the first 

differences (D1). The results are very similar when was compared this model with the model of tax quota with 

longer period of time. Model as a whole was statistically significant if was variables representing the tax burden 

on labor (TQ1100_2000) delayed of one period. All explanatory variables and delayed explained variable was 

statistically significant at a probability level of 1%. Quantitatively highest impact on economic growth had again 

a variable representing the tax burden on labor and there was again found positive impact of corporate taxation 

on economic growth. The same results were also in work of authors Kotlán, Machová and Janíčková [15]. Un-

like their results, impact of this taxation on economic growth was not so strong. 

 

Time series in model with WTI index were not stationary. There were used first differences (D1). Variable 

OTC was not stationary in this case again. There was used second difference (D2) of this variable. The remain-

ing variables were in the first difference (D1). Variables CIT, OTC and PIT were statistically insignificant, when 

model was estimated without delay.  

If the variable PIT was delayed of one period (-1), this variable became statistically significant but impact on 

economic growth has been positive. Variable OTC stayed longer statistically insignificant. Therefore, this model 

was rejected. According to the results of the cross correlation being variable OTC delayed by one period (-1) and 

variable CIT for two periods (-2). Aside variable representing labor taxation (PIT), remaining variables were 

statistically significant. This model was rejected. It was designed several models with different length of delay 

ensued from the cross correlation. Model where the taxes variables were delayed by two periods (-2) was accept-

ed. All tested variables were statistically significant at the 1% level of probability. For all the tax variables were 

found negative effect on economic growth. Quantitatively highest impact on economic growth, according to the 

results had corporate taxation. According to the results, taxation of labor represented by variable PIT had second 

highest negative impact on economic growth. Also in this model was confirmed the positive effect of physical 

and human capital for economic growth. 
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Dependent Variable D1_HDP_L 

Variable Coefficient Variable Coefficient 

D1_HDP_L(-1) -0,19(-8,31)*** D1_HDP_L(-1) -0,10(-3,45)*** 

D1_K_L 0,32(45,88)*** D1_K_L 0,39(25,49) *** 

D1_H_L 10,09(6,95)*** D1_H_L 17,22(8,19) *** 

D1_TQ1200_L 0,05(6,58)*** D1_CIT_L(-2) -0,06(-11,13) *** 

D1_TQ5110_L -0,10(-8,51)*** D1_VAT_L(-2) -0,03(-3,01) *** 

D1_TQ5120_L -0,16(-11,26)*** D2_OTC_L(-2) -0,03(-4,44) *** 

D1_TQ1100_2000_L(-1) -0,24(-25,78)*** D1_PIT_L(-2) -0,05(-2,62) *** 

Number of observations 330 Number of observations 270 

Number of instruments 30 Number of instruments 30 

J-statistic 27,36 J-statistic 27,21 

Source: own calculations. 

 Note: the level of significance is created by number of stars 1% (***), 5% (**) a 10% (*). 

Table 2 Model with tax quota and model with WTI 

3 Conclusion 
The effect of taxation on economic growth is not in the spotlight only for professionals, but also among the gen-

eral. Every economic entity must pay taxes. There are two basic options - either the tax is deducted directly from 

economic entities income (which carry very negatively), or as part of the product price. This hidden tax treat-

ment should be less harmful for the economic growth. This conclusion was supported in work of Arnold [3], for 

example. Also Kessler and Norton [12] confirmed the negative view of economic entities on direct taxation 

based on the experiment. 

The aim of this study was to evaluate the impact of labor taxation on economic growth. From the results of 

the analysis could be confirmed the negative impact of labor taxation on economic growth. In constructed mod-

els have been confirmed negative correlation between the variables representing this taxation. There was also 

detected quantitatively strongest relationship between taxes on labor and economic growth. 

The model results with the use of indicators of the tax quota was confirmed theory in the case of labor taxes 

and consumption taxes (in models represented by TQ5110 and TQ5120). In the case of corporate tax has not 

been confirmed negative impact on economic growth. According to the results of the model, the corporate taxa-

tion should support economic growth. The negative impact of the tax burden of labor to GDP should be reflected 

with one year delay by the results of the model. 

In the case of model with shorted period (2000 – 2013), the results were very similar. Again in the case of 

corporate tax has not been confirmed negative impact on economic growth. Quantitative impact of this taxation 

on the economic growth was lowest. There was confirmed negative impact of consumption taxes on economic 

growth. Again, the strongest negative influence was had indicator TQ1100_2000. This was again delayed by one 

period. Although there has been a change in the data base, the results were the same. Model can be considered 

robust. 

The last constructed model was constructed by using the alternative indicator WTI as tax variable. Unlike 

previous models, this model fully confirms the economic theory that taxation has a negative impact on economic 

growth. In this model was found negative influence of corporate taxation (CIT) on economic growth. Quantita-

tively was this effect highest. Individual tax variables were delayed for two seasons (-2). During this delay, all 

the explanatory variables were statistically significant. During the construction of this model had to be variable 

OTC applied in the second difference (D2). 

The basic recommendation for the makers of tax policy is to not raise tax revenues through taxation of labor. 

Results of the analysis confirmed the negative impact of this taxation. It offers the possibility of transferring the 

tax revenues from direct taxes to indirect taxes, which do not have such a negative impact on growth.  

In the case of corporate taxation remains the question of appropriateness tax rate as an indicator of the tax 

burden. According to the results of the models would be recommendation for the tax policy makers increase this 

tax because of the positive effect on growth. However, as seen from the above literature, this taxation should 

have the highest negative effect. Therefore, it offers a suitable use of alternative indicator WTI, which confirmed 

the theoretical results 
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The similarity of the European Union countries as regards the 

production of energy from renewable sources 

 

Katarzyna Warzecha1  

 

Abstract. Sudden development of civilization causes the increase of demand for electricity. 
The particular situation applies to the European Union countries where the European 

Parliament and the Council defined with the use of the appropriate Directive the general 

objectives concerning the shares of energy from renewable sources in gross final energy 

consumption for every country regarding their individual national targets by the year 2020. 

One of the aims of the present study is to demonstrate how the European Union countries 

comply with the Directive. 

 The main objective of the research is the evaluation of changes occurring in 

production of the energy from renewable sources and the division of the countries into groups 

with similar structure of production of energy from renewable sources (with the use of 

Czekanowski’s Diagram). To visualize multidimensional data Chernoff faces were used. The 

sample period was the years 2005 and 2014. The statistical data came from the Eurostat 

website and the calculations were made with Statictica and MaCzek computer programs.  

Keywords: renewable energy, Czekanowski’s Diagram, Chernoff faces 

JEL Classification: Q42 
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1 Introduction 
The technical and technological progress influencing the dynamic development of civilization is 

connected with the growing demand for energy. The use of traditional non-renewable energy sources, that is 
fossil fuels such as: coal, oil and natural gas, causes the increase of the environmental pollution, but first and 

foremost it leads to exhaustion of natural resources. Therefore, the European Union emphasizes to a large 

extent the use of more beneficial sources of energy which are renewable. This type of energy became the 

key element of the European Union energy policy and in 2009 The Climate and Energy Package was 

adopted [4] and it contained the main goals of energy policy by 2020. One of the objectives is to achieve in 

the UE at least 20% of gross final energy consumption which comes from the renewable energy sources, as 

well as, to anticipate the 20% reduction of primary energy consumption in comparison to projected levels. 

 The main objective of the research is the evaluation of the changes in production of energy which 

comes from renewable sources and dividing the EU countries into groups which have similar structure of the 

energy production from renewable sources. The aim of this study is also the presentation how the EU 

countries comply with the Directive of the European Parliament and of the Council of 2009 in the field of 
the share of renewables in the final energy consumption which was established by European Parliament for 

every country regarding their individual national targets by the year 2020. 

 The Czekanowski’s diagram was used to establish the similarities between the EU countries in regard to 

the production of energy which comes from the renewable sources. The division of the examined EU 

countries into groups of similar structure of energy production from renewable sources allows the answer to 

the question whether the geographical position and the climate have the significant influence on the 

production of energy from the specific sources. To visualize the multidimensional data the Chernoff faces 

were adopted. The sample period is the year 2005 and 2014, the statistical data come from Eurostat webpage 

[10]. Statistica and MaCzek are the computer programs which were used in calculation. 

 

2 The production of energy from renewable sources in the final energy 

consumption in EU countries in 2005 and 2014 
In the Climate and Energy Package it was stated that at least 20% of gross final energy consumption 

should be fulfilled by the energy which comes from the renewable sources. Each EU country’s share is 

established on individual level. In 2014, there was a total of 16% share of energy from renewable sources in 
gross final energy consumption for the European Union (28 countries) and it stated the raise equal to 7 
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percentage points in comparison to 2005. To achieve the objective intended by the European Parliament 4 

percentage points more are required. This means that within the space of 4 years the share has to increase by 

25% of the value of 2014. 

The target of the Polish energy policy is the increase of shares of energy from renewable sources in 

gross final energy consumption to the level of 15% in 2020. In 2014, there was a total amount of 11.45% 

share of energy from renewable sources in gross final energy consumption for Poland and it stated the raise 

equal to 4.55 percentage points in comparison to 2005. To achieve the intended objective 3.55 percentage 

points more are required. This means that within the space of 4 years the share has to increase by over 30% 

of the value of 2014. 

Share of energy from renewable sources in gross final energy consumption in 2005 and 2014  

A                                        2005                                 B                                           2014 

  
Legend:      

 0.02 – 10  10 - 20  20 – 60 

 

Legend:      

 4.5 – 10  10 – 20  20 – 77 

 

Degree of implementation of share of energy from renewable sources in gross final energy consumption in 

2020 according to the Directive 2009/28/WE in particular EU countries in 2005 and 2014 

C                                          2005 D                                 2014 

  
Legend:      

 0.02 – 0.99  0.99 – 1.00  1.00 

 

Legend:      

 0.39 – 0.99  0.99 – 1.00  1.00 

 

Figure 1. Share of energy from renewable sources in gross final energy consumption  

and the degree of implementation of this share in the EU countries in 2005 and 2014 
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The share of renewable energy in gross final energy consumption in 2005 and 2014 is presented on the 

maps (Figure 1 - A and B). The EU countries which are characterized by the lowest share of energy from 

renewable sources in gross final energy consumption (below the mean obtained in 28 EU countries which was 

equal to 9% in 2005 and 16% in 2014) are as follows: Ireland, the Netherlands, Luxembourg, Malta, Great 

Britain. From the data on maps A and B it is clearly visible in most countries that over the span of 10 years the 

share of renewable energy in gross final energy consumption increased which indicates that examined countries 

strive to obtain the objectives stated by the European Parliament for 2020. 

The data demonstrated on maps C and D (Figure 1) present the results as follows: 

- in 2005 Croatia was the only country, which achieved the aim stated in the EU Directive for the year 2020; 

- in 2014 the aim stated in the EU Directive was achieved by more countries, i.e. Italy, Finland, Sweden, 

Estonia, the Czech Republic, Romania, Bulgaria and Lithuania. 

 

3 The use of Czekanowski’s diagram to establish the similarities 

between EU countries in regard to structure of production of energy 

which comes from the renewable sources 
The structure of production of energy from renewable sources in the examined countries is diversified, 

which is a result of geographical conditions, and consequently the climatic conditions of a particular country and 

the capability of this country to use its resources. In EU-28 as a whole, in 2014 in comparison to 2005 (Figure 2) 

there was a substantial decrease in share of solid biofuels in the total production of energy from renewable 

sources. The decrease was from 55.5% to 44.56% (about 20% decrease). There was also the decrease of 

hydropower in the total production of energy from renewable sources. Here, the reduction was from 21.18% to 
16.02% (about 25% decrease). Over the span of 10 years, there was a significant increase of wind energy share 

in the total production of energy from renewable sources from 4.77% to 10.81% (about 130% increase), the rise 

of solar energy in the total production of energy from renewable sources from 0.55% to 2.02% (about 270% 

increase). The rise can be noticed as well in other energy carriers, which are as follows: municipal waste, bio 

gasoline, biodiesel and the tidal energy. 

2005 2014 

  
Figure 2. Share of the various energy carriers in production of energy  

from renewable sources in EU-28 in 2005 and 2014 

 

To discover the similarities and differences between the EU countries as regards the structure of production 

of energy from renewable sources the Czekanowski’s method was applied and it was a method  primarily 

proposed by the Author for the anthropology demand [2, 3]. The description of Czekanowski’s method can be 

found in: [7; 6; 8; 9]. The calculations were conducted to establish the similarities of the EU countries and they 

applied to shares of electricity produced from the renewable energy sources which come from various points of 

supplies (such as water, wind, solar energy, solid biofuels, biogas, geothermal energy and others) in the 

production of electricity from renewable energy carriers. According to the rules of Czekanowski’s method all of 

the examined variables were transformed, all of the variables were stimulants (i.e. variable (X) is a stimulant if, 

the higher is the value of this variable the better is the situation of a particular object as regards the examined 
point of view). Using the zero unitarization method the variables were normalized according to the formula (1): 

 
ijij

ijij
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z
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(i=1,2,…,n;   j=1,2,…,m)                                       (1) 

where:  min xij- min of variable xj ; max xij – max of variable xj; 

             zij –standardized value of variable xj  for i- object. 

 Solid biofuels

56,50%

Solar thermal

0,55%

 Liquid

biofuels

4,18%

Biogas

2,97%

 Geothermal

Energy

4,93%

Hydro power

21,18%Other

4,93%

Wind power

4,77%

 Solid biofuels

44,56%

Wind power

10,81%

Other

8,52%

Hydro power

16,02%

 Geothermal

Energy

3,08%

Biogas

7,42%

 Liquid

biofuels

7,57%

Solar thermal

2,02%

Mathematical Methods in Economics 2016

906



The countries were considered to be similar if they were situated close to each other in the multidimensional 

space of explanatory variables. The distance between the examined countries in multidimensional space was 

defined with the use of Euclidean distance formula (2): 

  



m

j

ljijil zzd
1

2

 

(i=1,2,…,n;   j=1,2,…,m)                                          (2) 

where: dil – the distance between i-object and l-object; 

            zij – standardized value of variable for i-object; 

            zlj – standardized value of variable for l-object. 

The graphic image of the discussed method is Czekanowski’s diagram which allows the division of 
examined EU countries for the groups which are characterized by a high level of similarity. The diagrams were 

constructed with the use of computer program MaCzek [11].  

In the case of the partially corresponding countries the division was made according to the shortest mean 

Euclidean distance of inconclusively defined country and other countries from possible groups of its affiliation. 

 Particular columns and rows of the Czekanowski’s diagram correspond to a particular EU country. The 

bigger the symbol on the crossing of the column and row the more similarity is attributed to countries as regards 

the shares of production of electricity from the renewable energy sources which come from various points of 

supplies in the general production of energy from the renewable energy carriers. The most similar objects are 

situated as close as possible to the main diagonal. 

 In regard to the limitation of the number of article’s pages, the Czekanowski’s diagram presented below 

corresponds to the most current data- the data from 2014. 

Czekanowski’s diagram and the EU countries in the division for the groups 

of similar countries as regards the shares of production of electricity from 

the renewable energy sources in 2014. 

 
Figure 3. The similarity of the EU countries as regards the structure  

of production of energy from renewable sources 

 

From the data in Figure 3 it is visible that: 

- group I consists of the countries (Belgium, Denmark, Greece) which are characterized by the great share of 

the energy production from solid biofuels (on average about 48% of the renewable energy production- 

which is below the mean in EU) and the great share of the energy production from wind power (significantly 

above the EU mean- on average about 17% of energy production from renewable energy sources); 

- group II is most numerous when it comes to the countries (France, Bulgaria, Romania, Sweden, Austria, 

Croatia, Slovenia, Slovakia) which are characterized by the great share of the energy production from water 

(significantly above the EU mean- on average about 31% of energy production from renewable energy 
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sources) and the share of the energy production from solid biofuels (on average about 51% of renewable 

energy production - slightly above the EU mean); 

- group III belongs to the countries (Portugal, Spain) which are characterized by the great use of solar energy 

(significantly above the EU mean- on average about 7% of energy production from renewable sources), 

wind and water energy (both kinds of energy are significantly above the EU mean- on average about 22% of 

renewable energy production) and the geothermal energy as well (significantly above the EU mean- on 
average about 2% of energy production from renewable energy sources). The energy obtained from solid 

biofuels equals on average to 36% which is significantly below the EU mean. 

- group IV consists of countries (Latvia, Finland, Lithuania, Poland, Estonia, Hungary) which are 

characterized by the great share of energy production from biogases (significantly above the EU mean- on 

average about 18% of energy production from renewable energy sources) and wind energy (above the EU 

mean- on average about 13% of renewable energy production). The energy from solid biofuels equals on 

average to 44% of energy production from renewable energy sources which is below the EU mean); 

- group V consists of countries (Iceland, Italy, the Netherlands, Malta, Luxembourg and Cyprus do not create 
any groups)  which use almost exclusively the solid biofuels (significantly above the EU mean- on average 

about 82% of energy production from renewable energy sources). 

 

4 Chernoff faces as a way of visualization of countries as regards the 

structure of energy production from renewable energy sources 
Figure 4 presents a very interesting way of visualization of multidimensional data which describe the 

structure of energy production from renewable energy sources, i.e. the Chernoff faces [1]. The similarity or 

dissimilarity of the multidimensional data is reflected here in picture facial expressions. The caption in Figure 4 

indicates which face elements correspond to particular attributes of data set. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The picture chart in the form of so called Chernoff faces enabling the analysis  
of the multidimensional data which describe the structure of energy production  

from renewable energy sources in the EU countries in 2014 

It results from the picture that there are two groups of countries with similar structure of energy production 

from the renewable sources as it was in Czekanowski’s diagram. The definite similarity is observed in such 

countries as: Belgium, Denmark, Greece, Portugal and Spain; Great Britain and Germany; whereas the Czech 

Republic is not too similar in facial pictures to this group of countries which were indicated before in 

Czekanowski’s diagram. The countries’ faces which belong to other groups, set apart in Figure 3, are similar to 

each other as well. It is possible to find effortlessly the countries in the chart that are dissimilar to other countries 

on the basis of the presented face- the face in completely different size and different face expression, i.e. Malta 

and Ireland in this case. It can be stated then that the charts of this kind are the appropriate statistical tool which 

presents in easy, interesting and visual way the diversity of examined objects as regards the particular 

phenomenon. 
 

5 Conclusions 
The increase of energy production from the renewable sources of energy becomes a necessity taking into 

consideration the significant decrease in natural resources and the increase of environmental pollution. This 

 face/width = Solid biofuels 
 ears/level = Hydro power 
 face/half the height of the face = Wind power 
 the upper half of the face/eksc. = Solar thermal 
 the lower half of the face/eksc. = Geothermal Energy 
 nose/length = Biogas 
 mouth/curvature = Liquid biofuels

Belgium BulgariaCzech RepublicDenmark Germany Estonia Ireland

Greece Spain France Croatia Italy Cyprus Latvia

Lithuania Luxembourg Hungary Malta Netherlands Austria Poland

Portugal Romania Slovenia Slovakia Finland SwedenUnited Kingdom
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particular situation applies to the European Union countries where the European Parliament and the Council 

defined with the use of the appropriate Directive the general objectives in the shares of energy from renewable 

sources in gross final energy consumption in 2020. It results from the conducted analyses that some of the 

countries (Croatia, Italy, Finland, Sweden, Estonia, the Czech Republic, Romania, Bulgaria and Lithuania) 

already achieved the aims stated in the EU Directive. However, such countries as: Ireland (in 2014 the share of 

energy from renewable sources in gross final energy consumption equaled to 13.8% where the aim for 2020 is 

18%), the Netherlands (in 2014 the share of energy from renewable sources in gross final energy consumption 

equaled to 5.5% where the aim for 2020 is 14%), Luxembourg (in 2014 the share of energy from renewable 

sources in gross final energy consumption equaled to 4,5% where the aim for 2020 is 11%) or Malta (in 2014 the 
share of energy from renewable sources in gross final energy consumption equaled to 4.7% where the aim for 

2020 is 10%) can have problems with fulfilling the requirements because their share of energy from renewable 

sources in gross final energy consumption is very low when compared to the requirements stated for 2020. In 

2014 the share of the energy from renewable sources in gross final energy consumption in Poland equaled to 

11.45% and it increased by 4.55 percentage points in comparison to 2005, thus to achieve the required aim it is 

necessary to obtain 3.55 percentage points more. About 3% below the required European Parliament aim in the 

scope of the share of energy from renewable sources in gross final energy consumption in 2020 can also be 

found in Denmark, Latvia and Austria. 

The studies show that the shares of energy from renewable energy carriers which come from different points 

of supplies (solid biofuels, water, wind, biogas, solar and geothermal energy and others) differ from each other 

and they change in various periods.  
The research demonstrated that the research tools used in the process (the Czekanowski’s diagram and the 

picture chart in the form of so called Chernoff faces) can be used successfully to define the groups of countries 

similar to each other as regards the structure of energy production from renewable sources. 
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The evaluation of factors influencing flight delay at popular 

destinations of Czech tourists 
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Abstract. The main goal of this paper was assessment of factors influencing flights 

delay at selected international airports including Antalya, Burgas, Charles de Gaulle, 

Heraklion, Hurghada, Palma de Mallorca and Rhodes. Data of an Airline company, 

whose flights are mainly oriented on favourite destinations of Czech tourists, were 

used for needs of this article. Results from analysis showed that delays are the most 

frequent in Palma de Mallorca and the least often in Burgas airport. It was proved 

that delays caused by delay of preceding flight are the most common cause of delay 

at all. Only at Charles de Gaulle airport there was also found out that delay is also 

quite often caused by problems at the airport and in the flight traffic, by unusual 

events and also by airlines and suppliers. Delayed preceding flights cause mainly 

longer delay of connecting flight. 

Contingency tables present an easy way to display the relationship between categor-

ical data. We used the Pearson's chi-square test; the null hypothesis of the test as-

sumes independence of variables. Correspondence analysis aims to reduce the mul-

tidimensional space of row and column profiles and to save the original data infor-

mation. 

Keywords: flights delay, correspondence analysis, contingency table, Pearson chi-

squared test 

JEL Classification: C30, R40 

AMS Classification: 62H17, 62H25 

1 Introduction 

The main goal of this paper was assessment of factors influencing flights delay at selected international airports 

including Antalya, Burgas, Charles de Gaulle, Heraklion, Hurghada, Palma de Mallorca and Rhodes. We select-

ed these airports because the airline that we monitor is concentrated mainly on these destinations.  Based on the 

carried out dependency test in contingency tables and depicted correspondence maps, dependence of delay on 

various factors were examined. There were subsequently designed recommendations how to eliminate the causes 

of delay and how to mitigate not only the financial implications.   

The article [2] deals with a similar problematics, in particular it analyses dependence of flights delay on des-

tination airport. More details are offered in the article [4] by strategy for reduction of delays, for example setting 

scheduled times for completion of a process, increasing the number of service counters, and priority service for 

emergent flights. The economics including possible optimizing is analysed for example in an article [5]. An 

article [6] analyses a model describing optimization of subsequent flights in order to prevent spreading and 

chaining of delays. Similar analysis of factors influencing delays at Czech international airports was carried out 

in the article [7]. The article [8] is focused also on financial implications on airlines. 

2 Methods and Materials 

Contingency tables present an easy way to display the relationship between categorical data. We used the Pear-

son's chi-square test; the null hypothesis of the test assumes independence of variables. The condition that a 

maximum of 20% of the expected frequencies are less than five must be met; see [1]. Correspondence analysis 

that was used for this study is a multivariate statistical technique, which allows the display and summary of a set 

of data in two-dimensional graphic form. This analysis aims to reduce the multidimensional space of row and 

column profiles and to save the original data information as much as possible; see [3]. Unistat and Statistica 

software was used for primary data processing. 

The primary data were examined in the busiest season for the selected airline company (1. 6. 2013 – 30. 9. 

2013). Data contained information about length of delay and cause of delay according to IATA
3
 codes, which 
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were adjusted by the airline company according to its needs. Substantial part of data is categorical or suitable to 

categorization. Data was gathered from an internal database of the monitored airline. 

3 Research results  

It is evident from the frequency table (see Tab. 1) that delays occur most often at Palma de Mallorca airport 

where more than one half of departures are delayed. It is a tourist destination where the intensity of traffic is the 

biggest in the monitored time period and the airport is very busy. Over 30% of departures are delayed from 

Charles de Gaulle, Heraklion, Hurghada and Rhodes airports. Charles de Gaulle airport is a big international 

transit airport with an intensive year-round traffic. Heraklion, Hurghada and Rhodes airports are smaller airports 

with only one take-off runway and one terminal, therefore delays as consequence of insufficient capacity occur 

here. Burgas airport achieved the best result (approximately 23% delayed departures). The result is probably 

caused by the fact that the high season is only from July to August in this destination due to the geographical 

location. BOJ airport is minimally utilized in June and September and delays almost don’t occur here.  

 

Destination Country CODE Delayed flights All flights Percentage 

Antalya Turkey AYT 387 1324 29.23% 

Burgas Bulgaria BOJ 177 785 22.55% 

Charles de Gaulle France CDG 214 516 41.47% 

Heraklion Greece HER 223 666 33.48% 

Hurghada Egypt HRG 155 358 43.30% 

Palma de Mallorca Spain PMI 228 412 55.34% 

Rhodes Greece RHO 192 520 36.92% 

Table 1 Relative frequencies – Selected airports and delayed flights 

It is clear from the row relative frequencies table (see Tab. 2), that the biggest problems with delay at night are in 

Hurghada where more than half of flights are delayed. Worse situation is also at Charles de Gaulle airport where 

almost 30% of flights are delayed. On the contrary, at Heraklion, Palma de Mallorca and Rhodes airports less 

than 5% of departures are delayed at night. During the morning the differences are less significant, worse situa-

tion is at Burgas, Heraklion and Antalya airports (around 40%). On the contrary, at Rhodes, Hurghada a Charles 

de Gaulle airports it is only slightly over 10%. In the afternoon the differences are even smaller. The worst situa-

tion is at Burgas, Heraklion and Charles de Gaulle airports (always over 30%), at the rest of airports is the ratio 

of delayed departures 20-30%. In the evening the differences are significant again. At Rhodes and Palma de 

Mallorca airports is the rate of delayed flights more than 50%, in case of  Heraklion and Antalya airports approx-

imately one quarter of departures are delayed and at Burgas, Hurghada and Charles de Gaulle airports the ratio of 

delayed departures is only around 10%. Dependency is statistically significant; p-value is less than 0.0001. 

 

Row relative frequencies 00:01-06:00 06:01-12:00 12:01-18:00 18:01-24:00 

AYT 11.11% 37.73% 24.29% 26.87% 

BOJ 10.17% 46.89% 33.90% 9.04% 

CDG 28.97% 10.75% 48.60% 11.68% 

HER 2.69% 37.67% 32.74% 26.91% 

HRG 54.84% 12.26% 20.00% 12.90% 

RHO 0.52% 11.98% 26.04% 61.46% 

PMI 4.39% 20.18% 23.25% 52.19% 

Table 2 Contingency table – Daytime and airport 

From correspondence map (see Fig. 1) it is evident that the delayed departures at night are very frequent at 

Hurghada airport.  The most frequent delays in the evening occur at Rhodes and Palma de Mallorca airports. 

Delays at Burgas airport occur most often in the morning.  

It is furthermore evident from the row relative frequencies table (Tab. 3) that delays caused by problems at 

the airport and in the air traffic as well as caused by unusual events (transport of handicapped passengers and 

necessary healthcare for passengers with sudden healthy problems) are the most frequent at Charles de Gaulle 

airport (approximately 21% of delayed flights). It is the busiest airport, that’s why more unusual events can oc-

cur there.  On the contrary these causes of delay occur the least frequently at Heraklion, Burgas, Hurghada, An-

talya and Rhodes airports (up to 6% of delayed flights). The best situation at all is at Burgas airport (only 2% of 
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delayed flights). It is the least busy airport with minimum problems in the air traffic and minimum unusual 

events. Delays on airline’s side (technical maintenance, defects, crew standards) and suppliers’ side (handling, 

supply of fuel, catering) are the most frequent again at Charles do Gaulle airport (27% of delayed departures). 

These causes occur very rarely at other airports (up to 6% of delayed departures). It is even less than 1% of de-

layed departures at Heraklion, Hurghada and Rhodes airports. Aircraft have very short downtime at these air-

ports, technical problems are solved only in necessary cases and therefore they mostly don’t cause delays. Simi-

larly catering is complemented mostly at home base airports. Delay caused by delay of preceding flight is the 

most common cause of delays at all. They occur most often at Antalya, Heraklion, Palma de Mallorca, Burgas, 

Hurghada and Rhodes airports, approximately 90% of all delays. Charter flights, which have higher probability 

of delays in total, fly mostly to these holidays’ destinations. That is why chaining of delays originate here. This 

cause is less common only at Charles de Gaulle airport and includes 53% of all delayed flights. Mostly regular 

flights which are less often delayed fly to this airport and the chaining doesn’t originate. The dependence is sta-

tistically significant; p-value is less than 0.0001. Similar result is visible also in the correspondence map; see 

Fig. 2, where all airports except are concentrated around delay caused by preceding delay. Charles de Gaulle and 

Palma de Mallorca airports are closer to other causes of delay.  
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Figure 1 Correspondence map - Daytime and airport Figure 2 Correspondence map – Causes of delay and 

airport 

 
 

Row relative frequencies Airport, air traffic control and 

extraordinary events  

Airline and related 

services 

Delayed previous 

flight 

AYT 5.17% 3.88% 90.96% 

HER 5.83% 0.90% 93.27% 

CDG 20.56% 26.64% 52.80% 

PMI 12.28% 3.07% 84.65% 

BOJ 2.26% 6.21% 91.53% 

HRG 5.16% 0.65% 94.19% 

RHO 3.65% 0.52% 95.83% 

Table 3 Contingency table – Causes of delay and airport 

In case of dependence of length of delay on particular airport the differences are not so big like in previous cases, 

see Tab. 4. Regarding the length of delay, the best situation is at Heraklion a Charles de Gaulle airports, where 

long delays over 1.5 hour occur rarely (up to 7% of all delayed flights), on the contrary short delays up to 30 

minutes prevails at these airports (around 50% of all delays). With regard to the capacity and number of depar-

ture runways of CDG airport only short delays originate here although the intensity of traffic is high. There are 

bigger manipulation opportunities. Dependence is statistically significant, p-value is 0.0043.  

It is evident from the row relative frequencies table (see Tab. 5) that delays caused by problems at the airport 

and in the air traffic as well as by unusual events (transport of handicapped passengers and necessary healthcare 

for passengers with sudden healthy problems) are the most frequent in case of short delays up to 30 minutes 

(11% of delayed flights). With increasing length of delay these causes occur less often (with an exception of the 

longest delays over 2 hours). Delays on airline’s side (technical maintenance, defects, crew standards) and sup-
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pliers’ side (handling, supply of fuel, catering) are the most frequent again in case of short delays. And again the  

ratio of these causes decrease with increasing length of delay with an exception of the longest delays (over 2 

hours). On the contrary, the ratio of delays caused by delay of preceding flight mostly slightly increase with 

increasing length of delay. Delayed preceding flights cause mostly longer delays of connecting flights, whereas 

operational and technical reasons cause rather shorter delays. It is probably due to possible sanctions for suppli-

ers and also duty to pay out compensations to passengers. Dependence is statistically significant; p-value is less 

than 0.0001.  

 

Row relative frequencies 00:15-0:30 00:31-1:00 01:01-1:30 01:31-2:00 02:01 and more 

AYT 46.51% 24.29% 11.89% 6.72% 10.59% 

BOJ 41.24% 24.29% 12.43% 11.86% 10.17% 

CDG 52.80% 25.70% 9.35% 7.01% 5.14% 

HER 49.33% 30.04% 11.66% 4.48% 4.48% 

HRG 39.35% 26.45% 14.84% 9.03% 10.32% 

PMI 34.21% 33.33% 14.91% 7.02% 10.53% 

RHO 41.67% 31.77% 8.85% 10.42% 7.29% 

Table 4 Contingency table – Length of delay and airport 

 

Row relative frequencies Airport, air traffic control and 

extraordinary events 

Airline and related 

services 

Delayed 

previous flight 

00:15-0:30 11.08% 8.63% 80.29% 

00:31-1:00 6.41% 3.89% 89.70% 

01:01-1:30 3.72% 3.72% 92.55% 

01:31-2:00 0.82% 2.46% 96.72% 

02:01 and more 2.24% 5.22% 92.54% 

Table 5 Contingency table – Cause of delay and length of delay 

During the time period we monitor, from July to September there are only minimal differences concerning caus-

es of delay, which is evident in the row relative frequencies table (see Tab. 6). Statistical dependence was also 

not proven (p-value is p = 0.96). 

 

Row relative frequencies Airport, air traffic control and 

extraordinary events 

Airline and related 

services 

Delayed 

previous flight 

June 7.36% 5.94% 86.70% 

July 7.46% 5.04% 87.50% 

August 6.83% 6.83% 86.34% 

September 7.61% 6.23% 86.16% 

Table 6 Contingency table – Cause of delay and selected time period 

It is then apparent from the row relative frequencies table (see Tab. 7), that differences between particular air-

ports are not so significant during the monitored time period. The best situation in June is at Burgas airport (only 

17% of all delayed flights). The highest number of delayed flights in June is at Antalya, Heraklion and Hurghada 

airports (over 30% of all delayed flights). In July the worst situation is in Burgas and Hurghada airports (around 

40% of all delayed flights). In August the worst situation is in Burgas and Charles de Gaulle airports (over 30% 

of all delayed flights). The situation is the best in September overall. The worst situation is at Antalya, Charles 

de Gaulle, Palma de Mallorca and Rhodes airports (over 20% of delayed flights). The best situation is in 

Hurghada in September (only 7% of all delayed departures). It can be stated overall that at Burgas airport delays 

originate the most often during the high season (July, August). The high season lasts only from July to August at 

this airport unlike other airports, delays almost don’t occur in other months due to small traffic intensity.  On 

contrary at Hurghada airport the bigger problems with delays occur in June and July. At Heraklion airport the 

situation improves significantly in September, the intensity of tourism decreases. These significant differences 

don’t occur at the rest of airports. Dependence is statistically significant; p-value is less than 0.0001. From corre-

spondence analysis (see Fig. 3) it is also evident, that delays are often at Antalya and Heraklion airport in June. 

In August delays are frequent at Charles de Gaulle airport. Burgas airport is the closest to July and August, and 

in these months delays are really the most frequent according to frequencies table. 
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Row relative frequencies June July August September 

AYT 32.30% 23.51% 20.93% 23.26% 

BOJ 16.95% 40.68% 31.64% 10.73% 

CDG 23.36% 24.30% 32.71% 19.63% 

HER 30.04% 27.35% 27.35% 15.25% 

HRG 30.32% 40.00% 22.58% 7.10% 

PMI 22.37% 29.39% 26.32% 21.93% 

RHO 26.56% 26.56% 24.48% 22.40% 

Table 7 Contingency table – Airports and monitored time period 
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Figure 3 Correspondence map – Monitored time period 

and airport 

Figure 4 Correspondence map – Causes of delay and 

day time 

It is evident from the relative frequencies table (see Tab. 8), that delays caused by problems at the airport and in 

the air traffic as well as caused by unusual events (transport of handicapped passengers and necessary healthcare 

for passengers with sudden healthy problems) are the most frequent are the most frequent at night and in the 

morning (around 10% of all delayed flights). Number of delays on airline’s side (technical maintenance, defects, 

crew standards) and suppliers’ side (handling, supply of fuel, catering) is the highest at night (20% of all delayed 

flights). Otherwise these causes are very rare (up to 5% of all delays). Delays caused by delay of preceding flight 

are the least frequent at nights. There are only few flights at night in general and the air space is unoccupied, 

that’s why chaining of delays doesn’t originate. In the morning there is generally busy traffic, therefore delays 

often occur by reason of problems at airport and difficulties in air traffic management. Delays caused by suppli-

ers and service companies occur often at night, probably due to lack of night shift employees.  Dependence is 

statistically significant; p-value is less than 0.0001. It is proved by correspondence analysis (see Fig. 4), that 

delays on airline’s’ and suppliers’ side are the most frequent at night. Delays caused by delay of preceding 

flights are the closest to afternoon and evening time. 

 

Row relative frequencies Airport, air traffic control and 

extraordinary events 

Airline and related 

services 

Delayed 

previous flight 

00:01-6:00 10.22% 20.44% 69.33% 

06:01-12:00 8.96% 4.25% 86.79% 

12:01-18:00 6.02% 4.73% 89.25% 

18:01-24:00 5.63% 1.73% 92.64% 

Table 8 Contingency table – Day time and causes of delay 

4 Conclusions and discussion 

Factors influencing delay of flights at selected international airports were examined in this article. These factors 

were identified by contingency tables analysis, which was created from the primary data, and also with use of 

airline’s database which includes various causes of delays.  It was proved from the carried out analysis that de-
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lays occur most frequently at Palma de Mallorca airport. It is a tourist destination where the intensity of traffic is 

the highest in the monitored season and the airport is very busy.  Delay caused by delay of the preceding flight is 

the most frequent cause of delay at all.  This cause occurs at Antalya, Heraklion, Palma de Mallorca, Burgas, 

Hurghada and Rhodes airports at most, it presents approximately 90% of all delays.  Delays caused by other 

reasons occur minimally at all airports. Charter flights mostly fly to holidays destinations. Mostly regular flights 

fly to Charles de Gaulle airport, where delays are less common and chaining of delays doesn’t originate. Regular 

flights always take precedence over the charter flight. Concerning the length of delay, the best situation is at 

Heraklion and Charles de Gaulle airports, where long delays over 1.5 hours occur rarely. Regarding the capacity 

and the number of departure runways at CDG airport, although the intensity of traffic is high, only short delays 

originate here thanks to bigger manipulation possibilities. Delayed preceding flights cause usually longer delays 

of connecting flights, whereas operational and technical reasons cause rather short delays. It is probably because 

of penalties for suppliers or necessity of compensations paying out to passengers. Delays caused by delay of 

preceding flights are the least frequent at night. At night there is low number of departures overall and unoccu-

pied air space, that’s why chaining of delays doesn’t originate. In the morning there is generally busy traffic, 

therefore delays often occur by reason of problems at airport and difficulties in air traffic management.  

In the article [2] there was proven dependence of delay on destination aerodrome and in our analysis the sig-

nificant dependence on destination airport was also proven. The article [4] similarly offers different variants of 

strategy for reduction of delays, but again from another angle, the author recommends for example increasing the 

number of service counters during checking-in. However delays caused by passengers and their baggage occur 

very rarely at airports we monitored, except the international transit airport CDG. Similar to the article [5] also 

the airline we monitor tries to optimize the operating costs. In the article [6] the authors describe optimization of 

connecting flights in order to prevent chaining of delays. Our research showed that the most frequent cause of 

delays was particularly delay of preceding flight, approximately 90% of all delayed flights.  In the article [8] it 

was also found out that delays caused by delay of preceding flight occur very frequently in general, they are 

much more frequent in Brno and Ostrava, around 80%, in Prague around 41%. Whereas in the article [7] the 

dependence of length of delay on particular airport in Czech Republic was not proven. Dependence of length of 

delay on selected destination airports is statistically significant.  

It is necessary for airline to eliminate longer delays, because paying out of compensations to passengers is 

very expensive. There are nowadays specialised companies searching for passengers from delayed flights and 

recover financial compensations by legal way. In order to eliminate delay we would recommend borrowing an 

alternate aircraft in summer months to have the opportunity to replace an aircraft delayed on arrival to home base 

airport by an alternate aircraft. We would furthermore suggest suppliers and service companies hiring a certain 

number of seasonal workers for these months. It is beneficial also for these companies, because they can be also 

penalised for delay caused by their employees.  
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Decision of a Steel Company Trading with Emissions

Frantǐsek Zapletal1, Martin Šmı́d2

Abstract. We formulate a Mean-CVaR decision problem of a production
company obliged to cover its CO2 emissions by allowances. Certain amount of
the allowances is given to the company for free, the missing/redundant ones
have to be bought/sold on a market. To manage their risk, the company can
use derivatives on emissions allowances (in particular futures and options), in
addition to spot values of allowances. We solve the decision problem for the
case of an real-life Czech steel company for different levels of risk aversion and
different scenarios of the demand. We show that the necessity of emissions
trading generally, and the risk caused by the trading in particular, can influ-
ence the production significantly even when the risk is decreased by means of
derivatives. The results of the study show that even for low levels of the risk
aversion, futures on allowances are optimal to use in order to reduce the risk
caused by the emissions trading.

Keywords: CVaR, emissions trading, optimization, allowances, EU ETS

JEL classification: C61
AMS classification: 90C15

1 Introduction and the current state of art

Since its launching, the European emissions trading system (EU ETS) became the object of interest of
both researchers and managers of affected companies. The system began to work in 2005 with the purpose
to decrease the amount of CO2 emissions by forcing EU industrial companies to cover their emissions by
emissions allowances (1 ton of CO2 must be covered by 1 emissions allowance).

Our paper investigates the influence of the emissions trading on profit and production portfolio plan
of a steel company participating in the EU ETS. The aim of the paper is to assess the impact of the
EU ETS system on the company and, also, to determine the optimal emissions management for a single
one-year-long period. Because two types of emissions allowances exist (European Union Allowaces EUA,
and Certified Emissions Reduction CER) and, moreover, EUA’s derivatives exist (options and futures),
our goal is to determine which allowance type and which financial instruments are optimal to use. The
model is applied using data of one Czech steel company.

Several models optimizing the output of a company with respect to a duty of emissions trading have
been already published. In [4], the deterministic models has been presented. In [9], the stochastic model
has been built, but without involving any risk measure. This paper follows [8] where the single-stage
single-period mean-variance model has been presented. This present contribution uses a different risk
measure - Conditional Value at Risk (CVaR). In particular, a mean-CVaR model is formulated. Unlike
the variance, the CVaR measure belongs to the group of coherent risk measures; moreover, it takes into
account possible fat tails and an assymetry of a distribution, see e.g. [1]. CVaR has been used in both
static ([6]) and dynamic (multi-stage) models, see e.g. [5]. However, the onlyapplication of the CVaR in
relation to the EU ETS system has been presented by [3]; however, that paper is aimed to determine the
dynamic relationship between electricity prices and prices of emissions allowances.

The core of this paper consists in the formulation of the optimization model and its verification and
sensitivity analysis at the end. In order to satisfy the requirements concerning paper’s length, some
details about the conditions of the EU ETS have to be skipped; however, they can be found e.g. in [7]

1VSB - Technical University of Ostrava, Faculty of Economics, Sokolská 33, 702 00 Ostrava, Czech Republic, fran-
tisek.zapletal@vsb.cz

2The Institute of Information Theory and Automation of the CAS, Pod Vodárenskou věž́ı 4, 182 08 Prague, Czech
Republic, smid@utia.cas.cz
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or [2].

The paper is organized as follows. After the introduction, the model is designed in Section 2. Section
3 presents the results of the model verification and the sensitivity analysis is done there. The last part
of the paper is the conclusion where the main findings are pointed out and some proposals for further
research are given.

2 The optimization model

In this section, the model assumptions are given and the Mean-CVaR optimization model is designed.

Assumptions

Production

• There is single (unit) decision period.

• There are n products produced.

• Demand for the products d ∈ Rn+, selling prices p ∈ Rn+ and the unit production costs (of final
products) c ∈ Rn+ are known at the beginning of the period.

• Raw production x which is necessary for final production y is given by x = Ty where T ∈ Rn×n is
an inverted technological matrix.

• The final production is non-zero, the limits of the raw production are given by vector w ≥ 0, i.e.,

y ≥ 0 Ty ≤ w. (P )

Emissions

• The vector of CO2 emissions resulting from raw aproduction x is given by hTx where h is a vector.

Finance

• Selling prices are collected at t = 1.

• The production costs are funded by a credit with (low) interest rate ι.

• Other costs are funded by loans payable at t = 1 with (high) interest rate ρ > ι.

• If there is excess cash at t = 0, it may be deposited up to t = 1 with interest ι.

• Insufficiency of the unit of cash at t = 1 is penalized by constant σ (perhaps a prohibitive interest
rate).

Emissions trading

• r EUA permits are obtained for free.

• At t = 0, the company may buy sE0 EUA spots and sC0 CER spots, f futures, φ1, φ2, . . . φk call
EUA options with strike prices K1 < K2 < · · · < Kk respectively, and/or ψ1, ψ2, . . . ψl put EUA
options with strike prices L1 > L2 > · · · > Ll, respectively.

• Short sales are not allowed, i.e.

sE0 ≥ −r, sC0 ≥ 0, f ≥ 0, φ ≥ 0, ψ ≥ 0 (F )

• Relative margin ζ is required when holding a future, for simplicity we assume that margin calls can
occur only once a month and the margin cannot be decreased (for more on futures margins, see e.g.
http://www.investopedia.com/university/futures/futures4.asp).
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• At t = 1, the company may buy sE1 EUA spots and sC1 CER spots, short sales are not allowed:

sC0 + sC1 ≥ 0, r + sE0 + sE1 ≥ 0. (G)

• Banking of permits is not allowed, i.e.

r + sE0 + sC0 + sE1 + sC1 + f +
k∑

i=1

φ1 −
l∑

i=1

ψi = hTy. (E)

• Only limited number of CERs may be applied, in particular,

sC0 + sC1 ≤ ηhTy (C)

where 0 ≤ η < 1.

• The company does not speculate: in particular, they would not buy more spots than needed neither
they would buy more put options than the initial number of spots, i.e.,

sE0 ≤ hTy, sC0 ≤ ηhTy,
∑

ψi ≤ r, (S)

(an alternative to (S) would be an assumption of no arbitrage).

Summarized, the vector of the decision variables is (y, ξ) where

ξ = (sE0 , s
C
0 , s

E
1 , s

C
1 , f, φ1, . . . , φk, ψ1, . . . , ψl)

(note, however, that the components of ξ are dependent due to (E)).

The gross balance from financial operations at t = 0, excluding margins of futures, thus equals to

E0 = −sE0 pE0 − sC0 pC0 −
k∑

i=1

φip
c,Ki

0 −
l∑

i=1

ψip
p,Li

0

where pE0 and pC0 are EUA, CER, respectively, prices at t = 0, pc,Ki

0 and pp,Li

0 are the prices of call options
with strike price Ki, put option with strike price Li, respectively, at t = 0.

The costs of futures maintenance amounts to fM where

M =
11∑

j=0

ρ12−j [Mj −Mj−1] +, Mj = max
(
Mj−1,

[
pf0 − (1− ζ)P fj/12

])
,

j = 0, 1 . . . , 11.

Here, ρj = (1 +ρ)j/12−1 is the j/12 time units interest rate, pf0 is the future price at t = 0 and M−1 = 0
by definition.

The cash balance at t = 1 resulting from production is

B = pT min(d, y)− (1 + ι)cT y,

while the balance resulting from financial operations at t = 1 is

E1 = −sE1 PE1 − sC1 PC1 − fpf0 −
k∑

i=1

φi min(PE1 ,Ki) +
l∑

i=1

ψi max(PE1 , Li).

Summarized, the value function is given by

V (y, ξ) = V (y, ξ, PE1 , P
C
1 ,Mρ) = g1+σ,1 (g1+ρ,1+ι(E0)−Mf + E1 +B)

where

gα,β(x) =

{
βx x ≥ 0

αx x ≤ 0
.

Consequently, the decision problem is formulated as

maxy,ξ (1− λ)EV (y, ξ)− λCVaRα (−V (y, ξ))

s.t. (P ), (F ), (G), (E), (C), (S)
(1)

where 0 ≤ λ ≤ 1 is a level of risk aversion.

Mathematical Methods in Economics 2016

918



3 Application of the model

3.1 Data

The following data sources were used for verification of the model:

• database of ICE stock exchange for data on emissions prices and related financial indeces (see
theice.com);

• business data of certain Czech steel company for values related with production (i.e. margins, costs,
production coefficients); these data have been slightly modified;

• database Carbon Market Data for amount of emissions and allocated allowances (see carbonmar-
ketdata.com);

• database of Czech Steel Federation for historical data on steel market.

Due to the limited length of the contribution, it is not possible to present the complete set of input
data. The same input values as in [8] have been used for corresponding parameters (e.g. data on demand
or production) with the difference that a longer period of permit prices was used. Prices of EUA’s and
CER’s spots at the beginning of the period are pe0 = 5 EUR and pc0 = 0.38 EUR. For the sake of simplicity,
only 5 call and put options have been involved with different strike prices (K = L = {3, 4, 5, 6, 7} EUR).
Prices of those options are shown in Tab. 1.

Type of option/strike price 3 4 5 6 7

Call option 2.31 1.95 1.12 0.77 0.53

Put option 0.15 0.56 1.06 1.71 2.48

Table 1 Prices of EUA options with different strike prices [EUR] (source: theice.com)

The distribution of the emissions prices at the end of the period was assumed to be log-normal; in
the actual computation more than 1000 scenarios were used with the following mean values: pe1

.
= 5.29

EUR, pc1
.
= 0.43 EUR and M

.
= 0.78 EUR.

Unfortunately, no precise data on interests rates ι, ρ, σ were available. Therefore, their values are just
estimated to be meaningful and to satisfy the assumptions listed in Section 2. In particular, ι = 0.01,
ρ = 0.1, σ = 1 were set (essentially, σ rate should be prohibitive enough). For the future research, those
values will be surveyed and set more accurately.

It is reasonable to expect that the portfolio of financial instruments on allowances will depend on
the fact if a company needs some additional allowances to purchase or if the amount of EUA’s received
for free is sufficient to cover all CO2 emissions. That is why three different scenarios of the demand for
production are considered. The first one S1 corresponds to the current level (i.e. level of 2014), when
the company has a ”slight” shortage of allowances. The second scenario S2 counts with the values of
demand corresponding to production capacities of the company (i.e. the state when the company needs
the maximum number of additional allowances). And the last scenario (S3) supposes the demand at the
level of 50% of production capacities (in this case, the company has a surplus of permits).

The last parameter whose value left to be set is the risk aversion parameter λ. In order to avoid
setting a particular range of values, the model will be run with all possible values, i.e. for λ ∈ [0, 1].
CVaR will be computed at 5% level of α.

3.2 Results

The model is solved using GAMS software. Similarly to other studies mentioned in the introduction
(e.g. [8]), emissions trading does not influence the amount of the production. Moreover, the amount
of production of all products is equal to the levels of demand considered, regardless a degree of risk-
aversion. Thus, the only matter to analyze is the optimal portfolio of financial instruments for emissions
allowances. In none of the three scenarios considered under any value of λ, EUA options are traded. All
the remaining variables of allowances type differ with scenarios and a value of risk-aversion coefficient.
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(a) pe0 (b) pe1

Figure 1 EUA’s traded at the beginning and end of the period

Most of the allowances are traded in a form of EUA spots. Optimal numbers of EUA spots traded at
the beginning and the end of the period are shown in Fig. 1a and Fig. 1b, respectively. It can be seen
that the company would sell all the allowances obtained for free (i.e. value of r) in all three scenarios for
very low values of risk-aversion (for λ from 0 to values of around 0.02 ). The reason is, that the mean
value of EUA price at the end of the period is slightly higher than the current (certain) value. With
values of λ greater than 0.02, the company prefers higher certainty given by the current price of EUA
and it sells the EUA spots only when no additional EUA’s have to be bought (i.e. S3). At the end of
the period, for small values of λ, all EUA’s needed for the whole period are bought, when a risk-aversion
increases, optimal values of pe1 drops to zero (let us remind the expected increase in EUA price till the
end of the period again).

Due to very low prices of CER’s in comparison with EUA’s, the highest possible amount of CER’s
(given by η = 10%) is always used by the company. The higher value of λ, the more CER’s are bought
at the beginning of the period and the less at its end, see Fig. 2a and Fig. 2b.

Out of all the EUA derivatives, only the futures are possibly used by the company. The optimal
values of f when changing λ parameter are depicted in Fig. 2c. Under the scenario S3, no futures should
be purchased at all. There is no reason for this because no additional EUA’s are needed due to the low
level of demand. The results differ when the number of allowances allocated to the company for free (r)
is not sufficient to cover all CO2. When assuming a lack of allowances S1 and S2, no futures should still
be bought for λ < 0.046. But, for stronger risk-aversion, futures are used to decrease the risk related
with emissions trading. In scenario S1, the amount of around 15% of all allowances needed should be
purchased in the form of futures, meanwhile, under the scenario S2, the share of the futures goes even
up to one third.

4 Conclusions

This paper was devoted to the effects of emissions trading within the EU ETS system on steel companies.
The single-stage mean-CVaR optimization model has been formulated. The model has been applied using
the data of the real steel company. For the sake of better understanding the modeled system, different
scenarios of demands have been considered and all possible values of the decision-maker’s risk aversion
have been investigated. In the line with past studies, emissions trading does not affect the amount of
production. The emphasis has been put on the analysis of optimal portfolio of financial instruments on
emissions allowances. EUA options (both, call and put) have been considered to be inefficient to use.
The optimal strategy regarding EUA spots differ with the value of risk-aversion coefficient. The company
would always use 10% limit for CER allowances. When the number of allowances allocated to company
for free is not sufficient, EUA futures should be used to decrease the risk.

Two ways how to extend the model to the future are expected. The first lies in improvement of the
presented model (e.g. data on interest rates could be further investigated and other sensitivity analyses
could be performed) and the second one consists in the extension to the multi-stage (dynamic) version.
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(a) pc0 (b) pe1

(c) f

Figure 2 CER’s traded at the beginning and end of the period and amount of futures purchased
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Using Semi-dynamic Input-Output Model for the

Analysis of Large Investment Projects

Jaroslav Zbranek1, Jakub Fischer2, Jaroslav Sixta3

Abstract. The use of Input-Output analysis for various macroeconomic stud-
ies is being more important in recent years. Due to more efficient computing
technologies, these approaches provide extensive possibilities for various modi-
fications of Leontiefs IO model. Static IO analyses based on constant technical
coefficients are not sufficient for studying impacts of huge external impulses
like investment shock. For these purposes, deeper analysis is needed. More
sophisticated models such as CGE and DSGE offer solution, which is relatively
complicated and their results are very much aggregated. The impact is even
more significant in cases when the duration of investment shock is split into
more years. The aim of the paper is to introduce a modified semi-dynamic
IO model that we developed and successfully used for de-tailed analysis. Our
model takes into account development in current and previous period includ-
ing changes caused by investments realized in particular industry. The model
permanently updates input coefficients without occurrence of any imbalances
in the system. This allows reaction on gradual structural changes in the econ-
omy induced by the implementation of investment project.

Keywords: Input-Output, technical coefficients, models, macroeconomic
analysis.

JEL classification: C67, O11
AMS classification: 65C20

1 Introduction

Input-Output analysis (IOA) is a continually expanding tool used especially for macroeconomic analyses.
Due to continuous improvement of computer technology4, it is possible to make IOA based on quite
large Input-Output models (IOM). Such IOMs can be based on more detailed structures of commodities
or industries on the one hand and they can also reflect various factors significantly influencing the results
of the analyses on the other hand.

The aim of this paper is to introduce developed IOM which is adapted to analyses of impact of large
multi-annual investment projects. This IOM called Semi-dynamic Input-Output model takes into ac-
count primary investment shock and includes also calculation of impact of induced effects in subsequent
years. These effects come from increased wages and salaries and increased profits. The Semi-dynamic
IOM uses automatically updated technical coefficients after the first and each of following years. This
approach allows to adapt the following calculation to the changed situation in the economy due to interim
results after finished stages of analyzed investment shock. Moreover, Semi-dynamic IOM retains detailed
structure of commodities all the time of the process of analysis.

1University of Economics in Prague, Dep. of Economic Statistics, Nam W. Churchilla 4, Prague 3, Czech Republic,
jaroslav.zbranek@vse.cz

2University of Economics in Prague, Dep. of Economic Statistics, Nam W. Churchilla 4, Prague 3, Czech Republic,
fischerj@vse.cz

3University of Economics in Prague, Dep. of Economic Statistics, Nam W. Churchilla 4, Prague 3, Czech Republic,
sixta@vse.cz

4Improvements of ICT products confirm also results of the study in [3].
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2 Semi-dynamic Input-Output Model

The reason for the development of Semi-dynamic IOM was the need for analyzing the impacts of the huge
investment shock that are spread over several years in the economy. As Symmetric Input-Output tables
as input data are broken down by 82 commodities, using DSGE approach would need to aggregate input
data in order to be able to reach results, [1]. Therefore Semi-dynamic IOM seems to be good approach
concerning loss of information due to aggregation of input data which is not desirable for application
of Semi-dynamic IOM. For this purpose, static Leontief’s IOM, as describes Hronová, at al. [4] or Miller
and Blair [5], seems to be insufficient because it is needed to take into account also changes in the economy
due to investment shock made and induced effects as well. The base for the developed Semi-dynamic
Input-Output model is a simple static IOM based on Leontiefs inverse matrix, as following formula 1:

x = (I −A)−1y, (1)

where

x output vector,
y vector of final use,

(I −A)−1 Leontief inverse.

Beside primary investment shock, Semi-dynamic IOM takes into account two types of induced effects
in each year of the investment project. The first induced effect is an increase of final household consump-
tion expenditures (FHCE), defined in [2], due to increased wages and salaries (W), also defined in [2],
of employees after primary investment shock. In case of induced effect based on W we assume that
investment in particular year has impact only 50% to increase of FHCE in the same year. The remaining
50% has impact to the FHCE in the next year, according our assumptions. The estimate of induced
increase of FHCE is based on the assumption of average propensity to consume (APC), explained in [7].
The coefficient of APC is estimated according to formula 2:

APC =
FHCE2010

W2010
, (2)

where

FHCE2010 final household consumption expenditures in 2010 according to national accounts,
W2010 wages and salaries in 2010 according to national accounts.

Induced increase of FHCE is calculated according to formula 3:

∆FHCEt = 0.5 ·APC · Σ
(
∆wj,t + ∆∗wj,t−1

)
, (3)

where

∆wj,t increase of wages and salaries due to primary investment shock in the year t,
∆∗wj,t−1 total increase of wages and salaries in the year t-1.

The commodity structure of induced increase of FHCE was calculated using FHCE matrix broken
down by CPA codes and by COICOP codes, described in [2]. It is necessary to note that induced increase
of FHCE is assumed especially in connection with products which can be signed as luxury products,
which describes [7]. Products and services according to COICOP classification, described in [2], which
can be considered as luxury products were selected in FHCE matrix for this purpose. Information and
results of the study [6] were taken into account for the compilation of structural matrix of FHCE.

The second induced effect taken into account is further increase of investment, at macroeconomic
level called gross fixed capital formation (GFCF), defined in [2], due to increased operating surplus and
mixed income (OSMI), also defined in [2], which indicate operating profit of enterprises at macroeconomic
level. The induced increase of GFCF takes into account also the increase of OSMI and based on the
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first mentioned induced effect, i.e. induced increase of FHCE. The estimate of induced increase of GFCF
is based on the coefficient of investment rate (i) for this purpose defined according formula 4:

ij =
GFCFj,2010

OSMIj,2010
, (4)

where

GFCFj,2010 gross fixed capital formation of industry j, in 2010 according to national accounts,
OSMIj,2010 operating surplus and mixed income in industry j, in 2010 according to national

accounts.

Induced increase of GFCF is calculated according to formula 5:

∆GFCFj,t = ij ·
(
∆OSMII,j,t + ∆OSMIII,j,t

)
, (5)

where

∆OSMII,j,t increase of operating surplus and mixed income in industry j, in the year t
due to primary investment shock,

∆OSMIII,j,t increase of operating surplus and mixed income in industry j, in the year t
due to induced FHCE.

The commodity structure of induced increase of GFCF was done using structural matrix of GFCF
for the year 2010 which is compiled and described as AN approach in [8]. This GFCF matrix is broken
down by commodities in rows and by industries in columns.

The total impact is done by all effects together; primary investment shock, induced increase of FHCE
and induced increase of GFCF. The principle of operation of Semi-dynamic IOM in each analyzed year
shows Figure 1. More detailed description of Semi-dynamic IOM can be found in [9].

Before the analysis of impacts in the next year, there are always updated technical coefficients.
The principle of their update is the same as their calculation for the simple static IOM. There are
only changed input data, i.e. after including all impacts to the economy in the previous year. Input
data for update of technical coefficients is still in form of Symmetric Input-Output Tables and thus this
procedure does not cause any imbalances.

Figure 1 Overview of Semi-dynamic Input-Output Model

3 Input-Output Analysis Based on Semi-dynamic IOM

There are many possibilities of primary shock that can be used for application of Semi-dynamic IOM
to make an Input-Output analysis. We decided to analyze a model situation when there is a large
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investment project, investment into the infrastructure in the Czech Republic. The duration of this project
is four years and part of the large investment shock occurs in each year of the period. For illustration
purposes, our calculations are proceed for the period of five years and the fifth year is devoted to induced
effects only. The distribution of total investment shock more than 50 CZK billion according to product
and year of investment shows Table 1.

CPA code Product T1 T2 T3 T4

42 Constructions and construction works for civil engineering 5 000 13 000 16 000 16 000

62 Computer programming, consultancy and related services 0 0 500 500

71 Architectural and engineering services; technical testing 1 875 625 0 0

and analysis services

Table 1 Distribution of investment shock in time by commodity, CZK mil.

There are also planned capital expenditures connected with project documentation during the first
two years (CPA 71), see Table 1. There is also gradual increase in capital expenditures directly to in-
frastructure. During last two years there are planned capital expenditures aimed at creation of necessary
software connected with following use of constructed infrastructure.

3.1 Impact of the Investment Shock on the Gross Value Added

The impact of investment shock distributed during the period of four years can be measured by the change
of gross value added (GVA). As it was mentioned with regard to induced effects results of application
of Semi-dynamic IOM are presented on the period with duration five years, as it shows Figure 2.

The Figure 2 shows the development of change in GVA based on primary investment shock including
both described induced effects. During the investment period, i.e. from T1 to T4 increased GVA varies
between 87% in T1 and 91% in T4 in relation investment shock in particular year. Without inclusion
of any induced effect it would be only between 74% in T1 and 72% in T4. The resulting figure is below
100% since the increase of investments stimulates also imports.

Figure 2 Distribution of impact to Gross value added during the analyzed period, CZK mil.

3.2 Impact of the Investment Shock on the output

Another approach how to evaluate the impact of investment shock distributed during the period of four
years consists in using the change of output broken down by products (commodities). Similarly as in the
case of GVA, the results of application of Semi-dynamic IOM are presented on the period with duration
of five years, see Table 2. The table shows commodity structure aggregated on the section level of this
classification. All calculations were done on the level of 2-digits CPA codes.

It is seen a significant increase of output connected with products related to construction industries,
see Table 2. During the investment period from T1 to T4 there is total increase of output including both
induced effects roughly three times higher than primary investment shock in particular year. Without
including of any induced effect, it would be only around 2.5 times. Table 2 shows also changes in output
structure in the fifth year when there is the highest output related to products of manufacturing industry.
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The reason of this phenomenon lies in the occurrence of induced increase mainly of FHCE. The induced
increase of GFCF is insignificant in this year.

CPA5/ Year T1 T2 T3 T4 T5

Total 19 650 41 561 51 180 51 782 2 997

A 96 254 352 379 135

B 178 440 541 543 9

C 2 352 5 374 6 891 7 150 1 288

D 190 398 496 507 59

E 45 102 126 128 11

F 10 191 25 161 30 813 30 846 161

G 781 1 540 1 898 1 937 195

H 426 993 1 252 1 283 155

I 118 283 398 435 184

J 379 691 1 517 1 567 248

K 363 640 762 776 71

L 363 625 765 777 62

M 3 721 4 037 4 018 4 044 128

N 343 763 979 1 003 121

O 12 22 27 27 2

P 18 33 43 45 8

Q 1 2 3 3 1

R 30 93 141 159 86

S 43 110 158 173 73

Table 2 Distribution of impact on output by products during analyzed period, CZK mil.

3.3 Impact of the Investment Shock on the Employment

Important measure for analyses of impact of large investment projects is the change in employment.
In connection with investment project, there is always expected positive impact on the employment.
The impact on change of employment in assumed example is shown on Figure 3.

Figure 3 Distribution of impact to employment during the analyzed period

The Figure 3 clearly shows the highest impact to the employment in the year T4 with total increase
21.2 thousands of employees. This difference is caused by the inclusion of induced effects. From another
point of view, one million of primary investment shock including both induced effects needs to hire around
1.25 employees to the production process. Without inclusion of any induced effect it would be maximally
1.03 employees.

5A Products of agriculture, forestry and fishing; B Mining and quarrying; C Manufactured products; D Electricity, gas,
steam and air conditioning; E Water supply; sewerage, waste management and remediation services; F Constructions and
construction works; G Wholesale and retail trade services; repair services of motor vehiclesand motorcycles; H Transporta-
tion and storage services; I Accommodation and food services; J Information and communication services; K Financial and
insurance services; L Real estate services; M Professional, scientific and technical services; N Administrative and support
services; O Public administration and defence services; compulsory social security services; P Education services; Q Human
health and social work services; R Arts, entertainment and recreation services; S Other services.
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4 Conclusion

In comparison with simple static IOM, semi-dynamic IOM provides more complex information in con-
nection with external shock.. Inclusion of induced effects represents the most important benefit of Semi-
dynamic IOM. The first effect is connected with induced change of final household consumption expendi-
tures due to the change in wages and salaries after investment shock. Changes in wages and salaries imply
changes in disposable income of households which is used for consumption expenditures or for savings.
The second effect is connected with induced change in gross fixed capital formation due to change in op-
erating profit of enterprises. This is caused by both initial investment shock and induced effect of final
household consumption expenditures. Changes in operating profit of enterprises imply changes in in-
vestment behavior of subjects in the economy. Beside simple static Input-Output analysis and inclusion
of induced effects, the Semi-dynamic IOM updates technical coefficients when moving to the next period
of analysis. Updates of technical coefficients take into account structural change in the economy based
on the investment shock. That is why that such model is useful for deep economic analysis especially
for the large multiannual investment projects.

This paper brings an illustrative example of possible way of application of the Semi-dynamic IOM.
This model was used for analysis of impacts of large investment shock in the Czech Republic. We have
been developing Semi-dynamic IOM since spring 2013. It is based on published Symmetric Input-Output
Tables, the last for 2010. All other necessary input data used for the development of the Semi-dynamic
IOM come from national accounts of the Czech Republic for the year 2010. The currently used dimension
of 82× 82 products provides sufficient details for deep and relatively reliable analysis
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Tax burden and economic growth in OECD countries: 
Two indicators comparison 

 
Petr Zimčík1 

Abstract. The aim of this paper is to examine possible effects of tax burden on real 
economic growth in 32 OECD countries. The research is focused on individual 
components of two tax burden indicators. A tax quota is used in most of the similar 
studies and World Tax Index is an alternative. Instead of concentrating on the ag-
gregate effects of tax burden, we rather focus on the effects of individual taxes in 
both indicators. These individual indicators are separately added into the augmented 
endogenous growth model with physical capital approximation as well as other con-
trol variables. The dynamic panel regression is used as a method to analyze any tax 
burden effects in a time period of 2000-2013. Main findings of this paper are that 
product taxes show the most significant adverse effects on the economic growth. Re-
sults also indicate that property taxes can positively stimulate economic growth rate. 
There is a certain contradiction between our results and majority of similar empirical 
studies. Any distortionary tendencies of corporate income tax quotas are identified 
as statistically insignificant in analysis and have no effects on economic growth. 
 
Keywords: Economic growth, tax burden, tax quota, World Tax Index. 

JEL Classification: E62, H20 
AMS Classification: 62P20 

1 Introduction 
Taxes represent a crucial instrument in every economy. Governments need financial funds to operate and to 
conduct their policies. So they use taxes to collect these funds. More the governments collect, more public goods 
and services can be provided to citizens. This is a basic idea behind tax policy. However taxes have negative 
implications on real economy because they drain money from private sector. They are mandatory for citizens and 
companies and represent their contributions from wages, profits, properties and consumption. This could create 
distortions and slow down economic growth rate. All this can be interpreted as a tax burden, which is perceived 
by all economic subjects. 

Governments stand before difficult challenge: to find balance between collecting necessary funds to cover 
their expenditures, and also not to exceed tax burden of domestic economic subjects. Tax burden is more appar-
ent in developed (richer) economies because they usually have an extensive public sector and require higher 
volume of revenues. There are many ways how to measure tax burden in a specific country.  

I use two indicators in this paper, tax quota with an alternative indicator, which is World Tax Index (WTI). 
More about WTI can be found in Kotlán and Machová [11]. Tax quota represents a share of total tax revenues in 
a relation to a nominal GDP. WTI is an indicator, which consists of tax quota hard data but also using soft data 
regarding expert opinions of economic institutions, researchers and others. It sets index of assumed tax burden in 
advanced countries. 

 The aim of this paper is to examine possible effects of tax burden on real economic growth in 32 OECD 
countries using two presented indicators. Overall tax burden is analyzed together with effects of individual taxes.  

2 Literature review  
Theoretical framework used to study any long-term impacts of taxation is the endogenous model of growth pio-
neered by Barro [4]. Fiscal policy in this model has impacts not only on the economic output but can also influ-
ence a steady-state growth rate. Barro [4] predicted either negative or neutral effects of taxation based on type of 
a tax classification. 

Fölster and Henrekson [8] used econometric analysis to get estimates of taxation effects on growth rate. They 
discovered a negative correlation between those two variables. Additional testing of their estimates showed that 

                                                           
1Department of Economics, Faculty of Economics and Administration, Masaryk University, Lipová 41a, Brno, 
Czech Republic, e-mail: petr.zimcik@mail.muni.cz. 
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they were not robust. More recent studies showed robust and significant outcomes. Bergh and Karlsson [5] esti-
mated effects of total taxation in OECD countries for periods 1970-1995. They result showed that an increase in 
total taxation of 1 percentage point (pp) induced decrease in growth rate by 0.11 percentage point. Bergh and 
Karlsson [5] also extended observed period to 1970-2005, which changed results only slightly. Taxation had 
0.10 pp adverse effect on economic growth rate. 

Romero-Avila and Strauch [12] pointed their interest on 15 EU countries in period 1960-2001. They found 
weaker negative effects than [5]. A one pp increase in taxation was associated with downturn in economic 
growth by 0.06-0.07 pp. Afonso and Furceri [1] used panel regression on OECD and EU member states to ana-
lyze both group of countries separately. They studied composition of taxation and its overall effect. In all regres-
sions the effects were robust and negative. Results for both EU and OECD countries were similar and estimated 
to be about -0.12 pp, which is higher than two previous studies. 

Not all empirical studies set down effects of rising taxation to be negative. Colombier [7] worked with a new 
regression estimator and fiscal variables. He has found effects of taxation on per capita growth rate to be either 
insignificant or small but positive. Bergh and Öhrn [6] presented some criticism of Colombier´s work in their 
paper. Criticism was not point to a new estimator but to the fact that certain control variables were omitted from 
regression. This could lead to bias in results. Bergh and Öhrn [6] re-estimated his results with proper control 
variables and obtained robust negative results from taxation increase. 

Some authors were interested to make a scale, which would rank distortionary effects of individual type of 
taxes. Arnold [3] checked effects of different tax categories on GDP per capita. He used panel of 21 OECD 
countries in his analysis and found out that income taxes are in general accompanied with lower economic 
growth than taxes on property and production taxes. His analysis enabled him to create a ranking of taxes in 
view of economic growth. Property tax, especially recurrent tax on immovable property, has the most growth-
friendly effects. Production taxes followed by personal income taxes indicated adverse effects. Corporate taxes 
have according to [3] the strongest negative effects on GDP per capita.  

Xing [14] examined results in Arnold [3] and presented some doubts about his ranking system. In Xing´s 
analysis shifts in total tax revenue towards property taxes are indeed accompanied with higher income level per 
capita. However increase of tax revenues from production taxes, corporate and personal income taxes are associ-
ated with lower per capita income in the long run. Xing [14] haven´t found any proof to prioritize personal in-
come taxes over corporate ones or favoring consumption taxes over any income taxes as in [3]. 

2.1 Tax burden 

Tax policy as one form of government´s fiscal policy focuses on ensuring macroeconomic stability, which is 
essential for achieving and maintaining economic growth. According to IMF [9] a well-design tax policy can 
boost employment, productivity and investments through several channels. Excessive tax burden can have an 
opposite effect.  

The tax and benefit systems, which include social transfers and labor income tax, influence decision making 
whether the person will be willing to work or not. They also determine how much (long) they will work. Capital 
income taxes influence private savings and investment. Decrease of savings returns on the individual level could 
also discourage small entrepreneurs from starting their own business. Governments can also use tax incentives to 
encourage private research spending. Introduction of this support design could provide high economic and social 
returns from research and development. 

I follow model in Turnovsky [13] in my analysis of tax burden. The individual agent in a market economy 
purchases consumption out of the after-tax income generated by his labor and his holdings of capital. His objec-
tive is to maximize: 

 � �
�

�

�
���	
���������,        (1) 

where γ is a parameter related to inter-temporal elasticity of substitution, c is individual private consumption, 
l is leisure and Gc denotes the consumption services of a government provided consumption goods. Parameters θ 
and µ measure impacts of leisure and public consumption on welfare of the private agent. Economic agent is 
therefore a subject to the individual accumulation equation: 

 
��  = (1-τw)w(1-l) + (1- τk)rkk – (1+τc)c – T/N      (2) 
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rk is return to capital, w real wage rate, τw tax on wage income, τk tax on capital, τc consumption tax, T/N is a 
share of lump-sum taxes of an agent and k refers to agent´s holdings of capital. All types of taxes have negative 
repercussions on growth according to this model. 

3 Methodology 
We follow methodology in Bergh and Öhrn [6] and similar works. Tax variables from Turnovsky model (eq. 2) 
were added into endogenous model of growth. These fiscal variables represent approximation of tax burden in 
economy. Control variables used in Bergh and Öhrn [6] were also taken into consideration. We get a final econ-
ometric equation in a form of: 

gi,t = +i + , -./.,�
0
.1� + ∑ 3454,�6.1�   + ui,t ,      (3) 

where gi,t represents annual GDP growth, Yi,t are non-fiscal control variables and Xj,t is approximation of tax 
burden. βi and γj are respective coefficients of variables, ui,t is an error term. I use both overall tax quota and WTI 
to better determine possible effects of tax burden on economy and also to assess, which indicator is better. Sec-
ond set of regressions are used to examine effects of individual categories of taxes. 

3.1 Data 

I used annual data from period 2000-2013 in analysis, which focuses on 32 OECD countries.2 Data were collect-
ed from OECD statistics3 and WTI, which can be found in Kotlán and Machová [11]. Dependent variable is the 
real GDP annual growth in percent. To sufficiently compare WTI and Tax quota, small adjustment had to be 
made. Tax quotas are in relation to GDP expressed in percent. WTI is constructed as an index and its nominal 
value is lower than one. WTI was multiplied by 100 to better compare these two variables. This changes inter-
pretation of the results, which will be presented in next section. 

Not only aggregate tax quota is observed. Individual tax categories were also examined for more detailed 
analysis. We used 4 main tax categories as seen as in table 1. These tax categories have their counterparts in 
WTI dataset, which were also multiplied by 100 to achieve comparable results.  

Control variables are similar to those in Bergh and Öhrn [6]. Individual types of taxes were divided as fol-
lows: OECD have five main categories of taxes, which were transformed to respond to the WTI division. Even-
tually four groups of taxes were compared in analysis.4 These groups with all explanatory variables and their 
description can be found in Table 1: 

 
Control Variables Description 

Capital formation Gross fixed capital formation growth (in %) 

Employment 
Inflation 

Unemployment 
Trade 

Annul change in employment (in %) 
Inflation rate measured by CPI 

Unemployment rate (in %) 
Annual growth rate of international trade (in %) 

Fiscal Variables Description 
WTI 

Tax quota 
PIT 
CIT 

Property 
Product 

World Tax Index (multiple by 100) 
Share of tax revenues to a nominal GDP 

Personal income taxes 
Corporate income taxes 

Individual property taxes 
Taxes on consumption (VAT included) 

Table 1 Description of independent variables 

Stationarity of all variables was tested using ADF test used in Levin [10]. Dependent variable same as con-
trol variables didn´t indicate any stationarity problems. In all fiscal variables, which are in form of indexes or 
quotas, was detected possible presence of a unit-root. Fiscal variables were change into first differences form and 

                                                           
2 Chile and Mexico, as only two OECD member states, are not included in research due to data unavailability. 
3 Available [online] at http://stats.oecd.org/ 
4 WTI has also five tax categories, value added tax and other taxes on consumption were merged to single cate-
gory. All WTI categories were also multiplies by 100 to better correspond to their tax quota counterparts.  
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additional testing confirmed, that this procedure solved non-stationarity problem. In tables 2 and 3, you can see 
these differentiated variables with “d_” form. 

3.2 Method 

Two-step generalized method of moments (GMM) was used as an estimation technique. I applied Arellano-Bond  
estimator [2], which use dynamically add number of variable instruments for increasing t. Using this robust es-
timator in calculating the covariance matrices ensures that standard deviation of estimates and hypothesis tests 
are right to possible presence of heteroscedasticity and autocorrelation. Using appropriate instruments eliminates 
risk of endogeneity of dependent variable´s lagged values, independent variables with a random component. 
Starting from t-2, lagged values of the dependent variable were used as instruments. 

Sargan–Hansen test was conducted to confirm use of appropriate instruments. J-statistic can be found in both 
sets of regressions in result section. Value of J-statistic does not reject a null hypothesis of instruments validity.  

4 Empirical results  
Results of two-step Arellano-Bond estimator can be found in Table 2. Dependent variable is real GDP growth 
rate. Lagged value is used as explanatory variable in dynamic panels. Coefficients of all control variables are 
consistent with the theory and the result in Bergh and Öhrn [6]. Capital formation, employment and openness are 
in direct relation with an economic activity and promote growth. From inflation and unemployment one expects 
opposite tendencies, which can be also seen in Table 2. 

Only overall tax burden effects are estimated in this set of regressions. Coefficients of both indicators were 
negative, which correspond to an indirect relationship between economic growth and tax burden. Measuring 
burden with tax quota brings stronger negative tendencies than WTI, if you compare value of both coefficients. 
Ten pp increase of tax quota should be accompanied with 3.48 pp decrease in GDP growth rate ceteris paribus. 
Results for WTI show milder effects. Increase of WTI by 0.10 point is associated with 0.78 pp drop in growth 
rate.  

 
Dependent variable Real GDP growth rate 

Variable Coefficient t-statistic Coefficient t-statistic 
GDP(-1) 

const 
Capital formation 

Employment 
Unemployment 

Inflation 
Trade 

d_Tax quota 
d_WTI 

 

0.036 
-0.097 
0.095 
0.356 
-0.045 
-0.077 
0.215 
-0.348 

 
 

1.126 
-4.838*** 
6.831*** 
5.336*** 

-0.958 
-2.611*** 
14.680*** 
-4.571*** 

 
 

0.019 
-0.128 
0.095 
0.337 
-0.062 
-0.056 
0.207 

 
-0.078 

 

0.612 
-6.235*** 
6.754*** 
4.962*** 

-1.297 
-1.867* 

13.900*** 
 

-2.191** 
 

Observations 384 384 

Number of instruments 85 85 

J-statistic 26.72 26.60 

Table 2 Effects of overall tax burden5 

Overall effect of tax burden was decomposed to individual effects of personal income tax (PIT), corporate 
income tax (CIT), individual property tax (Property) and product taxes (Product) in Table 3. Control variables 
have similar coefficients as in Table 2. If you compare results for individual tax categories, main difference is 
the statistical significance. In WTI division only effects of product taxes are statistically significant at 5% level. 
Tax quotas have significant result for PIT, property and product taxes, which PIT and Product at 1% significance 
level. Based on this criterion, tax quotas give more relevant information in case of individual tax effects on eco-
nomic growth. 

                                                           
5 t-statistics are adjusted for heteroscedasticity and autocorrelation; *, **, *** indicate significance levels of 10 
%, 5 %, and 1 %, respectively. Source: Author´s calculations. Please note: same is applied for Table 3. 
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Interpretation of coefficient is exactly same as in case of Table 2. Product taxes have the most distortionary 
tendencies. The 10 pp increase in product tax quota induces a 6.7 pp drop in GDP growth rate ceteris paribus. 
PIT has a milder effect estimated to be 4.74 pp. Individual property tax shows a direct relationship with econom-
ic growth. These results are consistent with previous study by Xing [14]. However corporate tax quota indicated 
no effect on growth even after being expected to have one of the strongest distortionary effects. 

 
Dependent variable Real GDP growth rate 

Indicator Tax quota WTI 

Variable Coefficient t-statistic Coefficient t-statistic 
GDP(-1) 

const 
Capital formation 

Employment 
Unemployment 

Inflation 
Trade 
d_PIT 
d_CIT 

d_Property 
d_Product 

0.038 
-0.096 
0.099 
0.329 
-0.048 
-0.062 
0.209 
-0.474 
0.025 
0.841 
-0.670 

1.143 
-4.643*** 
7.146*** 
4.948*** 

-1.024 
-2.135** 

13.870*** 
-2.868*** 

0.163 
1.987** 

-4.265*** 

0.017 
-0.125 
0.097 
0.336 
-0.056 
-0.056 
0.207 
0.003 
-0.010 
-0.231 
-0.094 

0.527 
-6.074*** 
6.851*** 
4.954*** 

-1.179 
-1.867* 

13.910*** 
-0.053 
-0.135 
-1.435 

-2.206** 

Observations 384 384 

Number of instruments 88 88 

J-statistic 24.09 27.17 

Table 3 Effects of individual tax burden 

5 Conclusion 
The aim of this paper was to examine possible effects of tax burden on real economic growth in 32 OECD coun-
tries in period 2000-2013. Two tax burden indicators were used. First is overall tax quota, second is World Tax 
Index. The latter is created not only with hard data but also consists of qualified opinions of institutions and 
domestic experts. Dynamic two-step GMM was used as technique to estimate both overall and individual effects 
of tax burden. 

Tax quota has, according to our results, a significant negative correlation with GDP growth rate, while WTI 
has this negative correlation also but weaker In second set of regressions overall tax burden was decomposed to 
four tax categories – personal income tax, corporate income tax, individual property tax and product taxes, which 
include value added tax. The latter has the most distortionary effects followed by personal income tax. Property 
tax indicated a positive relation with economic growth. These results are similar to other empirical studies with 
one exception. In our case the corporate income tax did not show any significant effects.  

These results are related to tax quota division only. In WTI division only product tax had significant negative 
effects. Compering these two indicators, tax quota presented more significant and relevant results. This can be 
explained by definition of WTI. WTI is constructed to contrast tax burden comparison among OECD countries. 
Value of index is in interval <0;1> and does not frequently change in time. Therefore it is not suitable for dy-
namic analysis. Tax quota is simpler but can be better use for studying impacts of tax burden on economic 
growth. 
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Abstract. The article deals with the evaluation of long-distance railway lines in the 

Czech Republic using Data Envelopment Analysis. The object of the research was 

28 lines which are operated under a contract of public service obligation between the 

Ministry of Transport and Czech Railways. The article is divided into three parts. 

The first part focuses on a literature review of the use of DEA in evaluating transport 

services. The next part of the article describes the research methodology. The DEA 

model with uncontrollable inputs (fees for the use of infrastructure), variable returns 

to scale and input focused (NC-IV model) was used. The output of the first model 

was traffic performance. The result of DEA was cost efficiency. The outputs of the 

first model then enter the second model, in which service effectiveness was analyzed 

using the BCC-I model. Based on a comparison of yields with the initial inputs, 

overall efficiency was determined. In the third part of the article, the results of an 

analysis of each of the fast train lines are presented. For each line, there were deter-

mined the scores of technical efficiency, service effectiveness and overall effective-

ness. 

Keywords: fast train lines; DEA analysis; BCC model; non-controllable input; cost 

efficiency; service effectiveness; overall efficiency. 

JEL Classification: R41, C61 

AMS Classification: 90C90 

1 Introduction 

The article deals with evaluating the efficiency of long-distance rail transport in Czechia and the factors affecting 

it. Rail transport is operated either as a public service or on a commercial basis. On a commercial basis, there are 

EC, IC and SC trains that are currently operated by Czech Railways (CD) and open access connections operated 

by RegioJet and LEO Express operators. The article focuses on long-distance railway lines which are operated 

under a contract of public service [13]. The contract between the Ministry of Transport (MoT) and CD was 

signed for the period of 2010-19 and concerns 26 lines of long-distance transport in the categories of an express 

train and a fast train. The range of transport performance and the amount of compensation is annually specified 

by the amendments to the contract. For the year 2011, which is the subject of the analysis, the range of 35.2 

million of train-kilometers was agreed. To cover demonstrable losses, the operator was paid CZK 4,005 million 

[12]. Two lines of fast train transport R14 and R16 have separate contracts as they were the subject of a public 

competition in 2005. Transport performance of these two lines accounted for 1.5 million of train-kilometers with 

the compensation of CZK 66.2 million. Thus, in total, there are operated 28 fast train lines in the public interest 

(see Table 1). In connection with the liberalization of the European passenger rail transport market, it is expected 

that instead of directly awarding the contract to one company, the contract to operate services after 2019 will be 

tendered. Currently, the tender schedule of 6 lines is already known [11]. Since a relatively high amount of pub-

lic financial means attracting the interest of private operators are allocated for the reimbursement of provable 

losses, the debate was raised whether these funds are spent transparently and efficiently. One of the tools that can 

assess the efficiency of public services is the Data Envelopment Analysis (DEA). This article aims to evaluate 

the efficiency of fast train lines in terms of both an operator and in terms of passengers. From the viewpoint of 

the operator, the efficiency is connected with the transformation of inputs to transport performance. From the 

viewpoint of passengers, it is their willingness to pay the fare for the offered transport performance. The overall 

efficiency then measures revenues for the sold transport performance and costs paid at the input. 

2 Literary overview 

To measure the efficiency of rail transport, parametric and non-parametric approaches can be used. The paramet-

ric approach seeks to estimate the parameters of the production function. The non-parametric method is particu-

larly DEA. The comparison of parametric and non-parametric approach was carried out on a sample of 89 com-

muter rail systems. The results revealed a relatively large consensus of both approaches [6]. Given that this arti-
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cle is based on DEA approach, a research of the usage of this method was carried out when evaluating the effi-

ciency of rail transport. The issue of evaluation of performance and efficiency in the transport sector can be di-

vided into two areas - the evaluation of the performance of operators and the evaluation of the efficiency of lines. 

The performance of railway companies can be broken down into three components: technical efficiency, ser-

vice effectiveness and technical effectiveness [17]. It is related with the fact that the outputs can be divided into 

two categories: oriented inside the company (process of production services) and customer-oriented (business 

process). Technical efficiency measures the relation between inputs and product outputs. These outputs are 

transport performance (e.g. seat-kilometers, train-kilometers). Using these outputs then generates revenues which 

can be understood as the consumption of the service and also as the output of a business process. If there are no 

financial indicators at a disposal, passenger-kilometers can be used to measure consumption of the service. Ser-

vice effectiveness evaluates the consumption of a service related to the offered transport performance. Technical 

efficiency puts into proportion transport performance and physical inputs. Relations between inputs and outputs 

often form a network. For measuring the performance of railway companies, it is therefore appropriate to use the 

network and multi-activity DEA approaches. The results were empirically tested on a sample of 20 railway com-

panies in Europe [17], or in other research on 40 companies worldwide [16]. A research of efficiency of 8 high-

speed rail systems was based on a similar principle. The system efficiency was divided in production efficiency 

and service effectiveness. The inputs of the production process were the capacity of the fleet and the length of 

the network and the output was the performance of the fleet. The output of the first process also served as an 

input to the second process. Carriage performance (in passenger-kilometers) and the number of passengers were 

the output of a consumer process [4]. In the survey of 24 US operators of suburban transportation, performance 

was divided into 4 sequential stages: management, operations, routing and scheduling, marketing and sales. The 

basic input at the beginning of the first process were operating costs, the final output were the revenues. The 

solution was the efficiency scores of individual operators in the time series 2001-10 and an assessment of the 

factors that influence this efficiency. It was found that systems with a high degree of subsidies are less organiza-

tional efficient [9]. Extensive research focused on the indicators that are used to evaluate the effectiveness and 

efficiency of public transport was carried out in the work [3]. The research showed that the inputs can be divided 

into three categories: physical, capital and operational. Physical inputs most often include fleet, employees and 

fuel consumption. Capital inputs mean the price of capital. Operating costs mostly include the cost of labor and 

fuel. Outputs can also be divided into 3 categories: providing service, service consumption and revenues. In 

addition, other external variables often occur in studies. These variables can be divided into 5 categories: quality 

(network length, average speed, average fleet age), socio-demographic and geographic (population density, lo-

cality), management (type of contract), subsidies and externalities (accidents, emissions).  

The inspiration for the evaluation of individual lines rather than the performance of operators can be found in 

other modes of transport. Roháčová evaluated the efficiency of 28 lines of urban transport in Slovakia using a 

DEA hybrid model. Based on the correlation analysis, 4 inputs were identified (line length, no. of connections, 

the capacity, operating costs) and 2 outputs (total no. of passengers and sales). The input line length was consid-

ered uncontrollable as no modifications to existing lines are possible [15]. Another example is the evaluation of 

15 airlines in Taiwan. The performance was evaluated from 3 perspectives: cost efficiency, service effectiveness 

and cost effectiveness. The inputs of the first production process were fuel cost, personnel cost and cost aircraft 

cost, outputs were the number of flights and seat-miles. These outputs were also inputs to the follow-up process 

of service consumption. The final outcome was passenger-mile and number of passengers [1].  

3 Data and methodology 

The basic source of data were statements [14] published by the MoT after a dispute with the RegioJet company 

in 2013. The statements include the expense and revenue items and data on transport performance in train-

kilometers for each fast train lines. However, the MoT refused to disclose the figures for subsequent years for the 

reason of trade secret. The data from the MoT were further complemented by the length of each fast train lines in 

kilometers, the number of connections per week (taking into account the fact that some lines are not operated 

every day) and an average travel speed (km/h). These data were found on the timetable of CD in 2011. In addi-

tion, the numbers of inhabitants who may be potentially served by fast train lines were found. These are inhabit-

ants from municipalities where the corresponding service stops. The data source was the statistics of municipali-

ties [12]. The research methodology was divided into the following steps: 

1. Definition of inputs and outputs – when providing railway services these inputs are important – fleet, per-

sonnel, energy and rail infrastructure. Fleet costs can be expressed by means of depreciation which expresses 

the amortization of vehicles as a result of their use to provide services to passengers. In Czechia, the owner-

ship and maintenance of infrastructure are separated from railway transport operation. For using transport in-

frastructure rail operators pay fees to Railway Infrastructure Administration. In terms of DEA models, this 

fee has a nature of uncontrollable input because the operator can influence the amount in a very limited way. 
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The fee consists of two parts: the first part depends on the traveled distance and the second part depends on 

the weight of the train (in gross ton-kilometers). If a given line has a certain fixed length, the operator may 

affect only a component dependent on the weight of the train, using lighter train units. From the statements 

of the MoT, the detailed data on the cost structure were available (traction power and fuel, power consump-

tion, personnel costs, depreciation, fees for use of railway infrastructure, etc.). From the viewpoint of the op-

erator, sales are also compensations expressing the difference between the economically justified costs and 

revenues. There are two types of customers for operators. Passengers who pay the fare for the service provid-

ed and the MoT that will order a certain extent of transport performance to provide transport services in the 

territory. Sometimes these compensations are referred to as subsidies. The subsidies were not considered to 

be the output in DEA because they automatically compensate for the difference between costs and revenues. 

Empirically, it was verified that in this case the coefficient of overall efficiency in all lines would equal one 

or would be very close to this value. 

Inputs and outputs for DEA should be independent and reflect the reality [5]. Relations between the input 

and output variables were assessed using Pearson product moment correlation coefficients. Strongly correlat-

ed variables were excluded from the analysis (r > 0.95, p-value < 0.0001): total cost, production consump-

tion, operating and administrative overheads. On the output side, there is quite strong and direct relationship 

between revenues and transport performance in train-kilometers (r = 0.8777, p-value < 0.0001). Further, di-

rect and strong correlation between the number of connections and realized transport performance (r = 

0.8155, p-value < 0.0001) is logical. Only moderate correlation was found between revenues and number of 

connections (r = 0.5785, p-value = 0.0013) and average travel speed (r = 0.5119, p-value = 0.0054). A strong 

correlation with all inputs was found at the transport performance indicator in train-kilometers (r > 0.76, p-

value < 0.0001). A similar result also applies to sales; the strongest correlation is between revenues and rail 

infrastructure fees (r = 0.9449, p-value < 0.0001). It can be interpreted in the way that the lines with high 

yields are operated on tracks where higher fees are paid for their use. Such a result is expected because the 

rail infrastructure fees depend on the category of the railway line (corridor, national, regional line). The most 

profitable lines are operated in corridor lines where the highest fee is paid for their use. Only a moderate cor-

relation of travel speed on inputs is quite surprising. From this perspective, stronger correlation (r = 0.5066, 

p-value = 0.0059) was found only between travel speed and rail infrastructure charges. In fact, the fastest 

connections are operated along the corridor lines where the fees are higher. In the event of correlation of 

speed and depreciation, only weak and insignificant correlation was found (r = 0.3249, p-value = 0.0916). 

This can be explained by the fact that the travel speed depends mainly on the number of stops; not only on 

the type of power vehicle. The number of connections shows the strongest correlation with personnel costs (r 

= 0.8010, p-value <0.0001) – high frequency of connections requires a larger number of staff. Similarly, rela-

tionship of a number of connections with the rail infrastructure fees (r = 0.7408, p-value <0.0001) and energy 

consumption (r = 0.7248, p-value < 0.0001) is strong and logical.  

2. Construction of mathematical models – for the first stage of cost efficiency, a model was developed with 

the assumption of variable returns to scale, with a focus on inputs and one uncontrollable variable (NC-IV 

model). In the mathematical model, see the equations (1) and (2), it is necessary to divide the inputs into con-

trollable (IK) and uncontrollable (IN). Controllable inputs for calculating the CE (model 1) were consump-

tion of fuel and energy, personnel expenses and depreciations. Uncontrollable input (model 1) was the rail 

infrastructure fees. Slack variables belonging to uncontrollable inputs are set to equal zero [7]. Outputs were 

transport performances in train-kilometers and number of connections. In the service effectiveness stage 

(model 2), classic BCC model with a focus on inputs was used, see relations (3) and (4). Two outputs from 

the first model were used as inputs (transport performance in train-kilometers; number of connections). Rev-

enues were output. For the last stage (model 3) of overall efficiency, there was also used NC-IV model with 

one output (revenues) and the inputs from the first model of analysis (controllable inputs: fuel and energy, 

personnel expenses, depreciations; uncontrollable input: infrastructure fees). Models with a focus on inputs 

were used because rail transport is one of the sectors with a derived demand [8]. This means that the demand 

can be influenced by changing the range of transport service. The open source OSDE-GUI SW was used to 

solve all models. 

 













 









Oi
i

Ii
iq ssz

k

... min (1) 

 




 
n

j
iqqijij xsx

1

, KIi  




 
n

j
iqijij xsx

1

, NIi  

(2) 

Mathematical Methods in Economics 2016

936






 
n

j
iqijij ysy

1

, Oi   

Ni

n

j
jiij

Iis

ss











  

   
1

,

,,,

0

1000
 

 












 









Oi
i

Ii
iq ssz ... min (3) 

 




 
n

j
iqqijij xsx

1

, Ii   




 
n

j
iqijij ysy

1

, Oi   




 
n

j
jiij ss

1

   1000 ,,,  

(4) 

3. Analysis of the effects of exogenous factors – the regression analysis examined other factors that could 

affect the scores of efficiency and effectiveness. As exogenous factors were considered line length, average 

travel speed, the population living in municipalities which are served by individual lines and the amount of 

compensation to cover losses. Given that the rate of efficiency/effectiveness of DEA method takes values in 

the interval (0; 1), it is often recommended that instead of using "classical" regression based on the method 

of least squares, use the Tobit model. McDonald, however, shows that there are no practical reasons for that. 

Neither the scores of efficiency nor effectiveness are generated by censored processes [10]. 

4 Research results 

Table 1 provides an overview of evaluated of express and fast train lines including initial and terminal destina-

tion. For each line, there are given coefficients of cost efficiency CE (the result of NC-IV model solution), ser-

vice effectiveness SE (BCC-I model) and the overall efficiency OE (NC-IV model).  

Table 1 shows that the cost efficiency is quite high. To achieve cost efficiency, inputs would need to de-

crease on average by only 4%. The lines R21, R22 and R15, where controllable inputs would need to be reduced 

by up to 47% while maintaining the existing volume of outputs, were the least cost efficient. For each inefficient 

line peer lines are given. Due to the lack of space, weights of the sample units are not included. For example, for 

the line R21, peer units are the lines R14 (0.064), R16 (0.686) and R23 (0.25), data in parentheses are weights. 

To achieve cost-efficiency, it would be necessary to reduce fuel costs by 53%, labor costs by 49% and deprecia-

tion by 47% in the line R21. Fees for using the infrastructure remain the same as uncontrollable input.  

Service effectiveness in the second stage is relatively low; inputs in the second phase would have to be re-

duced by an average of 49%. Only four lines lie on the frontier - Ex1, Ex3, Ex4 and N28. The lowest level of 

service effectiveness was reached by R26, R14 and R11 lines where inputs would have to be reduced by up to 

77%.  The overall efficiency indicates the need to reduce inputs by 10% on average. On the efficient frontier are 

19 lines. The least efficient are the lines R15, R21 and R27 where it would be necessary to reduce inputs by up 

to 56%. Table 2 shows the necessary level of reduction of individual cost items to achieve effective frontier. The 

results indicate that in terms of all levels of efficiency and effectiveness, the best rated are Ex3, Ex4 and N28 

lines. These are lines operated on corridor lines. 

In the last section, there were examined more exogenous factors which could affect the individual scores of 

efficiency and effectiveness (table 3). It was found that in the first model none of the considered factors have 

influence on the cost efficiency score. For service effectiveness score, there was found moderately strong de-

pendence on the length of line (r = 0.4550) and weaker, but significant dependence on the average travel speed (r 

= 0.3759). It can be concluded that the longer the route of the train, the more customers it serves, which should 

have a positive impact on sales. Similarly, a higher speed should attract more passengers and increase revenues 

on the line. In the last model, there was found moderately strong dependence of overall efficiency score and a 

travel speed (r = 0.5544). Conversely, there was no evidence that subsidies are a factor that affects the efficiency 

and effectiveness scores. Apparently this is due to the fact that they are provided automatically to cover the dif-

ference between the economically justified costs and the recorded revenues. 
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5 Conclusion 

Each model reflects efficiency and effectiveness from a different perspective. The first model shows that inputs 

were used quite efficiently to create service offerings from the perspective of the operator. The second model 

shows how passengers used this offer, or better say how successfully this offer was sold to passengers. This 

effectiveness was relatively low. It appears that on some lines, there is either a potential to increase the output 

(e.g. by improvement of provided services), or to reduce the scale of operations. The third model assesses the 

efficiency on an aggregated basis from the point of view of initial inputs and final output. It can also be assessed 

from the perspective of society as a whole because the loss from the lines operation is compensated to the opera-

tor by the order party. The overall efficiency was relatively high; however, there are fast train lines with a very 

low overall efficiency score. In terms of practical applications, it is interesting that when the MoT was looking 

for savings in 2012, it abolished the order of connections on the lines R17 and R25 which showed a relatively 

high score of efficiency and effectiveness in this analysis. The least efficient yet were the lines R27 and R15 

where the scale of operation remained unchanged. The discussion in professional journals suggesting little will-

ingness of the MoT to publish data on loss rates for individual lines shows that little attention is paid to the issue 

of the efficiency of individual lines. DEA is a fairly powerful tool that could help to objectively compare the 

effectiveness and the efficiency of fast train lines operated in the public interest. 
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Nr FROM – TO CE Peer  SE Peer OE Peer 

Ex1 PHA–OSTRAVA– PL/SK 0.9739 3, 5, 19, 28 1.0000   1.0000   

Ex2 PHA–LUHACOVICE/ZLIN 1.0000   0.7557 1, 4, 28 1.0000   

Ex3 DE–USTI–BRECLAV–AT 1.0000   1.0000   1.0000   

Ex4 BRECLAV–OSTR–BOHUMIN 1.0000   1.0000   1.0000   

R5 PHA–USTI–CHEB 1.0000   0.4200 4, 28 1.0000   

R6 PHA–PLZEN-CHEB/KLATOVY 1.0000   0.3726 4, 28 1.0000   

R7 PRAHA–CB–AT 1.0000   0.3958 4, 28 1.0000   

R8 BRNO–BOHUMIN 0.9591 5, 7, 9, 19 0.4067 4, 28 0.9562 5, 9 

R9 PHA–HB–BRNO 1.0000   0.4029 4, 28 1.0000   

R10 PHA–TRUTNOV 1.0000   0.3712 4, 28 0.7874 12, 18, 19, 28 

R11 BRNO–PLZEN 1.0000   0.2819 1, 4, 28 1.0000   

R12 BRNO–SUMPERK 1.0000   0.3774 4, 28 1.0000   

R13 BRNO–BRECLAV–OLOMOUC 0.9868 7, 12, 19, 23 0.3640 4, 28 0.9850 3, 5, 19, 23 

R14 PARDUBICE–LBC 1.0000   0.2774 4, 28 1.0000   

R15 USTI–LBC 0.8383 12,14,16, 24 0.3483 4, 28 0.4370 4, 14, 16, 28 

R16 PLZEN–MOST 1.0000   0.4561 4, 28 1.0000   

R17 PARDUBICE–JIHLAVA 1.0000   0.9329 4 1.0000   

R18 PHA–VSETIN/LUHACOVICE 1.0000   0.3663 1, 4, 28 1.0000   

R19 PHA–CT–BRNO 1.0000   0.3441 4, 28 1.0000   

R20 PHA–USTI–DECIN 0.9748 7, 12, 23 0.4642 4, 28 0.9944 1, 5, 12, 23 

R21 PHA–TANVALD 0.5291 14, 16, 23 0.3669 4, 28 0.4656 4, 14, 16, 28 

R22 KOLIN–RUMBURK 0.6899 14, 16, 23 0.3214 4, 28 0.5492 4, 14, 16, 28 

R23 KOLIN–USTI 1.0000   0.3278 4, 28 1.0000   

R24 PHA–RAKOVNIK 1.0000   0.4506 4, 28 0.5579 3, 4, 14 

R25 RAKOVNIK–CHOMUTOV 1.0000   0.7766 4 1.0000   

R26 PHA–PRIBRAM–CB 1.0000   0.2343 4, 28 1.0000   

R27 OSTRAVA–KRNOV–JESENIK 1.0000   0.3453 4, 28 0.4916 3, 4, 23 

N28 PHA–OLOMOUC–PL/SK 1.0000   1.0000   1.0000   

 

AVERAGE 0.9626 

 

0.5057 

 

0.9009 

 

 

SD 0.1031 

 

0.2472 

 

0.1886 

 
Table 1 Coefficients of cost efficiency, service effectiveness and overall efficiency 

DMU Nr  Consumption of energy Personnel expenses Depreciations 

R8 4.38 5.96 50.81 

R10 21.26 21.26 21.26 

R13 1.50 1.50 10.10 

R15 56.30 56.30 56.30 

R20 0.56 11.21 0.56 

R21 53.44 53.44 53.44 

R22 45.08 45.08 45.08 

R24 44.21 44.21 44.74 

R27 50.84 50.84 71.50 

Table 2 Cost reduction (%) necessary for achieving overall efficiency 

Dependent variable Independent variable Slope t-statistic p-value 

CE Length 1.3559E-4 1.1625 0.2556 

 Speed 0.0025 1.7367 0.0943 

 Population 2.0440E-8 0.7307 0.4715 

 Subsidy 1.9258E-7 1.0679 0.2954 

SE Length 6.65678E-4 2.6052 0.0150 

 Speed 0.0069 2.0687 0.0487 

 Population 8.3751E-8 1.2736 0.2141 

 Subsidy 1.0389E-7 0.2353 0.8158 

OE Length 3.65408E-4 1.7660 0.0891 

 Speed 0.0078 3.3964 0.0022 

 Population 6.1199E-8 1.2163 0.2348 

 Subsidy 3.7413E-7 1.1365 0.2661 

Table 3 Regression analysis of exogenous factors 
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