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Foreword

In the years of its existence, the International Conference Mathematical Methods in Economics (MME), held
especially under the auspices of the Czech Society for Operations Research, has established a stable position in
its field. This year we can thus celebrate its 36th annual meeting.

We would like to thank the authors of all submissions to the Mathematical Methods in Economics 2018. The
Proceedings contain 112 contributions selected by the Programme Committee for presentation at this year’s
Conference. The papers cover various topics, such as Operations Research, Decision-Making, Mathematical
Modeling, and Econometrics. We would like to extend our gratitude to the Programme Committee, not only
for the reviews but also for their valuable comments and opinions. And, of course, we would like to thank all
the external reviewers who contributed to the Conference with their evaluations.

After 19 years, the MME Conference is coming back to the beautiful small city of Jindřichův Hradec - the
17th meeting was organized there on the September 14-16, 1999. The first references to Jindřichův Hradec date
back to the 9th century and are connected to the existence of a border fort. But the oldest preserved written
report dates to 1220 - around that time, a Czech noble, Jindřich of Hradec, built a Gothic castle in the place
of the former fort. Today, the complex of the old and new castles is the third largest in the Czech Republic
(after Prague and Český Krumlov Castles). Together with the famous Krýza’s Creche (the largest mechanical
nativity scene in the world) and the narrow-gauge railway, they attract the attention of all visitors to the South
Bohemia Region.

Last year, we celebrated the 25th anniversary of the beginnings of university education in the town of
Jindřichův Hradec. The MME 2018 Conference presentations will be given in lecture rooms of the Faculty of
Management, University of Economics, Prague, on the Faculty’s premises in Jindřichův Hradec. During the
years of its existence, the Faculty of Management has become an integrated part of Jindřichův Hradec; today
it provides the managerial education in the pleasant environment of a reconstructed modern building.

I wish all the participants a successful Conference and a pleasant stay in Jindřichův Hradec during the
Mathematical Methods in Economics 2018.

In Jindřichův Hradec, August 2018 Lucie Váchová

iv



List of Content
1 Ondřej Badura

Client Interest Rates and Household Behavior: the Case of Czech Republic
7 Adam P. Balcerzak

Europe 2020 Climate Change and Energy Objectives in Central European Countries. Measurement
via taxonomic measure of development with generalized distance measure GDM

13 Jan Bartoška, Tomáš Šubrt, Petr Kučera
Resource Allocation and Motivation Strategies in Project Management

19 Jitka Bartošová, Vladislav Bína
Differences in income distribution given by the structure of household

25 Aleksandra Baszczyńska
Histogram Bin Width Selection Methods Implemented in Kernel Density Smoothing Parameter
Selection

31 Jakub Bechný, Osvald Vašíček
Labour market frictions and growth in small open economy: DSGE model

37 Sylwester Bejger, Witold Orzeszko
How wholesale fuel prices are shaped - an examination of an IPP pricing

43 Ladislav Beranek, Radim Remes
Modeling of e-shop selection processes the presence of price comparison sites

49 Terézia Bobošová, Luboš Střelec
Age structure effects and consumption in the V4 countries

54 Adam Borovička
Effect of risk measure on the portfolio composition made by fuzzy return-risk model: Real case with
open unit trusts

60 Zuzana Čičková, Dana Figurová
Cooperative Multi-Depot Vehicle Routing Problem

65 Ondřej Čížek
Cyclicality of Job-Finding and Separation Rates in Europe

70 Martin Dlouhý
Measuring the Changes in Resource Capacity and Resource Distribution: A Health Care Example

76 Marek Dvořák, Petr Fiala
Parameter estimation of regression model with quantized variables

81 Stanislava Dvořáková, Petr Jiříček
Simulation of investment project internal rate of return

86 Petr Fiala, Renata Majovská
Modeling of supply network coordination

92 Tomáš Formánek, Roman Hušek
Getis’ non-parametric approach to spatial data analysis, with application to regional unemployment
dynamics

98 Blanka Francová
Valuation of bonds on the international bond markets

104 Ludvík Friebel, Jana Friebelová
Stochastic modelling of provisions in company providing loans – case study

v



109 Lukáš Frýd
The Value Premium of Skewness in the Existence of Cross-section Dependence

114 Beáta Gavurová, Peter Tóth
Calculation of regional disparities in preventable mortality in Slovak regions

120 Daria Gunina, Lucie Váchová
Factors Influencing TV Advertising Effectiveness: Bayesian Networks Application

127 Simona Hašková
A Contribution to the Application of the Fuzzy Approach to the Economic Analyses

133 Radek Hendrych, Tomáš Cipra
Common shock approach to default risk of reinsurance: Solvency II framework

139 Robert Hlavatý, Helena Brožová
Matrix games with uncertain entries: A robust approach

145 Vladimír Holý, Ondřej Sokol
Interval Estimation of Quadratic Variation

151 Jakub Houdek, Ondřej Sokol
How to tell if a hockey player performs well (enough)

157 Radek Hrebik, Jaromír Kukal, Josef Jablonský
SOM with Diffusion Modelling in Stock Market Analysis

163 Michal Husinec, Tomáš Šubrt
Multiple criteria methods for definition of charging stations for freight transport

169 Jakub Chalmovianský
What drives the estimation results of DSGE models? Effect of the input data on parameter estimates

175 Lucie Chytilova
Measuring the Efficiency of Costumer Satisfaction with DEA Models

180 Josef Jablonský
Alternative approaches for efficiency evaluation in multistage serial DEA models

186 Jaroslav Janáček, Marek Kvet
Stakelberg Game in Emergency Service System Reengineering

192 Tereza Jedlanová, Jan Bartoška, Klára Vyskočilová
Semantic Model of Management in Student Projects

198 Vlasta Kaňková
Multi–Objective Optimization Problems with Random Elements: Survey of Approaches

204 Jan Kalina, Zbyněk Pitra
How to down-weight observations in robust regression: A metalearning study

210 Nikola Kaspříková
Cost Characteristics of EWMA Based AOQL Variables Sampling Plans

216 Zeug-Żebro Katarzyna, Szafraniec Mikołaj
Analysis of the phenomenon of long-term memory in financial time series

222 Frantisek Koblasa, Miroslav Vavroušek
Bin packing and scheduling with due dates

228 Michal Koháni
Heuristic approach to solve various types of the zone tariff design problem

234 Eliška Komárková, Vlastimil Reichel
The effects of fiscal policy shocks in Czech and German economy: SVAR model with graphical
modeling approach

240 Zlatica Konôpková, Jakub Buček
World Tax Index: Results of the Pilot Project

vi



246 Miloš Kopa
Endogenous randomness and first–order stochastic dominance in portfolio optimization

252 Petr Kozel, Lucie Orlíková, Marek Pomp, Šárka Michalcová
Application of the p-Median Approach for a Basic Decomposition of a Set of Vertices to Service
Vehicles Routing Design

258 Igor Krejčí, Tomáš Šubrt, Jan Bartoška
System Dynamics Model of Czech Regions’ development

264 Radmila Krkošková
Analysis of the Slovak economy using VAR models

270 Zuzana Kučerová, Jitka Poměnková, Eva Klejmová
Financial Cycle and Business Cycle Interactions in Countries with Quantitative Easing

276 Andrea Kubišová
Algebraic and graphic comparison of crisp, interval and fuzzy approach to solving linear program-
ming problems

282 Jaromír Kukal, Quang Van Tran
Modeling heavy tail property of financial asset returns with skewed generalized t-distribution

288 Martina Kuncová, Jana Sekničková
Usage of Weights in MCDA Methods Based on DEA Results

294 Hana Lipovská, Jakub Fischer
Prices Indices and Inflation Measurement: Scanner Data Challenge

300 Ladislav Lukáš
Multi-asset options with different payoff functions

306 Anna Łyczkowska-Hanćkowiak, Krzysztof Piasecki
Two-assets portfolio with trapezoidal oriented fuzzy present values

312 Jiří Málek, Quang Van Tran
GARCH models with NIG innovations for stock market indices

318 Simona Mackova
Regional analysis: Diversity of neighbourhood relation specification

324 Luboš Marek
What is the most appropriate characteristic of wages?

330 Patrice Marek
Bookmakers’ Efficiency in English Football Leagues

336 Elena Mielcová
Comparison of Expected Coalition Influence for Two Survey-Based Parliamentary Settings

342 Monika Miśkiewicz-Nawrocka
The TMAI measure versus chosen measures of deterministic chaos. The comparison of investment
strategies

348 Monika Molnárová
Possible and universal robustness of special classes of matrices with inexact data

354 Pablo José Moya Fernández, Juan Francisco Muñoz Rosas, Encarnación Álvarez Verdejo, Hana
Skalská
Analysis of the performance of control charts in the presence of assignable causes

360 Helena Myšková
Strongly Tolerance Solvability of Max-plus Matrix Equations

366 Witold Orzeszko, Sylwester Bejger
Nonparametric prediction of indices from the Central European stock exchanges

vii



372 Václava Pánková
Main macroeconomic indicators in CR under exchange rate rule

377 Vladimír Přibyl, Lenka Komárková, Pavel Pudil
Associations among using special education programs in organizations: Application of loglinear
models in HRM

383 Ondřej Pavlačka, Vojtěch Sukač
Fuzzy Decision Matrix in Case of Two Risk Factors

389 Štefan Peško
Matrix Rearrangement Problem with Partially Fixed Entries

395 Juraj Pekár, Ivan Brezina, Ivan Brezina Jr.
Portfolio selection model based on Drawdown performance Measure

400 Jan Pelikán, Jan Fábry
Three-dimensional rectangular packing problem

404 Krzysztof Piasecki, Anna Łyczkowska-Hanćkowiak
Japanese candle for financial portfolio

410 Krzysztof Piasecki, Michał Dominik Stasiak
Exchange rate modeling with use of relative binary representation

416 Michal Pieter
Decision analysis and multi-criteria evaluation using complex DEA models

422 Michał Bernard Pietrzak, Bartosz Ziemkiewicz
Cluster Analysis of Digital Economy in the Old European Union Countries

428 Mirek Pikhart, Vladimír Holý
Modeling E-Sports Matches Using Generalized Autoregressive Score Models

433 Jan Plavka
Interval subeigenvectors of fuzzy matrices

439 Ewa Pośpiech
Multi-criteria portfolio selection with fuzzy weights of the criteria – comparison of selected approaches

445 Alena Pozdílková, Ondřej Komárek
Application of game theory in e-commerce

451 Miroslav Rada, Ondřej Sokol, Michal Černý
Efficiency of agricultural farms measured by data depth and DEA: comparison and empirical study

457 Jaroslav Ramík
Condition of Order Preservation in Pairwise Comparisons Matrix With Fuzzy Elements

463 Elżbieta Rogalska
Taxonomic Measure of Development with Entropy Weights in Assessment of Entrepreneurial Con-
ditions in Poland

470 Lenka Roubalová, David Hampel, Lenka Viskotová
Technological Progress at the Sectoral Level: the Sato Production Function Approach

476 Tomáš Rusý
Optimal Loan Performance Management via Stochastic Programming

482 Grzegorz Sitek
Application of two distributions mixture to testing hypothesis in auditing

487 Jaroslav Sixta, Jakub Fischer
Input-output analysis of Czech export

493 Veronika Skocdopolova, Denisa Mouchova
Exchange Offices Cash Delivery Planning: A Vehicle Routing Problem Application

viii



497 Karel Sladký
Risk-sensitive and Mean Variance Optimality in Continuous-time Markov Decision Chains

503 Michaela Staňková, David Hampel
Efficiency Comparison in the Development of Building Projects Sector

509 Tomasz Stachurski
A simulation analysis of the accuracy of median estimators for different sampling designs

515 Michaela Staníčková, Jiří Franek
The Issue of Weights for Constructing the Composite Index of Social Inequalities

521 Jan Stoklasa, Tomáš Talášek, Pasi Luukka
On consistency and coverage measures in the fuzzified set-theoretic approach for social sciences:
dealing with ambivalent evidence in the data

527 Vojtěch Sukač, Ondřej Pavlačka
Fuzzy consensus in group decision-making model using absolute-type evaluations

533 Anna Szmit, Maciej Szmit
Modeling of survivability of enterprises created under the Human Capital Operational Programme
- a case study

539 Ondřej Šimpach, Marie Šimpachová Pechrová
Modelling of slaughter pigs’ prices in the Czech Republic using stochastic models

545 Michal Škoda, Helena Brožová
The order of contacts to be called after an emergency situation - fuzzy multicriteria decision-making
approach

551 Martin Šmíd, Václav Kozmík
Two Algorithms for Risk-averse Reformulation of Multi-stage Stochastic Programming Problems

555 Adéla Špačková
Claim frequency models in vehicle insurance based on GLM

561 Eva Štichhauerová, Natalie Pelloneová
Efficiency Assessment of Urban Public Transport Operators: A Case of the Slovak Republic

567 Petr Štourač, Michal Černý, Miroslav Rada
Vehicle Routing With Three Types of Cost Functions: A Randomized Heuristic Approach

573 Tomáš Talášek, Jan Stoklasa
Ordering of fuzzy quantities with respect to a fuzzy benchmark – how the shape of the fuzzy
benchmark and the choice of distance/similarity affect the ordering

579 Dušan Teichmann, Alexandra Dvořáčková, Denisa Mocková
Facility Location Problems with Semi-fixed Costs and Time Availability

585 Martin Tejkal, Běla Mikulášková, Jiří Neubauer
Probability Distribution of Military Expenditure

591 Tomáš Tichý, Jiří Holzman, Michal Holčapek, Dana Černá, Aleš Kresta
Comparison of several modern numerical methods for option pricing

595 Agnieszka Tłuczak
Comparison of decision variants with reference set (BIPOLAR method) in selection process of suppliers

600 Petra Tomanová
A Semiparametric Approach to Modeling Time-Varying Quantiles

606 Oldřich Trenz, Edward Kassem, Sylvie Formánková, Jan Kolomazník, Oldřich Faldík
Modeling of ESG factors influence on both long term risk management and return on investment

612 Stanislav Tvrz, Jaromír Tonner, Osvald Vašíček
Behavior of the Czech small open economy in the conditions of occasionally binding constraints

ix



618 Milan Vlach, Helena Brožová
Remarks on De Novo approach to multiple criteria optimization

624 Petr Volf
Problem of competing risks with covariates: Application to an unemployment study

630 Stanisław Wanat, Anna Denkowska
Measuring systemic risk in the European insurance sector using copula-DCC-GARCH model and
selected clustering methods

636 Marek Zinecker, Michał Bernard Pietrzak, Marcin Fałdziński, Adam P. Balcerzak, Tomáš Meluzín
The use of tests LRuc, LRind, LRcc on example of estimation of the Value-at-Risk for WIG, DAX
and DJIA indices

642 Petra Zýková
Data envelopment analysis models with penalties

648 Miroslav Žižka
Assessment of Cluster Benefits to Increase Financial Performance of Companies: Malmquist Index
Approach

655 List of Authors

x



Client Interest Rates and Household Behavior: the Case of 

Czech Republic 
Ondřej Badura

1
 

Abstract. This paper deals with the question of causal relationship of interest rates 

and consumption-saving behavior of households. Although this issue has been at the 

forefront of empirical research for decades, yet many aspects of this relationship still 

remain the source of a broad polemic. One of the most questionable is the true na-

ture of transmission from interest rates to tendency to saving. Above all due to the 

contradictory impacts of the substitution and income effect, the empirical results of 

classical approaches using single monetary-policy interest rate have been ambigu-

ous, not very robust and thus not quite stable. However, the actual problem doesn’t 

have to lie in the unclear nature of the relationship itself, but rather in the way we 

examine it. The aim of this study is to test a new method of verifying this relation-

ship by dividing households into income categories according to their position in 

distribution of disposable income combined with the use of different types of client 

interest rates doing so on the example of the Czech Republic. As indicated by the in-

itial results achieved through panel GMM regression, this new approach could be-

come a relevant contribution to our understanding of transmission from interest rates 

to distribution of disposable income and thus to creation of aggregate demand. 

Keywords: Client interest rates, saving rate, income categories, panel GMM. 

JEL Classification: D12, D14 

AMS Classification: 62P20 

1 Introduction 

Household consumption and savings are key indicators of economic activity both from the perspective of indi-

viduals, income groups, or at aggregate level. If the satisfaction of needs through consumption, as it is known, is 

the primary and final purpose of every economic effort, deciding between current consumption and current mak-

ing of savings is de facto nothing else than a choice between meeting needs now and in the future. Since work of 

Friedman [10], interest rate is supposed to be one of the structural determinants of this household decision mak-

ing. But does this assumption correspond to the economics reality? Although this question has been at the fore-

front of empirical research for decades, the answer still remains rather ambiguous. 

When focusing particularly on savings, causal relationship of interest rate and savings rate is, at first glance, 

quite logical and relatively intuitive. Higher interest rate promising greater appreciation motivates households to 

save more. Then we should observe the proportional relationship between the interest rate and the propensity to 

save. Is this simple premise, however, in line with reality? But perhaps we should first ask whether this assump-

tion is fully consistent with the current state of theoretical knowledge. Already the theory of intertemporal substi-

tution in consumption has shown that reality is not that simple. As it is usual in the microeconomic analysis, we 

need to distinguish between the influence of substitution and income effect. In terms of current consumption, the 

interest rate actually reflects the opportunity costs. Together with the growth of potential money appreciation, 

consumption becomes relatively more expensive, on the contrary, making of savings more advantageous. So 

when interest rate rises, households are motivated to replace current consumption expenditures with savings. 

Thus the substitution effect affects the savings rate positively. The income effect, on the other hand, implies that 

higher interest also means a higher expected income and therefore the higher consumption both in the future and 

in the current period. The observed impact is therefore negative. In other words, the substitution effect says that a 

higher interest rate will make savings more attractive but also less necessary due to the income effect. 

When looking for the description of this relationship in the standard consumption-savings theory, we find 

that the evidence is at best unclear. Life-Cycle Permanent Income Hypothesis that was for a long time the domi-

nant approach in analyzing budgetary behavior of households, is primarily based on works of Modigliani and 

Brumberg [14] and Friedman [10]. Although these works are in principal very similar, they significantly differ in 

one thing after all. Friedman [10], unlike Modigliani and Brumberg [14], directly defines the marginal propensi-

ty to consume as a function of the real interest rate, but, unfortunately, he does not comment on this relationship 
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in more detail. However, according to the theory of permanent income the propensity to consume (and propensi-

ty to save) is influenced by (permanent) income expectations rather than by interest rate itself. In the case of 

Friedman [10] adaptive, later also rational expectations, as pointed out by Hall [11]. 

As demonstrated later by Campbell and Mankiw [6], when deciding about the amount of consumption and 

savings, only a part of the population take into account the permanent income, and therefore the functional rela-

tionship between the interest rate and the propensity to consume, as assumed by Friedman [10], would be signif-

icantly weakened. Flavin [9] offers one of the most promising explanations for this phenomenon. She points to 

the fact that not all members of society (especially youth, socially disadvantaged groups, etc.) have a full-fledged 

approach to financial markets. They can’t borrow in order to fully cover the expenses that would correspond to 

their permanent income. Hence, the interest rate, at which these additional finances might be provided, is not that 

important for them in their consumption decision-making. These perceptible liquidity constraints, together with a 

kind of myopia, i.e. the fact that not everyone is forward-looking, significantly weaken the position of the LC-

PIH concept, and the relationship of interest rate and consumer behavior remains unclear. Instead, the impact of 

the interest rate on savings creation should be strengthened if the theory of Carroll [7] is valid. It assumes that 

people target the amount of their financial reserves. If this is the case, then the interest rate should be one of the 

key determinants in deciding on the creation of these savings, where, in addition to the substitution, the income 

effect would also take on the strength. 

There are also a plenty of empirical studies dealing with the unclear nature of the interest rate – savings rela-

tionship. The predominance of income effect could be found for instance in panel data analysis of Loayza, 

Schmidt-Hebbel and Servén [12] or Mody, Ohnsorge and Sandri [15] revealing the significant precautionary 

effect after global economic crisis. Conversely, the superiority of the substitution effect can be found in the work 

of Masson, Bayoumi and Samia [13] or Aizenman, Cheung and Ito [1] who best describes the confusion and 

ambiguity of the empirical results in this area when on the one hand confirming the predominance of a positive 

effect between the trends in interest rate and propensity to save, but at the same time they point out that at very 

low interest rate levels the effect may also be the opposite. As demonstrated by aforementioned examples (and 

many other studies) the empirical results so far are quite contradictory. Where one research reveals the positive 

impact of the interest rate on the propensity to save, the study will eventually come with the opposite claim. The 

particular form of observed dependence is probably not a matter of general validity, but it’s very sensitive to the 

specific characteristics of the given economy, time and, of course, the setting of the model used. 

The aim of this study is to make a little contribution to this empirical puzzle by testing a new method of veri-

fying this relationship by dividing households into income categories according to their position in distribution 

of disposable income combined with the use of different types of client interest rates doing so on the example of 

the Czech Republic. 

To achieve this goal we use econometric analysis of dynamic panel data. However, our analysis will differ 

significantly in two points from most of the contemporary works with a similar focus. First, we don’t take into 

account a single monetary interest rate, but a variation of client interest rates, as already mentioned in the aim of 

the paper. Secondly, we don’t examine an impact of the interest rate on one aggregate propensity to save, but on 

the tendency to save of individual income groups. This approach can potentially open a new way of analyzing of 

interest rate pass-through in terms of households behavior. 

The paper is organized as follows. In the second section we introduce the data, the model and the estimation 

method. The results of this analysis are presented in the section number 3. In the fourth section we conclude.  

2 Data, methods and model 

2.1 Data 

We test the causal relationship of interest rate and savings rate using the example of the Czech Republic. The 

values of client interest rates were taken from the database of Czech National Bank, all other data from the 

Czech Statistical Office. In all cases, they are annual observations between 2004 and 2015, where only client 

interest rates have been recalculated as the simple average of individual monthly rates. 

A key indicator of a proper understanding of household income and consumption expenditure data is their 

primary breakdown into ten sub-categories (panels) by deciles ordered ascendingly according to disposable in-

come. The default time series of average consumption and disposable income per capita, expressed nominally
2
 in 

CZK, were then used to calculate the average propensity to save as a simple share of savings on the disposable 
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income. The main explanatory variable - the relative disposable income in a sense of Duesenberry [8] was de-

rived particularly in a definition used by Badura [4]: 
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where the relative disposable income of the i-th income category at time t (YRDi,t) is calculated as the share of 

the disposable income of the same category YDi,t on its whole-society weighted average YDt that is formulated as 

the weighted average of disposable incomes of all categories in given time, particularly by the pattern: 
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where weights are set as the average numbers of household members in a given income category (wi,t) and 

where N is the number of these categories. 

There is a list of variables that we use in the following analysis: APS – average propensity to save, YRD – rela-

tive disposable income, inf – inflation rate, u – general unemployment rate, age – average age of the population, 

ratio – ratio of old-age pension to average wage, balance – share of general government balance to nominal 

GDP, i1 – nominal
3
 interest rate on overnight deposits, i2 – nominal interest rate on deposits redeemable at no-

tice, i3 – nominal interest rate on consumer credit, i4 – nominal interest rate on mortgages, i5 – nominal interest 

rate on overdraft loans, i6 – nominal interest rate on credit card receivables. 

2.2 Methods and model 

To achieve the objective stated above we use primarily econometric analysis. Compared to most studies explor-

ing this topic (see introduction), however, our empirical analysis fundamentally differs in two areas. First, we 

don’t examine the impact of interest rates on a single aggregate savings rate, but on the propensities to save of 

individual income categories. Unlike studies that do the contrary, we will be able to take into account the hetero-

geneity with which the different income groups react on basic determinants of their budgetary decision making. 

The second major change is that we don’t use a single monetary interest rate, but more types of client interest 

rates together. Why this change? The first reason is the simple premise that when examining the determinants of 

the household decisions about the distribution of disposable income, it is far more appropriate for its analysis to 

use the variables with which the households actually come into contact. In other words, if a study finds a signifi-

cant causal relationship between the monetary-policy interest rate and the savings rate, it must necessarily be a 

secondary or mediated relationship. It is not possible for households to be directly affected by the type of interest 

rate they will never come into contact with. If we want to dive into the very essence of the problem and examine 

the primary influence of these two variables, it is necessary to use the interest rate at which households can actu-

ally borrow or save, that is, a client interest rate. The second advantage of this procedure is also the fact that we 

do not have to rely on a single variable, but we can use a wide range of client rates that themselves can work 

differently. Both the income and the substitution effect can, of course, prevail both in interest rates on deposits 

and on loans. 

As the structure of the dataset already suggests, a panel regression is used to estimate the wanted equation, 

where individual entities are represented by the income categories of the population. As Hall [11] first demon-

strated in his "random walk" model and as later demonstrated by countless empirical studies, when analyzing 

consumption-savings behavior over time, it is always necessary to take into account a certain persistence, there-

fore, it is not possible to use the static estimation of random or fixed effects, but the dynamic model needs to be 

estimated. The default estimated regression model M1 then takes the following form: 

 , 0 , 1 1 2 , ,i t i t t i t i i tAPS APS X Z                 (3) 

where the average propensity to save APSi,t  of the i-th income category at time t is estimated using its lagged 

value APSi,t-1, the vector of variables of our interest (client interest rates) Xt and the vector of control variables 

Zi,t. β0 is a scalar expressing the sensitivity of average propensity to save on its lagged values, β1 is the vector of 

                                                           
3
 As can be seen, nominal rates are used in all cases, although according to economic logic, primarily the real 

interest rate should have the influence on the households' budgetary behavior. However, we don’t lose any in-

formation in this case as the inflation rate is also included as a separate indicator. On the contrary, by the ele-

mentary decomposition of real interest rate, we can easily separate the influence of nominal variables and 

movements in the price level. Households can no doubt identify these separate indicators much better than the 

resulting real interest rate. 
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the estimated coefficients for the client interest rates and β2 the vector of estimations for the controls. γ denotes 

the level constant, μi is the unobserved individual effect and εi,t then the remaining residual component. 

The vector Xt is defined by dimensions 6×1 and it includes all client interest rate variables. The vector Zi,t is 

6×1 as well and it includes variables: YRD, inf, u, age, ratio. For the purpose of robustness check we introduce 

also alternative model M2, where vector Zi,t  above that includes also variable of balance. All control variables 

were chosen both on the basis of the theoretical knowledge about consumption-savings function, mainly from 

the postulates of Life Cycle Hypothesis (indicators of age, ratio) and modern empirical works (see the introduc-

tion). At the same time, however, it was necessary to take into account the sub-aggregated nature of the data, 

especially by implementation of relative income in definition by Badura [4]. 

Vectors of estimated parameters β1 and β2 both take dimension 1×6, where β1 includes the parameters of our 

main interest. Because both substitution and income effect can prevail in relationship of savings rate and interest 

rate, as many studies have confirmed, neither the positive or negative values of the coefficients of vector β1 can 

be explicitly assumed, they may even reach positive or negative values depending on the specific interest rate. 

Therefore, the signs of wanted coefficients are by no means the premise of this analysis, but its result, which will 

be discussed in the final chapter. 

Due to the dynamic nature of the model and the fact that also many explanatory variables in the model may 

not only be exogenous, the most appropriate method of estimation seems to be a general approach of dealing the 

endogeneity issue using instrumental variables that was introduced by Arellano and Bond [2], i.e. FD_GMM 

(First-Difference Generalized Method of Moments) with the coefficient estimator pro the given x variable: 

 
1

1 1

1 1 1
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                (4) 

where W stands for the matrix of instruments of lagged levels of x given by the matrix G, which by definition 

is given by T-2×T-2. We also use the approach latter derived by Arellano and Bover [3], and Blundell and Bond 

[5], now called as S_GMM (System Generalized Method of Moments), which provides another additional in-

struments using the estimator for the given x variable: 
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        (5) 

where Ω is a covariance matrix, mi represents the subset of explanatory variables uncorrelated with random 

error and it stands as the last element of diagonal matrix of instruments Wi that is now given by moment condi-

tions both in levels and in differences. For the purpose of robustness check and possible comparison of results 

we use both FD-GMM and S-GMM, where only variable age is assumed to be exogenous and all other variables 

are first treated endogenous and then the model is estimated again assuming those variables as predetermined. 

3 Results 

Although the input time series aren’t too long, it is useful to check for the stationarity first. It was done so by 3 

tests based on the null hypothesis of the unit root existence: Harris and Tzavalis, Breitung and Im, Pesaran and 

Shin
4
.As the condition of stationarity in our dataset due to the length of time series is not so strict, we consider 

stationary only those variables for which the zero hypothesis was rejected by all tests at significance level of 0.1 

at least. In this case, our requirements are met by indicators of APS, i3, i6, YRD, inf, ratio, balance. The other 

variables were converted to differences (suffix “_d”) in order to remove the unit root and tested again. Our sta-

tionarity condition is then met by all modified variables but i2_d. Let’s note that, when converting to the second 

difference, this variable finally fulfills the condition of stationarity, but this time at too high cost. It should be 

borne in mind that with each differentiation we lose N (number of entities) observations and due to a smaller 

number of input time periods, another such loss for the sake of one variable is not acceptable. For this reason, the 

variable i_2 is completely discarded from both M1 and M2 models, and the indicators of u, age, i1, i4, i5 are 

replaced by their differences. 

The next step in procedure of data preparing for the regression estimation was to verify whether there is a 

significant multicollinearity among the independent variables. For this purpose, we use the matrix of Pearson 

correlation coefficient values. While it is worth keeping in mind at this point that there is no natural boundary 

separating the multicollinearity from an acceptable correlation rate, the value of the correlation of 0.8 is very 
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 The results couldn’t be displayed due to a limited length of the article. The same applies also to the following 

test for multicollinearity and Arellano-Bond and Sargan-Hansen tests for the final model estimates. 
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often considered to be the limit.
5
 Following this rule, control variables of inf and u_d had to be removed both 

from the M1 and M2 models as they are highly correlated with client interest rates (which are far more essential 

for our analysis, so they had to stay). 

The resulting estimates and their p-values (in brackets) for all types of models are shown in Tables 1 and 2. 

For the purpose of robustness check, both model M1 and M2 are estimated using FD_GMM and S-GMM, as-

suming explanatory variables endogenous (suffix “-e”) and predetermined (suffix “-p”). In accordance with the 

work of Arellano and Bond [2] a robust estimation of the standard error was used to ensure the residual homo-

scedasticity condition. We also need to note that all variants of the estimated models passed the Sargan-Hansen 

test without any problem, which indicates the correct specification of the model due to the exogenous nature of 

all instruments used. Using Arellano-Bond test we also fail to reject the null hypothesis of no second-order serial 

correlation for residual differences for any of the reflected models. 

 

 
M1 (FD-GMM-e) M1 (FD-GMM-p) M1 (S-GMM-e) M1 (S-GMM-p) 

i1_d (overnight deposits) 0.056 (0.123) 0.056 (0.127) 0.063 (0.104) 0.062 (0.105) 

i3 (consumer credit) 0.017 (0.000) 0.017 (0.000) 0.018 (0.000) 0.017 (0.000) 

i4_d (mortgages) -0.015 (0.018) -0.015 (0.018) -0.015 (0.020) -0.015 (0.020) 

i5_d (overdraft loans) 0.034 (0.000) 0.034 (0.000) 0.033 (0.000) 0.033 (0.000) 

i6 (credit cards) -0.03 (0.000) -0.03 (0.000) -0.029 (0.000) -0.029 (0.000) 

Table 1 Estimation results for model M1 

 

 
M2 (FD-GMM-e) M2 (FD-GMM-p) M2 (S-GMM-e) M2 (S-GMM-p) 

i1_d (overnight deposits) 0.057 (0.114) 0.056 (0.119) 0.064 (0.093) 0.062 (0.096) 

i3 (consumer credit) 0.016 (0.000) 0.016 (0.000) 0.017 (0.000) 0.017 (0.000) 

i4_d (mortgages) -0.014 (0.113) -0.014 (0.117) -0.014 (0.127) -0.014 (0.123) 

i5_d (overdraft loans) 0.034 (0.000) 0.034 (0.000)  0.033 (0.000) 0.033 (0.000) 

i6 (credit cards) -0.031 (0.000) -0.031 (0.000) -0.03 (0.000) -0.03 (0.000) 

Table 2 Estimation results for model M2 

Due to a limited length of the article, we focus only on the variables of our interest and not on all other con-

trols. First of all we need to emphasize that estimates for all client interest rates are very stable, their signs, mag-

nitude and p-values (except for i4_d) do not change significantly across all types of models and methods. There-

fore, we can proclaim achieved results as final and relatively reliable. 

When evaluating the results for particular interest rates, we can say right from the start that the influence of 

interest rate on overnight deposits is insignificant. However, due to very low rates in this financial product, 

households aren’t likely to be influenced by them and so this result could barely be called surprising. The situa-

tion is much more complicated when looking at result for interest rate on mortgages. In model M1 this coeffi-

cient appeared to be significant while the p-values in M2 do not allow us to claim the same. Although the very 

influence of this variable is unclear, we can say that if households are truly influenced by this type of interest 

rate, the income effect prevails, which implies that the higher interest rate doesn’t dissuade Czech households 

from mortgage loans too much, but the higher costs in a form of elevated rates are absorbed into households’ 

budget which is reflected in a lower propensity to save. 

The influence of interest rates on consumer credit is no doubt statistically significant. The substitution effect 

is obviously stronger than the income effect in this relationship, which only reflects the fact that Czech house-

holds respond to higher rates with deferred consumption and thus with a lower demand for this banking product 

rather than with lowering their propensity to save. Finally, significant and relatively stable coefficients of interest 

rates from overdraft loans and credit cards have appeared to be slight surprise, since that is not, where would 

seek for this causality too much. What's more, although, these products are relatively close substitutes, according 

to results their effect on the average propensity to save is exactly the opposite. While the substitution effect dom-

inates for the overdraft loans, the influence of interest rates for credit cards is negative and rather it reflects the 

classical position of households in the role of the borrower. 
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sample size like this it can be considered sufficient. 

Ondřej Badura

5



4 Conclusion 

The aim of this work was to verify the causal relationship of client interest rates and the average propensity to 

save on the example of Czech households. For 4 out of 5 interest rates that we use, the above-mentioned rela-

tionship has been actually verified. In two cases the substitution effect prevailed, for the other two rates it was 

income effect the dominant one. It is so obvious that in the environment of the Czech Republic the influence of a 

single monetary interest rate would be ambiguous and probably also relatively weak. Therefore it is not possible 

to a priori assume the negative and positive impact of the interest rate on the propensity to save without knowing 

a particular type of the interest rate. 

There was a relatively large innovation compared to studies investigating a similar topic that was the distri-

bution of households into groups according to their position in the distribution of disposable income. However, 

the use of a set of client interest rates instead of one monetary policy rate has finally turned out to be even a 

greater benefit. Exactly as expected, it has been proven that economic units respond differently to different types 

of client rates. Once a negative relationship can prevail, in case of a different type of rate households can respond 

positively in their tendencies to save. This fact is a very likely an explanation of the current contradictory results 

when using a single monetary interest rate, which impact on the savings rate is actually determined by a set of 

effects from individual client rates. One of the major conclusions that is implied by the results of this study is 

that, unlike most of the current empirical research, the ambiguous and unstable relationship between monetary 

policy interest rate and propensity to save at aggregate level is not a surprise and source of confusion but a logi-

cal and inevitable consequence of heterogeneity across effects of client interest rates. Our approach thus poten-

tially opens up a new way of analyzing the interest pass-through in relation to households. 
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Europe 2020 Climate Change and Energy Objectives in Central 
European Countries. Measurement via taxonomic measure of 

development with generalized distance measure GDM 
Adam P. Balcerzak1 

Abstract. The main objective of the article is to compare results obtained by Central 
European countries in regard to reaching climate change and energy efficiency objectives 
given in the Europe 2020 plan. The economies were chosen for the research, as they form 
relatively homogenous group in the sphere of socio-economic development and to 
relatively high extent their national energy systems are based on conventional energy 
resources. Based on the Europe 2020 plan there are five climate change and energy criteria, 
which should be applied for assessment of the economies. Thus, the problem should be 
analysed with application of multiple-criteria analysis methods. In the research taxonomic 
measure of development method, which was proposed by Hellwig, was used. The original 
Hellwig’s method was based on the Euclidean metric as a distance measure. However, in 
the current research the applied method was modified and was based on the generalized 
distance measure GDM. The research was done for the years 2005, 2010 and 2015. The 
method enabled to propose rankings, which can be useful for benchmarking the economies 
and looking for examples of good practices in national energy policy. 

Key words:  climate change and energy, central European countries, Europe 2020 plan, 
Hellwig’s method,  generalized distance measure GDM, multiple-criteria analysis. 

JEL Classification: C38, O13 

AMS classification: 91C20 
 

1 Introduction 

Climate change and energy efficiency objectives have been influencing European economic policy for last two 
decades. They have been included both in the Lisbon Strategy and the Europe 2020 plan [34]. Therefore, they 
influence significantly national strategies concerning sustainable development and national energy security 
policies [36; 24]. The application of climate change and energy efficiency objectives is also supported by 
European funds, which justifies the need for monitoring and comparing European economies in this regards. 
Therefore, the objective of the current research is to compare achievements of  Central European economies in 
the field of obtaining climate change and energy objectives given in the Europe 2020 plan.  

The set of countries under research was limited to the region of Central Europe deliberately. From the 
perspective of socio-economic development the countries form relatively homogenous group. Due to historical 
common background all the countries are affected by the process of technological modernisation of their 
economies, which is especially difficult in the case of national energy systems, mostly based on conventional 
energy resources. 

In the Europe 2020 plan five main targets relating to employment, innovation level, climate and energy 
utilisation, education and poverty were given. In the case of every target a set of specific measurable objectives 
was proposed. For climate change and energy target there are five specific criteria, which were pointed by 
European Commission and provided by Eurostat, that should be used in the process of assessment of the 
European economies. Therefore, the analysed phenomenon should be considered as multiple-criteria analysis 
problem. In the current research taxonomic measure of development (TMD) with  generalized distance measure 
GDM was applied. The analysis was conducted for the years 2005, 2010, 2015.  

 

2 Methodology 

Most of economic problems should be considered as complex multiple-criteria phenomena, which cannot be 
assessed with application of one simple diagnostic variable [38; 3; 28; 33; 44; 43; 13; 35; 20; 21; 22]. This 
situation creates scientific need for application of taxonomy and multiple-criteria methods in empirical 
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economics [7; 11; 12; 19; 17; 4, 27; 29; 6; 37; 18]. It is especially important in the case of international 
comparative research or studies that should cover  the problem of spatial dependencies [23; 30; 31; 39; 8; 40; 32; 
14; 15; 16]. In order to apply multiple-criteria analysis method an economic phenomenon should be 
characterised with a  set of aspects, where available diagnostic variable should enable to describe specific part of 
the phenomenon under research [26].  

In the case of every application of multiple-criteria method the crucial role can be attributed to the process of 
selection of diagnostic variables. The selection process of diagnostic variables is usually affected by subjective 
factors related to the experience and specialist knowledge of researchers. Therefore, a set of potential diagnostic 
variables should be verified with application of formal criteria of high information value. The final set of 
diagnostic variables should be classified into stimulants and dis-stimulants and normalised.    

In the case of current research the method of taxonomic measure of development (TMD) proposed by 
Hellwig [9; 10] was applied. The main advantage of the method, which is the source of its common applicability 
in multiple-criteria research in economics, is its methodological simplicity [1; 5; 25]. The TMD enables to 
describe all determinants of analysed economic phenomenon and it allows to obtain synthetic measure of its 
level, which can be used for ranking of objects. The analysed objects are compared to pattern of development, 
which is a set based on a maximum value of diagnostic variables for stimulants. In the case of dynamic research 
the pattern must be constant for the whole research period.   

In the original TMD method proposed by Hellwig an Euclidean metric was used to estimate the distance of 
the object from the pattern of development. However, in the current research the measure GDM proposed by 
Walesiak [41] was applied. The metric was chosen due to its universality, as it can be used in the case of 
variables measured on the ratio scale, interval scale, the ordinal scale or the nominal scale. The values of 

generalized distance measure GDM from pattern of development ( P
itGDM ) are assessed with equations 1[2]. 
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nli ,,1, K=  – number of the object, k – number of pattern of development, mj ,,1K=  – number of 

variable, Zijt  – normalized diagnostic variable, Pj – pattern of development,.  

The estimation can be conducted with Package ‘clusterSim” [42]. After obtaining the TMD with application 
of Hellwig procedure, it is possible to group the analysed objects into relatively homogenous subsets, which can 
be done with application of natural breaks method.  

 

3 Results  

The aim of the article is to compare results of Central European economies: Estonia, Latvia, Lithuania, Poland, 
Czech Republic, Slovakia, Hungary, Romania, Bulgaria, Slovenia in the process of reaching climate change and 
energy efficiency objectives in the years 2005-2015. The research period was limited with the availability of data 
for all indicators proposed by European Commission and provided by Eurostat. The set of five variables given 
for the international evaluation purposes with their classification is given in table 1.   

 

Variable Description of the variable 
Variable 

Character 
X1 Greenhouse gas emissions, base year 1990 - Index (1990 = 100) - the indicator 

shows trends in total man-made emissions of the ‘Kyoto basket’ of greenhouse 
gases. It presents annual total emissions in relation to 1990 emissions 

Dis-stimulant 

X2 Share of renewable energy in gross final energy consumption in % Stimulant 

X3 Primary energy consumption - Million tonnes of oil equivalent (TOE) in relation to 
population - it is meant the Gross Inland Consumption excluding all non-energy use 
of energy carriers. This quantity is relevant for measuring the true energy 
consumption and for comparing it to the Europe 2020 targets. 

Dis-stimulant 

Europe 2020 Climate Change and Energy Objectives in Central European Countries. Measurement via taxonomic
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X4 Final energy consumption - Million tonnes of oil equivalent (TOE) in relation to 
population - it is meant all energy supplied to industry, transport, households, 
services and agriculture. This quantity is relevant for measuring the energy 
consumption at final place of energy use and for comparing it to the Europe 2020 
targets. 

Dis-stimulant 

X5 Greenhouse gas emissions in ESD sectors - ESD base year=100 / million tonnes 
CO2 equivalent in relation to population - The indicator calculation is based on the 
emissions covered under the Effort Sharing Decision, which sets national annual 
binding targets for emissions not covered under the EU emission trading scheme 
(ETS). The ESD emissions are calculated by deducting ETS verified emissions, CO2 
emissions from domestic aviation and NF3 emissions from national total emissions.  

Dis-stimulant 

Table 1 Diagnostic variables 
 
In the research the Hellwig’s method with application of generalized distance measure GDM, which was 

described in second section was used. After obtaining the TMD measure and proposing the rankings of the 
countries, they were grouped in three homogenous classes with application of natural breaks methods, where the 
class 3 is characterised with the “best” results and the class 1 can be considered as the “worst” one. The results 
are given in table 1 and figure 1.  

 

Country 
2005 2010 2015 

TMD Class TMD Class TMD Class 

Romania 0.859 3 0.950 3 0.920 3 

Bulgaria 0.678 3 0.812 3 0.827 3 

Hungary 0.519 2 0.722 3 0.784 3 

Lithuania 0.844 3 0.876 3 0.777 3 

Slovakia 0.316 2 0.369 2 0.524 2 

Latvia 0.397 2 0.387 2 0.387 2 

Poland 0.465 2 0.358 2 0.384 2 

Estonia 0.335 2 0.347 2 0.321 2 

Slovenia 0.155 1 0.208 1 0.200 1 

Czech Republic 0.069 1 0.121 1 0.035 1 

Table 2 Ranking and grouping of the countries’ in the years 2005, 2010, 2015 

           

 
Figure 1 Grouping of the Central European countries with application of natural breaks method 
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In the subset grouping the countries obtaining the “best” results in all three analysed years one can find 
Romania, Bulgaria and Lithuania. Hungary joined this group in the years 2010 and 2015. In the second subset 
during the whole period there are Slovakia, Latvia Poland and Estonia. Slovenia and Czech Republic were rated 
as the once with the worst results in regard to the analysed phenomenon.   

The analysis of the ranking in the whole period confirms high stability of the obtained results. As it was 
mentioned, only Hungary was able to improve its relative position and move to the “better” class. As a result 
Hungary can be considered as an example of a country that was able to combine relatively high level of standard 
of living based on high level of industrialisation with relatively good results in reaching the climate change and 
energy objectives. In this last context high positions of Romania and Bulgaria, two economies with the lowest 
GDP per capita in Central Europe, and the lowest position of Czech Republic, which is the best developed 
country in the region, can indicate significant difficulties in reaching economic welfare objectives with climate 
change and low emission principals. 

 

4 Conclusions 

The aim of the article was to compare the results of Central European economies in the field of climate change 
and energy efficiency objectives given in the Europe 2020 plan. In the research taxonomic measure of 
development method with application of measure GDM was used for proposing three rankings for the years 
2005, 2010 and 2015. Based on the value of the measure the countries were grouped into homogenous subsets.   

The main empirical contribution of the article can be attributed to two points. First of all, the research can be 
considered as an argument in favour of the view that there are important  contradictions between the level of 
economic development and climate change and energy efficiency objectives. Second, the research confirm 
relatively high stability in time of the results obtained by given countries. This outcome confirms the role of long 
term  factors that influence the energy consumption patterns of economies. From the perspective of policy 
implications it confirms that historical and structural determinants of national energy systems must be taken into 
consideration during the process of forming middle and long term sustainable development strategies at national 
and international level.  
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Resource Allocation and Motivation Strategies  

in Project Management 
Jan Bartoška1, Tomáš Šubrt2, Petr Kučera3 

Abstract. While scheduling, rescheduling or levelling resources in project manage-

ment plenty of methods were derived in the past. Our approach consists of multiple 

criteria approach to resource assigning and rewarding based on motivation, monitor-

ing and on resource criticality followed by three basic and one combined decision-

making strategies. First, in the article, a model of multiple criteria analysis of variants 

is derived according to the procedure commonly known in project management 

praxis, then four new approaches (strategies) are suggested for the project manager. 

Each of them focuses different parameter: 1. frequency of resource criticality - direct 

impact on success and strong resource motivation, 2. absolute frequency of resource 

allocations - hidden impact on success, prevention of risk, and 3. absolute amount of 

resource work in a project – emphasis on resource cooperation and group motivation.  

A specific mathematical model supports each of these strategies. Our article links the 

field of project management and multi-criteria decision making in the context of cur-

rent practice and proposes its own process and mathematical model for solving the 

problem. 

Keywords: resource management, resource criticality, motivation strategy, utility 

function. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 
Project managers face a series of difficulties in the process of managing projects. Importantly, these include: a 

wide variety of activities performed by people of different abilities during the life cycle of the project; the com-

plexity of the management process, which evolves a series of interrelated activities, the uncertainties surrounding 

the process of project management, and the external, dynamic environment [4] with frequent failures [1] or [2]. 

One of these difficulties is definitely the right motivation of working resources to achieve project goals, always 

taking into account the individual characteristics of individual workers, the importance of their work for the project 

in the context of other activities and other resources.  

For this purpose, it is possible to use both pure quantitative tools, based on given source, task, project, and 

individual soft, qualitative tools. This process needs to carry out (control, manage) several tasks simultaneously, 

performed by several people from different areas of expertise and there is often inadequate knowledge of the tasks 

to be performed [4]. Scheduling and leveling resources, using different types of management strategies, continues 

to develop the theory Complex Project Management [6] or [7]. The authors' intention is to derive a mathematical 

model for the utility function of individual motivational strategies and to measure the impact on project objectives, 

knowing that the results of the model will have always to be applied ad hoc within the decision making process. 

2 Materials and methods 

2.1 Project Schedule Management 

The project preparation and planning process is described in particular by international standards, e.g. [5] and 

Kerzner [3]. The initialization phase of the project schedule always begins with the identification of activities and 

a list of resources. The relationship between project activities and allocated resources is incidental - each resource 

is allocated at a certain amount of work for the activity, and each activity has at least one allocated resource with 

the number of units assigned to it. Estimates of the duration of the activity are then given. In the case of parallel 

assignment following formula sets task duration: 
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2 Department of Systems Engineering FEM CULS, Kamýcká 129, Prague, subrt@pef.czu.cz. 
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 𝑡𝑖 = 𝑚𝑎𝑥 (
𝑣𝑖

𝑘

𝑟𝑖
𝑘

) (1) 

where ti is duration of task i, vi
k is the amount of resource k  work allocated to task i, ri

k is the number of units of 

resource k assigned to task  i.  

In case of a non-parallel allocation, the project manager has the possibility to apply serial resource assignment, to 

use overlays, different work contours, task splitting, etc. [3] according to the current resource parameters or indi-

vidual needs. In the case of serial assignment following formula sets task duration: 

 𝑡𝑖 = ∑
𝑣𝑖

𝑘

𝑟𝑖
𝑘  (2) 

 Combination of both assignment types is off course possible as so as using of overlays (lead times) or lags 

between subsequent assignments. Moreover parameter r may not be a constant and it can be defined as a function 

of task duration (decreasing or increasing or simply changing in time). Following formula describes situation, 

where resource assignments is constant only within a given period of time mk (e.g. work contour of “back loaded”, 

“front loaded” or similar types). 

 max  
k

k k

i

i mk
k

ij

j

m v
t
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 (3) 

 

The sequence of activities in the project plan is given not only by technological links, but also by resource 

feasibility [5]. The timetable for the project is always drawn up in such a way that the project is carried out as soon 

as possible, with all the linkages and limitations, if possible with respect to the allocated budget. This fact needs 

to be accepted while proper resource scheduling. 

2.2 Project Human Resource Management 

Project Human Resource Management consists of organizing and managing project and resource team, or manag-

ing other stakeholders involved in the project [5]. The key steps in this process are: planning, obtaining, allocating 

and developing resources. There is always an emphasis on motivation and control of resources. The aim is to 

ensure accountability at all levels of the project, with a direct link to the work tasks and planned outputs of the 

project. 

The most important aspect for obtaining and sustaining resources in a project is motivation. Motivation of 

resources should be proportional to their involvement in the project - it is necessary to stimulate both the individ-

uals and the team positively. Although financial and non-financial motivation can be distinguished, financial in-

struments are often preferred in projects. The method of redistribution of rewards is based on the decision of the 

project manager. Motivation of resources using financial rewards can be differentiated according to the approach, 

either with an emphasis on individuals or an emphasis on the entire team [3]. 

3 Results and Discussion 

3.1 Motivation Strategies in Project Management 

Proper motivation of resources in a project makes achieving project goals more likely, both in quantity and quality. 

Every resource within the project or the project team requires other motivational tools. Thus, the project manager 

has to reconcile the personality traits of the individual with his / her role in the project team, i.e. his / her importance 

for successful project completion. Such importance can be expressed and measured in different ways and it is 

possible to define several motivational strategies (MS) according to different indicators, in principal based on two 

so called Control strategies (CS). All strategies are derived from the multi-criteria utility function, where this 

function always includes all criteria but with different preferences: 
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 Control strategy 1 - "Direct Impact on Success". This strategy emphasizes criticality of the resource 

(possible threat to deadlines) with the inclusion of allocation and total labor. As mentioned above, resource allo-

cation to a task can be either serial (and thus any resource used is critical and crucial for in time completion of the 

task) or parallel, where the resource is critical, if it determines task duration and so it is crucial for its completion, 

i.e. 𝑡𝑖 =
𝑣𝑖

𝑘

𝑟𝑖
𝑘. "Direct Impact on Success" assumes further motivation for timely termination of a task without a direct 

link to other ongoing tasks. The criterion for this strategy is therefore resource criticality and frequency of such 

criticality. 

 Control strategy 2 - "Hidden Impact on Success". This strategy emphasizes the frequency of resource 

allocation throughout the project regardless criticality: 

 𝑓𝑘 =
𝑛𝑘

𝑁
 (4) 

where nk is the number of tasks where the resource is allocated and N is total number of project tasks. Next criterion 

for this strategy is the total amount of work for the resource throughout the project i. e. : 

 ∑ 𝑣𝑖
𝑘𝑁

𝑖=1 . (5) 

This strategy reflects the danger of the crisis resulting from aggregation of risks or critical masses - for example, 

a sudden outage of a resource that was not critical at all but provided work on most tasks. Criteria for this strategy 

are thus two - the frequency of allocation and the amount of resource work. 

The purpose of the control strategies is to determine the frequency and importance of controls, or the degree 

of intensity or depth of them. According to the results, the source is further motivated - rewarded. 

Based on control strategies, managerial motivation can be applied. Their use depends on the type of project 

and the situation in which it is realized. 

 Motivational strategy 1 - "Winner Takes Everything". This strategy influences the style of resource 

management. It puts a strong emphasis on the criterion of criticality of the resource (the crisp motivation of the 

individuals). The success of the project as a whole is purely derived from a cumulative success of all individual 

tasks. 

 Motivational strategy 2 - "Everyone's merit of the whole". This is again a strategy that influences the 

style of resource management. It cumulates all three criteria (criticality, amount of work, frequency of assignment) 

and proportionally distributes rewards to resources. Strategy is good for motivating the team as a whole. 

 

3.2 Model of Utility for Resource Allocation 

As described above, resource k will be assessed according the following three criteria: 

 number of tasks where it is critical (let it be denoted by ck); 

 number of tasks where it is allocated nk; 

 total amount of work for the resource throughout the project (let it be denoted by 𝑎𝑘 = ∑ 𝑣𝑖
𝑘𝑁

𝑖=1 ). 

Next, let us introduce the following notation:  

cH = maxk ck, nH = maxk nk, aH = maxk ak, cD= mink ck, nD= mink nk, aD= mink ak.  

Now we can define normalized values of criteria for resource k 

 𝑐�̅� =
(𝑐𝑘−𝑐𝐷)

3(𝑐𝐻−𝑐𝐷)
, �̅�𝑘 =

(𝑛𝑘−𝑛𝐷)

3(𝑛𝐻−𝑛𝐷)
, �̅�𝑘 =

(𝑎𝑘−𝑎𝐷)

3(𝑎𝐻−𝑎𝐷)
 (6) 

so that expression 𝑐�̅� + �̅�𝑘 + �̅�𝑘 represents a linear utility function with the same weights 1/3 (thus 3 in denomi-

nator in the normalization formulas) for all criteria acquiring values between 0 and 1. In the reality weights can 

vary and they can be derived based on survey among project managers but obtaining relevant real data about 

weights is out of scope of this paper and finally it will not influence principles of proposed method. If there existed 

a resource with the best values of all criteria within the whole project or a resource with the worst values of all 

criteria within the whole project, the value of this utility function would be 1 or 0, respectively. 

When constructing utility functions for single strategies defined in the previous section, we will use degressive 

partial (one-criterion) utility functions for criteria with strong emphasis put on and progressive partial utility func-

tions for unimportant criteria. The following function shows to be suitable for this purpose: 
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 𝑠𝑘 = √𝑐�̅�
𝜔𝑐 + √�̅�𝑘

𝜔𝑛 + √�̅�𝑘
𝜔𝑎

 (7) 

Parameters 𝜔𝑐, 𝜔𝑛, 𝜔𝑎 characterize importance of corresponding criteria. We use not powers but roots to ob-

tain relation the bigger the emphasis on the criterion is, the bigger the parameter is, too. Note that the partial utility 

function is degressive if the parameter is greater than 1 and progressive in the opposite case. The last step of 

construction of general formula for the utility function is its normalization so that its values will mean the part of 

overall attention within controls or of the total amount of finances for rewarding paid to a single resource: 

 𝑢𝑘 =
𝑠𝑘

∑ 𝑠𝑖𝑖

 (8) 

For single motivational strategies described above, we propose the following parameters in the utility function: 

 Control strategy 1: 𝜔𝑐 =  3; 𝜔𝑛 =  1; 𝜔𝑎 =  1; 

 Control strategy 2: 𝜔𝑐 =  0.5; 𝜔𝑛 =  1; 𝜔𝑎 =  0.5; 

 Motivational strategy 1: 𝜔𝑐 =  1; 𝜔𝑛 =  1/3; 𝜔𝑎 =  1/3; 

 Motivational strategy 2: 𝜔𝑐 =  1; 𝜔𝑛 =  1.25; 𝜔𝑎 =  2.5. 

3.3  Case Study:  

For the purposes of this paper and authors’ proposals given above the following illustrative case study of small 

extension project accompanied with resource allocation was chosen. Each task is ensured by several resources, 

each resource having a number of units equal to 1: 

 

duration 
8 

days 
7 

days 
5 

days 
8 

days 
5 

days 
8 

days 
9 

days 
8 

days 

 

Task 

1 

Task 

2 

Task 

3 

Task 

4 

Task 

5 

Task 

6 

Task 

7 

Task 

8 

Thomas 8  5     8 

John 5  4   6  6 

Peter 4  2 6  5  2 

Barbara  5  8  8   

George  6   5  9  

Anna 7    4  7 6 

Theresa  7  6    4 
 

 

Table 1 Case study: Resource allocation and task duration with Gantt Chart  

The estimated time of task duration is presented in the top row of the table. The resource who determines the 

time of the task duration by his/her amount of work (maximum value in the column) is critical for the given task 

– its outage or delay would endanger the task duration time. In contrast, this fact is not usually emphasized in the 

Gantt Chart. 

For the presented case study, it is possible to derive the following multiple-criteria decision-making model. Its 

criteria capture varied nature of the resource allocation in the project: a resource who has low total amount of work 

may be critical (most often determine the task duration time) and vice versa: 

  
Frequency of resource criticality Frequency of allocation Total amount of work in Man-days 

Thomas 3 3 21  

John 0 4 21  

Peter 0 5 19  

Barbara 2 3 23  

George 2 3 20  

Anna 0 4 24  

Theresa 1 3 17  
 

Table 2 Multiple-criteria model: Resource criticality and allocation 

When coordinating the project, the task for the project manager is to ensure sufficient resource motivation. 

Three criteria derived and presented here make this task to be nontrivial. Therefore, the next step is to use the 

0 20 40

Task 1

Task 2

Task 3

Task 4

Task 5

Task 6

Task 7

Task 8

Gantt chart

Resource Allocation and Motivation Strategies in Project Management

16



proposed mathematical models as supporting tool for project manager decisions. Table 3 shows normalized crite-

ria, Table 4 partial benefits for individual resources according to different strategies. 

 

 Frequency 

of resource 

criticality 

Frequency 

of allocation 

Total 

amount of 

work 

Thomas 0,333333 0 0,190476 

John 0 0,166667 0,190476 

Peter 0 0,333333 0,095238 

Barbara 0,222222 0 0,190476 

George 0,222222 0 0,142857 

Anna 0 0,166667 0,333333 

Theresa 0,111111 0 0 

Table 3 Normalized criteria table 

 

 

 CS1 CS2 MS1 MS2 

Thomas 0,21 0,13 0,34 0,18 

John 0,09 0,18 0,01 0,16 

Peter 0,10 0,30 0,04 0,17 

Barbara 0,19 0,08 0,23 0,15 

George 0,18 0,06 0,23 0,14 

Anna 0,12 0,24 0,04 0,18 

Theresa 0,11 0,01 0,11 0,02 

Table 4 Resources utility values computed for single strategies 

Resulting utility for individual resources can be used as a weight for dividing the reward or for determining 

the number or frequency of controls in the project. The selection of utility - benefits according to the strategy (its 

type) leads to facilitating the decision of the project manager - the choice of strategy can be made based on the 

nature of the project, the resources of the team or the situation during the project implementation. The project 

manager, through alternating strategies, can either support the team as a whole or highlight the results of the indi-

vidual resource as a member of a team, and thus flexibly respond to the changing situation in a project. 

4 Conclusion 

Four basic control and motivational strategies for more efficient use of resources in the project were presented in 

the article, aiming to bring the project objectives and goals as close as possible. A strategy of focusing on a critical 

(key) individual resource and its role in fulfilling a unique task does not play a major role, as was expected in high 

frequency criticality sources, however, their motivation is crucial for the project (value of utility function for MS1). 

A strategy of focusing on team motivation (MS2) is thus important for highly allocated resource. 

Further research:  Motivational strategies based on three core criteria will be verified in corporate practice. The 

authors furthermore predict the specification of the criterion of criticality of a resource. In practice, it is relevant 

that resources may not be assigned in parallel - they may be assigned in serial (where one resource takes over the 

work of its predecessor and all resources are now critical) or assigned with overlay where the resource is critical 

only for a particular phase of the task. The criticality criterion will then need to be modified but not in the whole. 

Practicing serial allocation divides a task into subtask each with one critical resource in above described meaning.  

Further development is expected in terms of resource work and critical mass. Work can be relativized due to the 

workload or normalized to the work of the whole project. Critical mass then threatens resources assigned to the 

routine or turnaround, in the meantime, of minor activities. Accumulation of their failure may jeopardize the suc-

cess of the whole project. 
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Differences in income distribution given  

by the structure of household 
Jitka Bartošová1, Vladislav Bína2 

Abstract. Incomes of households reflect the socioeconomic development of popula-

tion and simultaneously influence the state of society because the incomes affect the 

behavior of households as the basic socioeconomic subjects. A direct relation exists 

between incomes and purchasing power which to a significant extent determines the 

consumption behavior of households. 

The presented paper is focused on specification of differences in the income distribu-

tion according to their structure. Since the different types of households mutually dif-

fer not only in their size and number economically active members but also in their 

demographic structure (age, education, etc.) we can expect differences also in the 

character of their income distributions. The goal of the paper is a construction of ap-

propriate income distribution models and identification of differences. For this pur-

pose, we can use both basic sample characteristics and suitable models of frequency 

distribution. The modeling of frequency distribution can be performed using non-par-

ametric methods (kernel estimates with Gaussian kernel) and parametric models (fi-

nite mixtures of densities). The finite mixtures of densities are usually considered as 

more suitable for modeling of distributions of random variables in case of inhomoge-

neous populations than simple lognormal models with two or three parameters. 

Keywords: income distribution, finite mixtures of densities, household structure. 

JEL Classification: C33, C44 

AMS Classification: 62E17 

1 Models of empirical frequency distribution  

Role of a model generally lies in the simplification and generalization of reality. Usually, we distinguish between 

parametric and non-parametric models. The non-parametric description of distribution is based on empirical values 

and does not need any a priori information concerning unknown (modeled) quantity. The result is a non-parametric 

curve which (in dependence on smoothing parameter) in a more or less detailed way express the information 

contained in observed (empirical) values. The parametric description of estimated quantity (in our case income 

distribution) we use parametric curves or their mixtures. The parametric models provide higher level of generali-

zation of reality and facilitate to perform a reconstruction of situation for different combination of values of ob-

served variables and predict the future evolution. 

1.1 Parametric and non-parametric density models 

As non-parametric density estimates of empirical distribution of frequencies the histograms and kernel estimates 

are used. The kernel estimate of density 𝑓𝑛(𝑥), 𝑥 ∈ 𝑅, is given by the formula 
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where  𝐾 is a kernel of the estimate and ℎ𝑛 is so called smoothing parameter. Its choice has an impact on the shape 

of kernel and degree of concentration in point 𝑋𝑖 on the neighborhood. The most frequently used kernel applicable 

also on the case of empirical distribution of incomes is the normal (Gaussian) kernel with the formula 
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 The basis of parametric modeling is a normal distribution with its symmetric (Gaussian) density function. But 

the empirical income distribution is rather asymmetric and corresponds rather to the lognormal density. For this 

reason, it is advantageous to employ logarithms of incomes and to approximate it by normal distribution. Under 

the assumption that the incomes can be approximated by two-parametric lognormal distribution with parameters 

𝜇 and 𝜎2, their logarithms are distributed according to the normal distribution 𝑁(𝜇, 𝜎2) where 𝜇 and 𝜎2 are mean 

and variance on the logarithmic scale. 

But the empirical distribution is quite frequently considerably heterogeneous and thus, the simple parametric 

models are not able to approximate the distribution with sufficient accuracy. In such case it is more advantageous 

to employ finite mixtures of densities. 

The model of finite mixture with 𝐾 components we generally assume that the observed population 𝑃 repre-

sented by the date from the analyzed sample compose of 𝐾 particular subpopulations (subgroups, or subsets) 𝑃𝑘, 

𝑘 = 1,… , 𝐾 and each of them is described by a distribution (or its model). By mixture (parametric) model we 

understand a set of distributions with one or more unknown parameters which need to be estimated. Density of a 

multidimensional random variable 𝑋 is thus a finite mixture of 𝐾 densities if 
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where 𝑝𝑘
(𝐾)

> 0 for 𝑘 = 1,… , 𝐾 and ∑ 𝑝𝑘
(𝐾)

= 1𝐾
𝑘=1  are weights (marginal probabilities) of components, 

𝑓𝑘
(𝐾)

(𝐱; 𝛉𝑘
(𝐾)

) are densities of particular components and (𝐾) = (𝑝1
(𝐾), … , 𝑝𝐾−1

(𝐾) , 𝛉1
(𝐾), … , 𝛉𝐾

(𝐾)) is a vector of un-

known mixture parameters (in detail see, e.g., McLachlan and Peel in [11]). 

For the estimation of mixture parameters EM-algorithm is used [6] which uses the well-known fact that every 

continuous distribution can be approximated with sufficient accuracy by the mixture of densities of Gaussian dis-

tributions. EM-algorithm is based on a principle of Bayesian clustering. Bayesian clustering is one of non-hierar-

chical (optimization) clustering methods requiring to set the number of cluster (mixture component K) to be given 

in advance. But since the number of components is not known before, it is necessary to infer it using some penal-

ized information criterion – usually Akaike information criterion AIC [1] or Bayesian information criterion BIC 

[13] is used. In agreement with the parsimony principle, the notion of penalization means a “penalty” for the 

increasing of the number of model parameters, i.e. the growth of its complexity. Criteria do not bear information 

about the ability of model to depict the reality and cannot be used to test the statistical significance of the model. 

They can be used just for the comparison of pair of models and to find out the difference of information loss under 

the assumption that we choose some model instead of some other. 

EM-algorithm is implemented in the mclust package (see [14]) which is one of the packages of R software [12] 

and is used for the estimation of parameters of the mixture and able to employ SILC observation weights correctly. 

2 Characterization and modeling of empirical distribution of Czech 

households’ income 

Estimation of basic characteristics of income distribution and construction of suitable models of incomes and 

wages in Czech households (or individuals) is studied in many papers. Characterization of distribution properties, 

its development and future prediction is a focus of papers, e.g., by Bílková [5] or Marek [9]. Other papers (like 

[4]) discuss possibilities of estimation of empirical distribution using simple lognormal model with two or three 

parameters. This simple parametric estimate can be augmented by a more sophisticated and precise type – an 

estimation using finite mixtures of normal distributions (see, e.g., papers [2], [3], [7], [8], [10]. These papers are 

devoted to the models of income or wage distribution as an aggregate without consideration of structure of partic-

ular households. Our goal in the presented paper is to choose more detailed approach and construct suitable models 

on the level of particular structural type of households. The division of households into the groups is performed 

using typology defined in EU (see Table 1). 

 

Household type 

Type 0 

Type 1 

Type 2 

Type 3 

Type 4 

Structure 

individuals 

2 adults, both under 65 

2 adults, at least one 65+ 

other h. without children 

1 adult, 1 or more children 

Household type 

Type 5 

Type 6 

Type 7 

Type 8 

Type 9 

Structure 

2 adults, 1 child 

2 adults, 2 children 

2 adults, 3 and more children 

other households with children 

other (not typical) households  

Table 1 Structure of households according to typology defined and used in EU. 
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The income distribution can be seen from three types of perspectives. From the perspective of household as a 

basic unit, from the perspective of income per individual, i.e. total income divided by number of household mem-

bers, or from the perspective of so called equalized income, i.e. total income divided by number of consumption 

units2. In our paper we will employ the first type of perspective and we will consider total incomes of households 

where higher heterogeneity could be assumed than in case of incomes per individual or per consumption unit. 

The data base comprises data from Czech variant of sample survey of EU-SILC “Living conditions” from 

2015. It is a large random sample survey performed each year in all EU member states and its results can be rather 

straightforwardly generalized. 

2.1 Basic characteristics of logarithmic income for different household types 

For the description of location and variability of incomes in logarithmic scale we used basic robust and classical 

characteristics – namely mean, median, standard deviation and interquartile range. Results for all households and 

particular household types in 2015 are summarized in Table 2. Types of households are sorted in a decreasing way 

according to the value of logarithmic mean income of households. 

 

Household type Mean 
Standard 

deviation 
Median 

Interquartile 

range 

Number of 

households 

All households 12,66 0,61 12,68 0,84  7914 
Type 0 13,16 0,41 13,15 0,48  423 
Type 5 13,16 0,40 13,15 0,48  1018 

Type 8 12,98 0,60 13,01 0,86  99 
Type 7 13,01 0,46 13,01 0,47  510 

Type 6 12,95 0,49 12,95 0,48  428 
Type 3 12,80 0,46 12,81 0,57  1299 

Type 4 12,61 0,29 12,56 0,28  1441 

Type 9 12,31 0,47 12,33 0,58  197 
Type 1 12,15 0,55 12,16 0,68  1105 

Type 2 11,94 0,25 11,90 0,25  1394 

Table 2 Basic characteristics of income logarithm for all households and different household types. 

 

It is apparent that maximal incomes – measured either by mean or median – can be observed in households of 

types 0 and 5, i.e. in households of individuals and 2 adults with one child. It is an interesting, but more or less 

expectable result since these are households of economically active people. On the other hand, the maximal vari-

ability measured by standard deviation and interquartile range in case of type 8, i.e. other households with children 

is also an expectable result because the number of members and their structure vary significantly in this group. It 

could be expected that the lowest characteristics of location and variability are observed in case of households of 

type 2, i.e. households with two adult members where at least one is older than 65 years. According to the fact that 

these are mostly households of retired people we cannot expect in this group high and varying incomes.  

 

 

Figure 1 Mixture for all households.  

                                                           
2 Number of consumption units is lower than the number of household members since it takes into consideration 

economies of scale, i.e. the savings thanks to the cohabitation in one household. 
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Figure 2 Mixtures for household types 0 to 4. 

Differences in income distribution given by the structure of household

22



 

 

 

 

 

Figure 3 Mixtures for household types 5 to 9. 
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2.2 Modeling of density by mixture models and comparison with kernel estimates 

For approximation of empirical distribution of total net incomes of Czech households, we constructed kernel 

estimates and finite mixture models of densities with optimal number of components. The results are depicted in 

Figures 1 – 3. Based on the Akaike information criterion which was used for the optimization of number of com-

ponents in the mixtures we constructed mixtures with two components (types 0, 1, 3, 5, 6, 7, 8 and 9), three 

components (type 4), four components (all Czech households regardless of the type) and with six components 

(type 2). All households together are modeled using five mixture components. 

3 Conclusion 

The assumption of a considerable heterogeneity of income distribution was fulfilled in case of all households 

regardless its type and in case of types 2 and 4, i.e. the households with two adult members where one is older than 

65 and the households with one adult member and one or more children. These distributions show considerable 

multimodal character as we can observe from the kernel estimate of density. These are the household types where 

small groups exist which differ considerably from the income of the majority. In case of other household types 

(types 0, 1, 3, 5, 6, 7, 8 and 9) we can see that two component mixtures fit the empirical distribution with a sufficient 

precision. In this case the empirical distribution cannot be considered as heterogeneous, the other way around it is 

rather homogeneous. It is apparent that the heterogeneity of the empirical distribution is related neither to the 

location of distribution nor to the variability of the data file. 
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Histogram Bin Width Selection Methods Implemented in 

Kernel Density Smoothing Parameter Selection  
Aleksandra Baszczyńska
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Abstract. Histogram and kernel density estimator are the two most known and fre-

quently used nonparametric estimation methods. In construction of these estimators 

there is a need to choose the optimal value of bin width (in the case of histogram) or 

the optimal value of the smoothing parameter (in the case of kernel density estima-

tion).  

In paper the properties of classical frequency histogram are presented with the spe-

cial issue of methods for choosing the bin width optimal value. Sturges’, Scott’s and 

Freedman-Diaconis’ rules and their modifications are discussed.  

The results of simulation study on comparing two nonparametric estimation proce-

dures are presented with the special remarks for users on choosing the optimal value 

of bin width in histogram and smoothing parameter in kernel density estimation. The 

comparison between histogram bin width selection methods and  kernel smoothing 

parameter  selection methods is made.   

 

Keywords: histogram, kernel density estimation, bin width, smoothing parameter.  
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1 Introduction 
Histogram and kernel density estimator are the two most known and frequently used nonparametric estimation 

methods that provide information about behavior of a random variable. The popularity and usefulness of these 

estimation methods are strictly connected with both convenient interpretation of regarded estimators and their 

simply construction. In the process of the estimators’ construction the researcher has to take decision about the 

optimal value of bin width (in the case of histogram) or the optimal value of the smoothing parameter (in the 

case of kernel density estimation). The best approach may mean automatic and simply selection method of re-

garded parameters that would help the researcher in the construction of histogram or kernel density estimator 

([4], [15]) . 

The main aim of the paper is to present simply and easy to use selection methods of choosing the op-

timal value of bin width and the optimal value of smoothing parameter in kernel density estimator. Indicating the 

difficulties appearing in the applications of these methods may lead to the new method of choosing the optimal 

value of parameters. The selection methods are compared by using simulation methods and practical hints for the 

users are presented, based on the results of the simulation study.  

In the further considerations the following assumptions are made ([3], [[6], [7], [13]: 

 the density 𝑓(𝑥) of the random variable 𝑋 is unknown; 

 a set of 𝑛 observations {𝑋𝑖}𝑖=1
𝑛  is treated as the realizations of independent, identically distributed ran-

dom variables with the unknown density  𝑓; 

 the aim is to estimate in a nonparametric way the density on the basis of the observations {𝑋𝑖}𝑖=1
𝑛  using 

histogram and kernel density estimator; 

 histogram is defined as follows ([2], [8], [9]): 

 𝑓𝐻 ℎ𝐻
(𝑥) =

1

𝑛ℎ𝐻
∑ ∑ 𝐼(𝑋𝑖 ∈ 𝐵𝑗)𝐼(𝑥 ∈ 𝐵𝑗)𝑗

𝑛
𝑖=1 ,  (1) 

where 𝐵𝑗  are half-opened intervals called bins 𝐵𝑗 ≔ [𝑥0 + (𝑗 − 1)ℎ𝐻 , 𝑥0 + 𝑗ℎ𝐻), 𝑥0 is the origin of the histo-

gram (the origin of the histogram is set to be equal 0 for bounded random variables – data values in the sample 

are nonnegative  or equal the sample smallest observed value 𝑥0 = 𝑎 for the data values fall into the support 

interval (𝑎, 𝑏)), ℎ𝐻 (ℎ𝐻 > 0) is the histogram bin width, 𝑗 = −∞, … , −1, 0, 1, … + ∞;  
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 kernel density estimator is defined in the following way ([2], [5]): 

 𝑓𝐾 ℎ𝐾
(𝑥) =

1

𝑛ℎ𝐾
∑ 𝐾 (

𝑥−𝑋𝑖

ℎ𝐾
)𝑛

𝑖=1 , (2) 

where 𝐾 is the kernel function and  ℎ𝐾 (ℎ𝐾 > 0) is the kernel bindwidth called smoothing parameter. Some 

examples of kernel functions and the main properties of the kernel density estimator are described in [1], [2], 

[12] and [14].  

 both histogram and kernel density estimator are constructed with continuously measured data. 

 histogram is assumed to be equally spaced (with equal-width bins); kernel density estimator is assumed 

to have fixed smoothing parameter. 

The bin width for the histogram and the smoothing parameter for the kernel density estimator play very 

similar role in constructing the estimators. The values of these parameters imply the degree of smoothing in the 

estimate. For small values we can get very noisy estimators – it is even a needleplot  ℎ𝐻 → 0  or   ℎ𝐾 → 0. When 

big values are used it results in very smooth estimators, even it can be very flat estimator. It means that the prob-

lem of selection the proper value of the histogram bin width and the kernel smoothing parameter is of crucial 

role.  

2 Histogram bin width selection methods  
The optimal construction of the histogram involves the discussion of two parameters that specify completely the 

histogram: the origin of the histogram 𝑥0 and the bin width ℎ𝐻 (comp. (1)). 

The simplest histogram bin width selection methods are called rules of thumb or normal-reference rules, 

they are applied when Gaussian basis functions are used to approximate the data. The most often used methods 

are presented below.  

Sturges’ bin width rule (based on Sturges’ number-of-bins rule) which is a normal-reference rule and it 

is defined in the following way:  

 ℎ𝐻,𝑆𝑡 =
𝑥(𝑛)−𝑥(1)

1+log2 𝑛
 , (3) 

where n  is the number of observations and 𝑥(1), 𝑥(2), … , 𝑥(𝑛) denotes ordered values from the sample. This 

Sturges’ bin width rule is widely implemented in software but it causes that estimator is oversmoothed. There is 

Doane’s modification of (3) when the data are not normally distributed and some additionally classes may be 

required in the histogram. It can be noticed that for large samples both Struges’ and Doane’s rules can caused 

that the histograms are oversmoothed. 

Scott’s rules for the bin width (which are also normal-reference rules), based on mean integrated 

squared error as the measure of discrepancy, are:   

 ℎ𝐻,𝑆𝑐𝐼 = 3.5𝑆𝑛−
1

3  (4) 

and    

 
ℎ𝐻,𝑆𝑐𝐼𝐼 = 3.4908𝑆𝑛−

1
3  (5) 

 

where 𝑆 is standard deviation from the sample.  

Freedman and Diaconis’ rule, which implemented robust estimator 𝐼𝑄 instead of standard deviation as it 

is in Scott’s rules, is as follows:   

 ℎ𝐻,𝐹𝐷 = 2𝐼𝑄𝑛−
1

3  (6) 

 

where 𝐼𝑄 is the sample interquartile range.  

For moderate number of observations, sample rules (3), (4), (5) and (6) give similar results ( [10]). Scott’s rules 

which belong to normal reference rule family use normal distribution in the formula of asymptotically optimal 

bin width when point-wise mean squared error of the histogram is regarded. In the formula of  optimal bin width 

ℎ∗ = [
6

𝑛 ∫ 𝑓′(𝑥)2𝑑𝑥
∞

−∞

]

1

3
, in the place of the roughness of the unknown density 𝑓 ( ∫ 𝑓′(𝑥)2𝑑𝑥

∞

−∞
) ,  the roughness of 

the normal density with variance mean 𝜎2 of the following form ∫ 𝑓′(𝑥)2𝑑𝑥
∞

−∞
=

1

4√𝜋𝜎3    is used [11]. In the 

Freedman and Diaconis’ rule the following approximation of standard deviation is used: whereas for standard 

normal data the difference Φ(0.75) − Φ(0.25) is 1.349, where Φ is cumulative distribution function for stand-
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ardized normal distribution, the robust estimator of standard deviation is 
𝐼𝑄

1.349
 . So, 3.4908 ∙

𝐼𝑄

1.349
= 2.588 . 

Moreover,  Freedman and Diaconis suggested 2.0 instead of 2.588.  

 

  

3 Simulation study and the results 
The simulation study is conducted to investigate the possibility of using values of histogram bin width in selec-

tion of kernel smoothing parameter value. Bin width rules: (3)-(6) are normal reference rule and are rules that are 

very often used in practical usage because of their simplicity and popularity especially in statistical software. It 

seems to be very natural approach to implement these rules in more sophisticated density estimator as kernel 

density estimator. All regarded histogram bin width rules are based on data (because of the estimated measure of 

deviation used in rules)  and are based on mean integrated squared error as some rules for selecting the smooth-

ing parameters in kernel density estimation. The motivation of this simulation study is also connected with the 

issue of the sample sizes, especially with the question how large the sample to be to optimally select the proper 

value of histogram bin width and kernel smoothing parameter.   

 In the study the data sets are randomly taken from population of the stable distribution (α stable distri-

bution) as  on one hand the generalization of normal distribution and on the other hand the distribution that is 

applied widely in economics, especially financial economics. Moreover, it is feasible used in many situations 

where economic variables are considered. Stable distribution 𝑆(𝛼, 𝛽, 𝛾, 𝛿) is indexed by four parameters: 𝛼 de-

scribes the tails of the distribution (it is called first shape parameter, 0 < 𝛼 ≤ 2, the bigger 𝛼 the more extreme 

values are observed);  𝛽 describes the skewness of the distribution (it is called second shape parameter, −1 ≤
𝛽 ≤ 1 , for 𝛽 = 0 the distribution is symmetric, for 𝛽 > 0 the distribution is right-skewed, for 𝛽 < 0 the distri-

bution is left-skewed; 𝛾 (scale parameter; 0 < 𝛾 < ∞) and  𝛿 (location parameter; −∞ < 𝛿 < ∞).  

In the study the following population distributions are taken into consideration: 

1. 𝑆 (2, 0,
√2

2
 , 0),  normally distributed population with mean 0 and variance 1 ( 𝑁(0,1)), population P1; 

2. 𝑆(2, 0,5√2 , 0),  normally distributed population with mean 0 and variance 100 ( 𝑁(0,100)), popula-

tion P2; 

3. 𝑆(1, 0, 1, 0), standard Cauchy distributed population with scale parameter 1 and location parameter 0, 

population P3; 

4.  𝑆(1, 0, 2, 0), Cauchy distributed population with scale parameter 2 and location parameter 0, population 

P4; 

5. 𝑆(0.5, 1, 0.5, 1), Lévy distributed population with scale parameter 0.5 and location parameter 0.5, popu-

lation P5; 

6.  𝑆(0.5, 1, 4, 4.5), Lévy distributed population with scale parameter 4 and location parameter 0.5, popu-

lation P6. 

From the above populations the samples are taken with the sizes 𝑛 = 30, 50, 100, 300, 1000.  Different sample 

sizes widen the study to the situations where small, medium and large samples are considered.  

For every sample the values of histogram bin width are calculated using (3)-(6). In addition for the same 

samples values of the kernel smoothing parameters are calculated (with Gaussian kernel function) using the 

following smoothing parameter methods: iterative (ℎ𝐾,𝐼𝑇), direct plug-in (ℎ𝐾,𝐷𝑃𝐼), maximal smoothing (ℎ𝐾,𝑀𝑆), 

biased cross-validation (ℎ𝐾,𝐵𝐶𝑉), least squared cross-validation (ℎ𝐾,𝐿𝑆𝐶𝑉), reference rule (ℎ𝐾,𝑅𝑅). The number of 

repetition is set to 5000.  

Calculated values of histogram bin width and kernel smoothing parameter for the same samples are 

compared. In this way the possibility of using selection method of bin width in kernel density estimation can be 

analyzed.  Tables 1-6 present histogram bin width and kernel smoothing parameter values for chosen sample 

sizes.   

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡 ℎ𝐻,𝑆𝑐𝐼 ℎ𝐻,𝑆𝑐𝐼𝐼 ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉 ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 0.55 1.03 1.02 0.86 0.68 0.59 0.47 0.70 0.73 0.43 

50 0.56 0.87 0.86 0.57 0.54 0.53 0.42 0,.57 0.56 0.39 

100 0.62 0.78 0.78 0.58 0.49 0.57 0.45 0.54 0.28 0.41 

300 0.65 0.56 0.56 0.46 0.38 0.51 0.39 0.42 0.40 0.36 

1000 0.65 0.34 0.34 0.26 0.26 0.36 0.28 0.28 0.30 0.26 

Table 1 Values of smoothing parameter for samples from population P1 

Aleksandra Baszczyńska

27



 

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡 ℎ𝐻,𝑆𝑐𝐼 ℎ𝐻,𝑆𝑐𝐼𝐼 ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉 ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 7.82 13.03 13.00 9.63 7.87 7.21 6.19 8.93 7.87 5.73 

50 6.86 9.85 9.83 8.06 6.26 6.38 5.42 6.30 7.01 5.02 

100 5.78 7.70 7.68 5.70 5.05 5.80 4.48 5.67 1.92 4.15 

300 6.12 5.05 5.04 3.90 3.42 4.33 3.52 3.46 3.92 3.26 

1000 5.84 3,58 3.57 2.80 5.37 10.68 7.70 5.81 4.95 7.13 

Table 2 Values of smoothing parameter for samples from population P2 

 

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡 ℎ𝐻,𝑆𝑐𝐼 ℎ𝐻,𝑆𝑐𝐼𝐼 ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉 ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 22.92 26.29 26.22 1.73 1.06 1.47 1.16 4.50 3.23 1.50 

50 8.23 6.61 6.59 0.86 0.67 0.78 0.65 1.09 1.09 0.60 

100 8.52 4.85 4.84 0,72 0.40 0.62 0.59 0.65 0.65 0.52 

300 7.06 3.37 3.36 0.50 0.42 0.68 0.53 1.05 1.05 0.45 

1000 118,90 12.79 12.76 0.42 0.31 0.61 0.45 0.90 0.90 0.41 

Table 3 Values of smoothing parameter for samples from population P3 

 

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡 ℎ𝐻,𝑆𝑐𝐼 ℎ𝐻,𝑆𝑐𝐼𝐼  ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉 ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 7.99 9.86 9.82 2.44 1.95 2.11 1.90 2.24 1.88 1.76 

50 14.27 14.24 14.21 2.59 1.76 2.01 1.85 2.87 1.90 1.71 

100 63.84 27.44 27.38 1.60 0.74 1.36 1.25 3.14 2.51 1.16 

300 405.21 105.99 105.71 1.60 0.64 1.50 1.32 12.41 2.69 1.22 

1000 745,74 98.62 98.36 0.85 0.65 1.19 0.90 1.85 1.85 0.84 

Table 4 Values of smoothing parameter for samples from population P4 

 

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡 ℎ𝐻,𝑆𝑐𝐼  ℎ𝐻,𝑆𝑐𝐼𝐼 ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉 ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 9.17 12.14 12.11 1.08 0.18 0.63 0.72 1.80 1.42 0.66 

50 163.96 192.59 192.08 2.32 0.20 1.27 4.56 21.69 3.22 8.44 

100 7026.27 4049.50 4038.86 5.87 0.16 3.49 4.40 534.17 11.71 4.07 

300 25392,86 7074,04 7055.45 2.01 0.10 1.50 1.82 776.89 7.90 1.88 

1000 4897.75 1879.61 1874.67 2.72 0.05 0.71 0.89 97.73 2.30 0.82 

Table 5 Values of smoothing parameter for samples from population P5 

 

 

Sample size 
Histogram bin width Kernel smoothing parameter 

ℎ𝐻,𝑆𝑡  ℎ𝐻,𝑆𝑐𝐼  ℎ𝐻,𝑆𝑐𝐼𝐼 ℎ𝐻,𝐹𝐷 ℎ𝐾,𝐼𝑇 ℎ𝐾,𝐷𝑃𝐼 ℎ𝐾,𝑀𝑆 ℎ𝐾,𝐵𝐶𝑉  ℎ𝐾,𝐿𝑆𝐶𝑉  ℎ𝐾,𝑅𝑅 

30 2840.64 3441.08 3432.03 35.29 5.13 21.12 22.55 556.49 47.9 20.87 

50 374.24 446.43 446.26 12.41 4.37 12.66 14.80 49.62 27.10 13.71 

100 12295.48 7150.39 7131.60 18.06 1.53 10.81 12,86 934.83 30.75 11.92 

300 18352.25 5132.49 5119.00 13.51 0.68 9.60 12.15 561.61 27.25 11.25 

1000 185764.00 23446.09 23384.46 8.26 0.50 7.14 8.75 2025.96 28.59 8.10 

Table 6 Values of smoothing parameter for samples from population P6 

 

For samples from normally distributed populations it can be noticed that for bigger scale parameter in 

populations the values of bin widths and smoothing parameters take bigger values. Moreover,  they are similar 
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for histogram  as well for kernel density estimator, especially for big sample sizes. It means that for large sam-

ples it is possible to use histogram bin width in kernel density estimation. Nevertheless all considered methods 

for histogram bin width are the normal reference rules and some of them are based on mean integrated squared 

error only the Freedman and Diaconis’ rule guarantees the values of bin width close to kernel smoothing parame-

ter.  For samples from Cauchy distributed populations (with smaller  number of extreme values in comparison 

with populations P1 and P2) histogram bin widths are significantly bigger then kernel smoothing parameters. For 

this type of distributions it is not recommended using histogram parameter in kernel density. For the last group 

of populations it can be noticed that when nonnegative random variables are regarded and distributions are 

asymmetric (Lévy distributed population) histogram bin width differ largely from kernel smoothing parameter 

(with the exception of biased cross-validation method which must have similar properties as histogram selection 

methods).  It is caused by the difference between normal distribution (which is used in histogram rules) and 

asymmetric distributions such as in populations P5 and P6.  

Method of choice the optimal values of kernel smoothing parameter based on power mean can be ap-

plied. Special case of power mean (for -1 as parameter of power mean; 2 as number of elements; 0.5 as general-

ized mean parameter) implemented for two chosen values: Freedman and Diaconis’ bin width and Reference 

Rule smoothing parameter.  Kernel density estimators  for chosen samples are presented in Figures 1-4 (Gaussi-

an kernel function and smoothing parameter calculated as power mean of histogram bin width and kernel 

smoothing parameter).  

 

  

Figure 1 Kernel density estimator for sample from 

P1, n=30  

Figure 2 Kernel density estimator for sample from 

P1, n=1000 

  

Figure 3 Kernel density estimator for sample from 

P6, n=30  

Figure 4 Kernel density estimator for sample from 

P6, n=1000 

 

 

4 Conclusions 
Methods of selection the histogram bin width are often used in practice, they are widely implemented in statisti-

cal software. Because they are based on very similar assumptions as in the case of kernel Q&D smoothing pa-

rameter’s methods, there is a need to examine if these simply histogram methods can be applied in kernel density 

estimation.  

 In the case of histogram bin width, the mean integrated squared error (MISE) is the main criteria of 

optimality. Minimization of  MISE with the assumption that data are normally distributed give simply rules for 

constructing the histogram. Sensitivity of MISE to bin width is broadly discussed in [10]. The possibility of 

using the histogram’s rules in kernel density estimation is evaluated only by the comparing the values of  histo-
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gram bin widths and kernel smoothing parameters. The similar values of them indicate that these methods can be 

used interchangeably.  

The following remarks should be regarded in practical applications of nonparametric density estimation: 

1. it is possible to use selection methods of histogram bin width in kernel density estimation but only in 

the case of large samples – histogram bin widths and kernel smoothing parameters are of the similar 

values,  

2. regarded histogram methods can be used in kernel density estimation for smaller samples when the re-

searcher has additional information about distribution of the population -  when the population distribu-

tion is close to normal distribution, 

3. values of histogram bin width calculated by Freedman and Diaconis’ rule are very similar to values of 

Reference Rule – it can indicate that these two methods are of the same properties,  

4. it is possible to combine histogram and kernel selection methods in new proposed method of applying 

power mean of two values of regarded methods, one from histogram and one from kernel selection 

method. Because selection methods for histogram bin width and kernel smoothing parameter give only 

the estimate of optimal value, this new approach can be treated as new method in examining optimal 

smoothing parameter.    

 

Further analysis should be devoted to the comparison of values of histogram bin width and kernel 

smoothing parameter but in the case when  others kernel function in kernel density estimation are used. Especial-

ly when bounded kernel function is used what has special meaning when the random variable is bounded (for 

example takes only nonnegative values). Very important issue is connected with searching new method for com-

bining histogram and kernel methods.   
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Labour market frictions and growth
in small open economy: DSGE model

Jakub Bechný1, Osvald Vašı́ček2

Abstract. In this paper, we quantify impacts of labour market disturbances on
the Czech economic growth. The analysis is done by using a small open economy
dynamic stochastic general equilibrium model with real wage rigidity and involun-
tary unemployment. To estimate the model, we use thirteen observed variables from
2001Q1 to 2017Q4 and a standard Bayesian approach. The data are not pre-filtered,
but we employ the growth rates of output (and its components), which allows us to
analyse impacts of various disturbances on the growth. Impulse response functions
and historical shock decompositions reveal that especially labour supply shocks have
had a non-negligible impact on the Czech economic growth.

Keywords: DSGE model, economic growth, labour market, small open economy

JEL classification: C32,E17
AMS classification: 91B51

1 Introduction
The Czech economy went recently through a turbulent development. The Great Recession and the following 2012-
2013 crisis brought 5.75% slump of the real output,3 and the unemployment rates of 7.8%. A risk of deflation
combined with the zero lower bound then forced the Czech National Bank to adopt the exchange rate commitment
during the 2013-2017 period. But at least since 2014, the Czech economy is doing well. The average output growth
of 3.7% has been followed by a remarkable development in the labour market. In fact, the economy is getting very
close to the full employment. By the end of the 2017, there were only 131 000 of unemployed people, roughly
236 000 of vacancies, and the unemployment rate has reached the historically lowest level of 2.5%.

Motivated by the recent development in the labour market, the aim of this paper is to quantify the impacts of the
labour market disturbances on the Czech economic growth. The analysis is done by using an estimated small open
economy dynamic stochastic general equilibrium (DSGE) model with labour market rigidities and involuntary
unemployment. In particular, we use a modified version of a model originally proposed by Sheen & Wang [15].
The model is estimated by using the Bayesian approach and the growth rates of the real output, consumption,
investment, exports, imports and wages among observed variables. This approach allows for identification of
disturbances that drive economic growth.

In order to answer our research question, we analyse behaviour of the model economy in response to labour
market shocks, and discuss determinants of selected variables by means of the historical shock decompositions.
Our results point to a moderate impact of the labour market disturbances on the Czech economic growth. For
example, the orthogonal labour supply shock reduces the unemployment rate by 0.24 percentage points, and in-
creases growth of the real output by 0.27 percentage points (quarter-on-quarter, annualized). Furthermore, we
show by means of the historical shock decompositions that the labour market shocks have had quite strong impact
on the whole economy especially during the 2004-2006 time period, and from 2014 onwards.

In recent years, there has been limited research on the Czech labour market by using DSGE approach. The
exceptions are Němec [13], Antosiewicz & Lewandowski [2], Pápai [14], and Tonner et al. [16]. We contribute
to this literature with analysis of behaviour of the model economy in response to various labour market shocks,
focused on implications for the growth. The remainder of this short paper is organized as follows. Section 2
sketches structure of our model, and Section 3 then presents results of our analysis.

2 Model
We use our modification of a small open economy model with labour market rigidities, originally proposed by
Sheen & Wang [15]. These authors add more elaborate labour market block to the closed economy setting of

1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00
Brno, Czech Republic, jakub.bechny@gmail.com

2Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, 602 00
Brno, Czech Republic, osvald.vasicek@econ.muni.cz

3Relative to the pre-crisis peak in 2008Q3.
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Christiano et. al [6], enriched with the small open economy features of Adolfson et al. [1]. All real variables of the
model share a common trend due to a unit-root technology shock. The model contains four types of representative
intermediate firms (domestic goods producers, consumption importers, investment importers, exporters). Capital
and labour services are used only by domestic intermediate goods producers, in proportion to the relative wage and
rental rate of capital. Each firm faces the Calvo [5] type of nominal rigidity, and sets its price based on markup
over real marginal costs. There are thus four New Keynesian Phillips curves, and sticky prices of exporters and
importers also allow for incomplete exchange rate pass-through.

The representative household attains utility form leisure, real balances and from a basket of domestically pro-
duced and imported consumption goods, subject to habit formation. The representative household also owns and
accumulates the physical capital stock. The capital is accumulated by using a basket of domestically produced and
imported investment goods, and the capital utilization rate can be varied at cost. Households’ investment decision
between domestic and foreign bonds yields uncovered interest rate parity (UIP) condition with risk premium. Be-
haviour of the central bank is characterized by the interest rate rule, which responds to the inflation rate, the output,
and the real exchange rate. Domestic economy is assumed to be small, and domestic developments thus do not
affect the rest of the world economy (which is proxied by the euro area data).

We introduced several modifications of the Sheen & Wang [15] model (focused on the foreign economy bloc,
UIP condition, and on the inflation target), which were in detail discussed in Bechný & Vašı́ček [3]. In that paper, it
was also shown that the labour market conceptualized by means of the real wage rigidity with hiring costs provides
the best fit of the Czech data.4 This variant of the labour market block will be therefore used also in this paper.

The wage setting in our model is described by means of the Nash bargaining between households and firms,
who take into account the hiring costs. Following Hall [10], the real wage rigidity is constructed as the weighted
average of the lagged real wage wt−1 and the equilibrium Nash bargaining wage w∗

t

wt = fwt−1 + (1− f)w∗
t (1)

where f represents the degree of the rigidity. The equilibrium wage resulting from the Nash-bargaining between
firms and workers is in turn given by

w∗
t = gt +

NσL
t

ζNt ψ
z
t

− (1− δ)βEt

[
ψzt+1

ψzt µ
z
t+1π

d
t+1

(1− xt+1)gt+1

]
(2)

where gt represents hiring costs, ζNt is a stationary AR(1) labour supply preference shock, Nt is employment, ψzt
is households’ marginal utility from real income, µzt is AR(1) process describing the growth rate of the permanent
technology process, πdt is domestic inflation rate, xt is labour market tightness (defined as the ratio of the number
of hires to the number of unemployed before hiring proceeds), σL represents the inverse Frisch elasticity of labour
supply, δ denotes average job separation rate, and β is households’ discount factor. The real cost of hiring a new
worker gt, which is paid by domestic goods producers, is given by

gt = εtBx
ϑ
t ζ
x
t (3)

where εt is a temporary technology shock, ζxt is a stationary AR(1) hiring cost shock, B is scaling parameter and
ϑ measures sensitivity of hiring cost to labour market tightness. Blanchard & Galı́ [4] show that this form of hiring
cost function can be derived from a standard matching function of Mortensen & Pissarides [12].

Our model contains sixteen different structural shocks (including two labour market shocks ζNt and ζxt ), al-
lowing for quite detailed causal explanation of the data. More detailed information about our model concept is for
sake of space not presented here, and can be found in Bechný & Vašı́ček [3] and in Sheen & Wang [15].

3 Empirical analysis
We stationarized all equilibrium conditions in our model by a common permanent technology process, log-
linearized all model equations, and solved the whole system of sixty four equations numerically in Dynare.5 The
solved model was cast into a state-space form, and its parameters were estimated by using a standard Markov
chain Monte Carlo Metropolis-Hastings algorithm and Kalman filter, as implemented in Dynare. We employed
quarterly data for the Czech economy from 2001Q1 to 2017Q4. All data were taken from the Czech National
Bank ARAD database, except estimates of the non-accelerating-inflation rate of unemployment (NAIRU) which
were taken from the OECD database. We used the following set of thirteen observed variables: the real output,

4We compared four variants of the labour market block - with either real or nominal wage rigidity, and with or
without hiring costs.

5Dynare is Matlab toolbox developed to solove, simulate and estimate DSGE models, for details see Griffoli [9].
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consumption, investment, imports and exports, the real wages, CPI inflation rate, nominal interest rate (PRIBOR),
the CNB’s inflation target, CZK/EUR nominal exchange rate, and unemployment rate. The foreign economy block
is proxied by the euro area real output, CPI inflation, and nominal interest rate (EURIBOR).

Importantly, the data were not detrended by some ad-hoc procedure like the Hodrick-Prescott [11] filtration, but
we employ the growth rates of output (and of its components) and of wages as observed variables. This allows for
direct analysis of the economic growth. Following Christiano et al. [7] we stationarize the growth rates, interest
rates and inflation rates by demeaning.6 And following Elbourne et al. [8] we construct stationarized measure
of unemployment as deviation of actual unemployment rate from the NAIRU. We do not report results of the
estimation for sake of space.7

3.1 Labour market and economic growth

Figure 1 IRFs of observed variables to labour market shocks (QoQ growth rates in percentage points)

In this crucial section of the paper, we quantify impacts of the labour market shocks on the economic growth
and discuss which shocks account for observed fluctuations in selected variables. Let us start with analysis of the
impulse responses of the domestic observed variables to the orthogonal labour market shocks, shown in Figure 1.
The growth rates and the inflation rate in the figure are expressed in the quarter-on-quarter units. All IRFs are
rescaled such that they converge to a long-run averages of the data, e.g. on average the real output growths by 0.62
percentage points per quarter, the inflation fluctuates around 0.5%, and there is unemployment rate of 6.46%.

The one-standard-deviation labour supply shock decreases the unemployment rate by 0.24 percentage points.
Increased labour supply initially lowers growth of the real wages by 0.6 percentage points, which reduces firms’
marginal costs and induces (quite small) decline of the inflation, almost by 0.05 percentage points. In reaction to the
inflation the central bank slightly reduces the interest rate, which is on the other hand sufficient to induce nominal
depreciation of 0.09%. Increased labour supply and weaker currency have a positive effect on all sectors of the
domestic economy - growth of the exports increases by 0.025 percentage points, and growth of the consumption

6More precisely, in order to account for possible structural change in export and import data after joining the
European Union, we use separate means for the data before 2004Q3, and onwards.

7In total we estimated 61 parameters of our model (including persistences and volatilities of shocks, and the
measurement errors). 23 parameters of the model were calibrated, usually to match the sample means of the data.
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and investments increase by 0.035 percentage points. As a result, the decrease of the unemployment rate by 0.24
percentage points induces increase in the quarter-on-quarter real output growth of 0.067 percentage points (or of
0.268 percentage points in annualized terms). These results thus show that labour market shocks may potentially
have a non-negligible impacts on the growth of the Czech economy.

On the other hand, the hiring cost shock has rather limited impact on the economic growth. It significantly
affects only the labour market variables. The one-standard-deviation i.i.d. hiring cost shock initially induces
increase of the quarter-on-quarter real wage growth by 0.45 percentage points. This is because higher hiring
costs imply that firms can fill jobs more expensively, and are therefore willing to pay a higher wages to existing
employees, see Equation (2). But as firms simultaneously reduce hiring of new employees, the unemployment rate
increases by 0.11 percentage points which cuts growth of the real wages in the subsequent periods. As a result, the
hiring cost shock reduces the quarter-on-quarter real output growth only by 0.01 percentage point.

Figure 2 shows historical shock decompositions8 of the growth of the real output, consumption, the inflation
rate (all variables are in quarter-on-quarter terms and demeaned), and of the unemployment rate (measured as
deviation from the NAIRU). Overall, the dynamics of the real output growth is driven by the technology and markup
shocks (with dominant role of domestic and export markups that reflect cost shocks to domestic producing and
exporting firms). Consumption, which is a dominant component of the output, is driven mainly by the consumption
preference shock. Inflation rate dynamics is to a large extent determined by the markup shocks (with dominant
role of domestic and import markups), but an important role is played also by monetary and exchange rate UIP
shocks.

Dynamics of the unemployment rate is driven mainly by the labour market shocks (i.e. the labour supply
shock and hiring cost shock), but important role is played also by the technology shocks which affect productivity
of labour and thus firms’ labour demand as well. Increase in labour demand due to positive technology shocks
has been apparent especially during the last two years. The labour market shocks had an adverse impact on the
unemployment during the whole 2004-2014 period. Our estimates show that these adverse labour market shocks
had a negative impact on the real output growth (and similarly on consumption) especially during the 2004Q2-
2006Q1 period, between 0.2-0.3 percentage points per quarter. During approximately the same time period the
labour market shocks induced the inflationary pressures of 0.12-0.23 percentage points per quarter.

From 2014 onwards, the Czech economy has been hit by a sequence of positive labour market shocks, which
have, together with the technology shocks, brought the Czech unemployment almost 2 percentage points below the
NAIRU. Between 2014Q1-2016Q3, the labour market shocks had a positive impact on the output growth of 0.1-0.2
percentage points per quarter. A similar quantitative effect can be observed also for the growth of consumption.
On the other hand, these labour market shocks have induced disinflationary pressures of 0.1-0.17 percentage points
per quarter. Impact of the labour market shocks on output growth have shrunk from 2016Q4 onwards.

Note also that the 2008-2009 Great Recession is explained mainly by the technology and markup shocks in
our model (with dominant role of export and import markups). The foreign shocks had also a non-negligible
impact on the economic growth. In contrast, the 2012-2013 crisis was associated with a negative consumption
and markup shocks (with dominant role of domestic markup). According to our opinion, the model provides quite
intuitive explanation of these events. The Great Recession is largely explained by the shocks related to the foreign
development (with the permanent technology shock absorbing the simultaneous slump in all real variables). A
negative consumption and domestic markup shocks during the 2012-2013 period then point to the domestic sources
of the crisis, and can be attributed to the restrictive fiscal policy of the former government and its impacts on the
sentiment of consumers and firms.

4 Conclusion
The goal of this short paper was to quantify the impacts of labour market disturbances on the Czech economic
growth. To do so, we estimated a small open economy DSGE model with real wage rigidity and involuntary
unemployment using the growth rates of observed data. We showed that the orthogonal labour supply shock has
a moderate impact on the whole economy, increasing growth of the real output by 0.067 percentage points per
quarter. On the other hand, the orthogonal hiring cost shock significantly affects primarily variables from the
labour market, and has only a negligible impact on the overall economic growth of 0.01 percentage point.

8The structural shocks are aggregated into the following seven groups: Technology shocks (consisting of the
permanent technology shock, temporary technology shock, and investment specific shock), Markup supply shocks
(domestic markup, imported consumption markup, imported investment markup, export markup), Labour market
shocks (labour supply, hiring cost shocks), Monetary policy shocks (monetary policy and inflation target shock),
UIP exchange rate shock (risk premium shock to UIP condition), Consumption demand shock (consumption
preference shock), and Foreign economy shocks (asymmetric foreign technology, foreign demand, supply, and
monetary policy shocks).
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Furthermore, we showed that dynamics of the Czech unemployment rate is driven mainly by the labour market
shocks and, especially during the last two years, also by the technology shocks. We identified two time periods
during which the labour market shocks had quite strong cumulative impact on the economic growth. From 2004
to 2006, the labour market shocks had an adverse effect on the output growth and induced inflationary pressures.
From 2014 onwards, the labour market shocks have contributed to the output growth and induced disinflationary
pressures.

Our results imply that labour market shocks may potentially have a non-negligible impacts on the development
of the Czech economy. The Czech labour market is getting very close to full employment, with the historically
lowest unemployment rates reaching 2.5% by the end of 2017. For many firms it is easier to bring in foreign
workers to fill a labour shortage, that is likely becoming a barrier to the economic growth. Further decline in the
unemployment rate is very unlikely in the Czech economy, and investigation of implications of labour shortage
for economic growth and stability is thus of great importance. For further research, we would like to incorporate
a permanent labour supply growth shock and non-constant labour force into the model, which will allow us to
directly analyse these questions.
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[1] Adolfson, S., Laséen, J., Lindé, J. & Villani, M. (2007). Bayesian estimation of an open economy DSGE

model with incomplete pass-through. Journal of International Economics, 72(2), 481–511.
[2] Antosiewicz, M., Lewandowski, P. (2014). What if you were German? DSGE approach to the Great Reces-

sion on labour markets. IBS Working Paper 01/2014.
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How wholesale fuel prices are shaped - an examination of an 
IPP pricing  

Sylwester Bejger 1Witold Orzeszko2 

Abstract. The study examines time series of wholesale prices of liquid fuels (gasoline 
and diesel motor oil) in order to assess the mechanism of creating daily prices’ levels. 
We use individual, daily price data of two major players in the Polish domestic mar-
ket. Taking into account implied pricing mechanism existing in the market, an Import 
Parity Pricing schema, we examine if both of the duopolistic players can apply such 
mechanism. The study applies nonlinear autoregressive distributed lag (NARDL) 
model specification as empirical hypothesis of pricing mechanism to account for a 
short and long run cointegrating relationship between wholesale price and its drivers. 
Nonlinearities in relationships accounts for asymmetric pass through, common in a 
supply chain of liquid fuels. As a results, we propose an implied structure of the IPP 
mechanism common for both of the players by indicating the probable reference 
(benchmark) prices and assessing the influence of PLN/USD and PLN/EUR exchange 
rates. We find significant long-run relationships for both players and all of the pro-
posed wholesale prices’ drivers. We reveal that both exchange rates are important in 
a long term but only PLN/USD exchange rate enters implied daily prices’ creation 
mechanism. Additionally, we compare dynamic adjustment paths of prices for the two 
players and show common patterns in reactions to changes in prices’ determinants.  

Keywords: dynamic econometric models, liquid fuel market, strategic pricing. 

JEL Classification: L1 L7 C22  
AMS Classification: 91B84 

1 Introduction 
The research examines strategic price interactions in the Polish wholesale motor fuel market in the context of 
determination of the most important price determinants that could enter an implied Import Parity Pricing (IPP in 
short) pricing schema. In a paper [4] the key characteristics of the refining industry, the wholesale market, the 
major players and the price’s creation mechanism have been isolated and studied. Polish liquid fuel market at 
wholesale level is a duopolistic market with two major players: Orlen Group (PKN Orlen, or PKN) and LOTOS 
Group (LOTOS). The refining industry and wholesale level of a market is highly concentrated. One of the findings 
was that the pricing mechanism of the players corresponds to the IPP formula. It should be noted that wholesale 
prices of the main fuel products are publically announced on regular basis by the two major players. The prices 
are updated daily and announced near simultaneously about midnight on the players’ web sites. As there are no 
official players’ statements on pricing formula they utilize, the task of revealing the most important determinants 
entering daily prices’ creation mechanism, corresponding with the IPP formula seems to be meaningful and im-
portant in both prescriptive (prediction of prices) and descriptive (analysis of competition) applications. 

The IPP pricing is based on the assumption that fuel for road use is a tradable good and the ex-refinery price 
depends indirectly on the price of crude and of the costs of refining at domestic refineries, but rather on the price 
that the purchaser has to pay for this product in a relevant hub plus transport costs and other relevant spreads for 
the site chosen for storage. Theoretically, the IPP is the maximum level that the domestic producers’ wholesale 
price can reach if there are no barriers to import. The IPP pricing is not an abuse of competition policy per se, but 
could foster anticompetitive practices [7]. We can point to at least two examples where the IPP pricing is officially 
described as domestic refineries’ pricing schema, namely Portugal [19] and Australia [2]. The DAF/COMP report 
[9] raises the IPP policy issues as well.  

2 Theoretical pricing mechanism and data description 
The IPP pricing formula is basically similar across different countries and industries. In order to define the IPP 
policy, one has to specify two key components – the formula itself and the reference price indices. For refining 
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industry, as in [2], the formula describes wholesale net price of fuel product as a function of reference prices and 
some other costs: 

IPP based domestic refinery price = benchmark (reference) prices + quality premium + shipping costs + wharfage 
+ insurance and loss 

Our study is focused on the most important part of the IPP policy definition - a set of benchmark price indices. 
In that context we want to answer the following research questions: is there cointegration between dependent price 
and benchmarks, which reference indices (from a commonly known set) really shape wholesale daily prices of 
refining products, are there differences in players’ pricing policies. Choosing the candidates benchmark prices we 
followed a very reach literature on refining industry in different countries ([15], [10], [11] for example) and much 
smaller set of studies on Polish refining products’ market ([6], [14], [13]). The main research hypothesis considers 
pricing model of a following, general form: 

 wholesale price of product for player i = f( exchange rate r (first benchmark); quotation of crude oil, petroleum 
product or future contract x (second benchmark), where i ∈ {LOTOS, PKN}. 

Then we selected a set of dependent and independent variables. After necessary preprocessing, the sets contains 
following elements (time series): dependent variables (domestic products): LW_P_N ( log of wholesale price of 
unleaded standard 95 octane gasoline reported by PKN in PLN/m3, without excise and fuel duty), LW_L_N (log 
of wholesale price of unleaded standard 95 octane gasoline reported by LOTOS in PLN/m3, without excise and 
fuel duty), LP_ON (log of wholesale price of standard diesel motor oil reported by PKN in PLN/m3, without 
excise and fuel duty), LL_ON (log of wholesale price of standard diesel motor oil reported by LOTOS in PLN/m3, 
without excise and fuel duty); first benchmark – exchange rates r:  LUS_X (log of PLN/USD average exchange 
rate), LEUR_X (log of PLN/EUR average exchange rate); second benchmark – quotations x LB_S (log of Brent 
crude oil spot price in USD /m3), LNYH_S (log of New York Harbor Regular Gasoline spot price in USD/m3), 
LF_1 (log of New York Harbor Reformulated RBOB Regular Gasoline Future Contract 1, in USD per m3), LD_S 
(log of New York Harbor Ultra-Low Sulfur No 2 Diesel spot price, USD per m3). Sample period is 01.01.2006 – 
31.12.2016. All of the series are transformed to 5 day’s (Mon - Fri) working week. 

General testable pricing models have the form (according to the types of products and benchmarks): 

LW_P_N or LW_L_N = f( r, x), where r is LUS_X or LEUR_X and x is one of the regressors LB_S, LNYH_S, 
LF_1; 

LP_ON or LL_ON = f( r, x), where r is LUS_X or LEUR_X and x is one of the regressors LB_S, LD_S.  

3 Methods and results 
The IPP pricing is inherently a dynamic process, though looking for the appropriate empirical model specification 
we focused on dynamic models only. Moreover, refining products’ markets are often characterized by asymmetric  
pass - through ([8], [12], or [1]) confirmed partly for Polish market either [6]. This leads to nonlinearities in pro-
cesses. Additionally an empirical specification should allow for cointegration analysis and be robust to integra-
tion’s order incompatibilities to some extent. The above factors decided about the choice of asymmetric cointe-
gration approach, proposed by Shin, Yu and Greenwood-Nimmo [20]. It uses a nonlinear auto-regressive distrib-
uted-lag (NARDL) model, whose structure derives from the ARDL(p, q) model ([17], [18]): 
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NARDL(p, q) in-levels model is a natural extension of the ARDL model (1): 
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where: ξ� =  �� −  %�&
��

� +  %�&
��

�  is the nonlinear error correction term, %� =  −
�'

(
 and %� =  −

�)

(
 are 

the asymmetric long-run parameters (long run multipliers), !*
�  and  !*

� are short-run (impact) parameters, and ρ 
is an error correction coefficient. Specification (4) allows for long and short run testing for nonlinearity and coin-
tegration. There are two tests for the existence of a stable long-run levels relationship we apply: the tBDM-statistic 
proposed by Banerjee et al. [3] which tests: H0 : ρ = 0 (no long run level relationship) and H1 : ρ < 0 and the FPSS 
statistics by Pesaran, Shin and Smith [17], which tests: H0 : ρ =  �� = �� = 0 vs. H1 : ρ =  �� = �� ≠ 0. 

3.1 Empirical examination 

Empirical examinations contains few steps in this case (usual preliminary steps, such as visual inspection of the 
series, descriptive stats, integration order testing, structural breaks testing) and final models’ selection, estimation 
and inference. However, for the sake of compactness we report only the most important results. 

For the bound testing for cointegration based on (3) the key step is an integration’s order testing. This approach 
yields consistent estimates of the long-run coefficients that are asymptotically normal irrespective of whether the 
underlying regressors are I(1) or I(0) but bound test could lead to spurious results in the presence of I(2) variables. 
Therefore the usual unit root tests - Augmented Dickey-Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-Shin 
(KPSS) were carried out to check the stationarity and number of integration order of the variables. Both tests 
showed that the processes are integrated of order 1 or 0. Visual inspection showed that the series exhibit structural 
breaks. We confirm a break in each series by a proper test and decided to check an order of integration by Perron 
[16] unit root test with structural break points. The obtained results reports Table 1: 

 

Series 
Estimated 
break date ADF t-Statistic   Prob.* 

LW_P_N 12/29/2008 -3.896 0.1950 
LW_L_N 12/30/2008 -3.707 0.2791 
LB_S 9/04/2014 -2.955 0.7103 
LNYH_S 9/29/2014 -3.230 0.5494 
LUS_X 7/14/2014 -2.806 0.7843 
LEUR_X 8/21/2008 -4.971 0.0010 
LP_ON 3/18/2009 -3.101 0.6263 
LL_ON 12/11/2009 -2.984 0.6953 
LD_S 9/03/2014 -2.849 0.7632 
LF_1 9/25/2014 -3.143 0.6008 
Test critical values: -4.949(1%),  -4.443 (5%),  -4.193 (10%) 
*Vogelsang (1993) asymptotic one-sided p-values. 

Table 1 Results of a Parron test 

The results in Table 1 indicate that all of the time series are I(1) or I(0) and we reject a null hypothesis of 
integration of higher order. 

Next we move to central part of an examination, i.e. IPP model estimation. At first we want to check how the 
exchange rates enters the pricing mechanism. To answer that question we estimated ARDL(p, q) models (1) for 
every proper sets of variables. The results shows Table 2. 

 
Depend. Var. LW_P_N 

 LB_S 
LUS_X 
ARDL(6,6,6) 

LW_P_N 
 LB_S 
LEUR_X 
ARDL(6, 6, 4) 

LW_L_N 
 LNYH_S 
LUS_X 
ARDL(7,11,6) 

LW_L_N 
 LNYH_S 
LEUR_X 
 ARDL(7, 11, 5) 

Regressor x 
Exchange rate r 
Model estimated 
Parameter Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.    Value t-Stat. Prob.    
ρ -0.019 -6.289 0.0000 -0.012 -6.244 0.0000 -0.035 -6.539 0.0000 -0.017 -6.369 0.0000 
βr 1.201 16.884 0.0000 1.765 7.703 0.0000 1.129 28.417 0.0000 1.725 12.639 0.0000 
βx 0.888 20.784 0.0000 0.817 11.005 0.0000 0.954 52.350 0.0000 0.887 18.228 0.0000 
πr 0.202 11.721 0.0000 0.015 0.600 0.5483 0.144 7.907 0.0000 0.004 0.151 0.8800 
πx 0.140 18.281 0.0000 0.119 15.224 0.0000 0.093 13.503 0.0000 0.079 10.837 0.0000 
Cointegr. tests Stat. Value    Stat. Value    Stat. Value    Stat. Value    
F_PSS 13.196   13.713   14.587   14.723   
t_BDM -6.289   -6.244   -6.539   -6.369   
Diagnostics Stat. Value Prob. Stat. Value Prob. Stat. Value Prob.  Stat. Value Prob.  
BG Ser. Cor. Test 0.169  0.917 0.226  0.878 1.129  0.336 0.517  0.671 
RESET Test 1.827  0.177 0.174  0.677 0.469  0.493 0.057  0.812 
Adj. R-squared 0.399   0.345   0.398   0.327   
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Akaike criterion -6.684     -6.598     -6.563     -6.444     

Table 2 ARDL estimation results (PLN/USD and PLN/EUR exchange rates) 

Table 2 contains results representative for a whole group of models. Parameters’ names are coherent with 
convention of equation (3), i.e. β is a long run multipliers (symmetric) and π is the parameter for a first difference, 
(not lagged) of a regressor. It shows estimates and statistics which are the most important for the study. We can 
conclude that there is significant long term relationship in each case but PLN/EUR exchange rates do not enter 
daily pricing mechanism. The models with PLN/EUR perform generally worse in a sense of usual goodness of fit 
measures and short run effects on the product prices, which are not significant. As a result of this step we decided 
to drop the PLN/EUR rate and focus on pricing models with PLN/USD exchange rate only. Following that we 
estimated 10 unrestricted NARDL (p, q1, q2, q3, q4) models, using ECM form specified in eq. (3). The results of 
estimation shows Table 3. 

 
Depend. Var. 
Regressor x 
Exchange rate  
Model estimated 

LW_P_N 
LB_S 
LUS_X 
NARDL(6,6,6,5,6) 

LW_L_N 
 LB_S 
LUS_X 
NARDL(6,6,6,4,6) 

LW_P_N 
 LNYH_S 
LUS_X 
NARDL(6,7,7,4,6) 

LW_L_N 
 LNYH_S 
LUS_X 
NARDL(7,7,8,4,6) 

LW_P_N 
LF_1 
LUS_X 
NARDL(6,7,7,5,6) 

Parameter Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   
ρ -0.020 -6.49 0.000 -0.022 -6.51 0.000 -0.055 -9.59 0.000 -0.059 -9.22 0.000 -0.019 -7.29 0.000 
βr

− 1.133 7.12 0.000 1.086 7.49 0.000 0.832 13.40 0.000 0.830 13.22 0.000 1.221 6.35 0.000 
βr

+ 1.155 8.22 0.000 1.117 8.74 0.000 0.884 17.94 0.000 0.884 18.03 0.000 1.173 7.51 0.000 
βx

− 0.849 12.26 0.000 0.829 11.74 0.000 0.866 33.98 0.000 0.865 34.33 0.000 1.074 12.93 0.000 
βx

+ 0.838 11.28 0.000 0.814 10.84 0.000 0.849 29.04 0.000 0.848 28.89 0.000 1.099 11.33 0.000 
πr

− 0.179 5.38 0.000 0.163 4.58 0.000 0.117 3.62 0.000 0.086 2.48 0.013 0.128 3.84 0.000 
πr

+ 0.223 7.51 0.000 0.177 5.58 0.000 0.208 7.20 0.000 0.171 5.52 0.000 0.226 7.59 0.000 
πx

− 0.114 8.10 0.000 0.114 7.60 0.000 0.104 9.29 0.000 0.116 9.58 0.000 0.108 7.76 0.000 
πx

+ 0.168 12.20 0.000 0.140 9.52 0.000 0.083 6.90 0.000 0.078 6.05 0.000 0.108 7.32 0.000 
Cointegr. tests Stat. Value Stat. Value Stat. Value Stat. Value Stat. Value 
F_PSS 8.658 8.690 18.97 16.98 10.61 
t_BDM -6.494 -6.511 -9.586 -9.076 -6.461 

Diagnostics Stat.Value  Prob. Stat. Value Prob. Stat.Value  Prob. Stat. Value Prob. Stat. Value Prob. 
BG Ser. Cor. Test 0.480  0.696 1.719  0.161 0.881  0.450 1.682  0.169 0.473  0.701 
RESET Test 1.075  0.300 0.251  0.616 0.666  0.415 0.052  0.820 3.198  0.074 
Adj. R-squared 0.401   0.387   0.418   0.405   0.400   
Akaike criterion -6.68    -6.55     -6.71     -6.57     -6.68     

Table 3 NARDL estimation results 
Depend. Var. 
Regressor x 
Exchange rate 
Model estimated 

LW_L_N 
 LF_1 
LUS_X 
NARDL(6,7,7,4,6) 

LP_ON 
 LB_S 
LUS_X 
NARDL(5,8,6,6,8) 

LL_ON 
 LB_S 
LUS_X 
NARDL(2,7,6,4,6)  

LP_ON 
LD_S 
LUS_X 
 NARDL(5,7,7,6,9) 

LL_ON 
 LD_S  
LUS_X 
NARDL(2,9,7,4,6) 

Parameter Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   Value t-Stat. Prob.   
ρ -0.020 -6.99 0.000 -0.025 -7.43 0.000 -0.022 -7.09 0.000 -0.030 -6.85 0.000 -0.029 -7.05 0.000 
βr

− 1.206 6.27 0.000 0.636 4.58 0.000 0.595 4.03 0.000 0.804 10.02 0.000 0.810 9.34 0.000 
βr

+ 1.163 7.60 0.000 0.703 5.72 0.000 0.670 5.25 0.000 0.794 10.85 0.000 0.799 10.34 0.000 
βx

− 1.070 13.41 0.000 0.828 21.81 0.000 0.807 21.23 0.000 0.829 25.93 0.000 0.825 26.49 0.000 
βx

+ 1.093 11.51 0.000 0.798 18.05 0.000 0.773 16.97 0.000 0.842 23.65 0.000 0.838 23.51 0.000 
πr

− 0.108 3.04 0.002 0.170 6.05 0.000 0.150 5.62 0.000 0.151 5.36 0.000 0.125 4.70 0.000 
πr

+ 0.186 5.83 0.000 0.186 7.38 0.000 0.196 8.26 0.000 0.185 7.34 0.000 0.206 8.72 0.000 
πx

− 0.119 8.00 0.000 0.126 10.40 0.000 0.117 10.25 0.000 0.109 8.47 0.000 0.117 9.63 0.000 
πx

+ 0.091 5.76 0.000 0.126 10.75 0.000 0.120 10.87 0.000 0.090 7.00 0.000 0.103 8.42 0.000 
Cointegr. tests Stat. Value   Stat. Value  Stat. Value  Stat. Value  Stat. Value 
F_PSS 9.761 11.86 10.74 9.638 10.23 
t_BDM -6.203 -7.425 -7.095 -6.847 -7.046 
Diagnostics Stat. Value    Prob. Stat. Value    Prob. Stat. Value    Prob. Stat. Value   Prob. Stat. Value   Prob. 
BG Ser. Cor. Test 1.991  0.113 0.518  0.670 1.114  0.342 1.832  0.139 0.478  0.698 
RESET Test 2.101  0.147 1.150  0.284 1.114  0.291 4.658  0.031 4.974  0.026 
Adj. R-squared 0.386   0.418   0.460   0.414   0.464   
Akaike criterion -6.54     -7.03     -7.13     -7.03     -7.14     
F_PSS, t_BDM: F-statistics of F_PSS and t-statistics of t_BDM bound testing approach, the critical values for Case 3 unrestricted intercept, 
no trend, k = 4 and usual significance levels: F-stat.: I(0); I(1) -> 1%, 3.74; 5.06; 5%; 2.86; 4.01; 10%;2.45;3.52; t-stat.: I(0); I(1) ->  
1%; -3.43; -4.6; 5%; -2.86; -3.99; 10%; -2.57; -3.66. 
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Table 3 NARDL estimation results (cont.) 

Discussing results contained in Table 3 we have to remember that 12
� = 	−

34
'

(
, 12

� =	−
34
)

(
 are the asymmetric 

long run parameters for PLN/USD exchange rate, 15
� =	−

36
'

(
, and 15

� =	−
36
)

(
	are the assymetric long-run param-

eters for a regressor x,  72
�, 72

�, 75
�, 75

� are parameters capturing the most direct short-run impact of regressors and 
ρ is an error correction coefficient. In all of the models the values of statistics of the F_PSS and t_BDM tests allow 
us to reject the null hypothesis of no-cointegration. The values of the estimated coefficients playing a key role in 
a research, i.e. the error correction coefficients, the long-run parameters and the impact parameters (capturing the 
most direct short run transmission) are significant at 1% level. Comparing the results for two estimated ARDL 
models with the PLN/USD exchange rate (Table 2) and the results of Table 3 one can see that NARDL models 
perform generally better than ARDL in terms of goodness of fit. This is the case for the whole set of models. 
Estimated models exhibit no serial correlation in error terms and stability (except models with LD_S regressor). 
In almost all of the cases we observe that πr > πx (regardless of the sign). It shows that PLN/USD exchange rate 
enters daily pricing mechanism. Analyzing a set of benchmarks for unleaded standard 95 octane gasoline we find 
models with LNYH_S performing the best, either in terms of goodness of fit and speed of adjustment to an equi-
librium in one day. Future contract and Brent crude quotations influence the wholesale prices of gasoline in a long 
run and probably do not enter IPP in a daily formula. In a case of the models for diesel oil’s pricing the NYH Ultra-
Low Sulfur No 2 Diesel spot price seems to be better benchmark, unfortunately both models with that regressor 
lack of stability. Moving to strategic comparison (between players) we can observe significant differences in the 
short term parameters for the PLN/USD exchange rate in all of the cases. Dynamic multipliers depicted in Figure 
1 shows some differences as well. The models for both players differ in terms of the statistical properties either. It 
drives us to the conclusion that the implied IPP formulas of both major players could contain the same benchmarks 
but differ on a level of a formula construction.  

 

Figure 1 Dynamic multipliers 

4 Conclusions 
In this paper we analyzed individual daily price data of the two major players (with cumulative market share of 
90%) in a Polish fuel market on a wholesale level of distribution to examine the IPP mechanism of prices’ creation. 
Referring to the research questions formulated at the start, we can conclude that a significant long-run relationship 
exists in the cases of all of the examined benchmarks and the wholesale products. The NARDL models consisting 
dynamic long and short run asymmetry occurred to be superior to the symmetric ARDL models, in terms of the 
usual information criterions and goodness of fit. We showed that the PLN/USD exchange rate enters the implied 
daily pricing formula as a main price driver, which is coherent with the IPP hypothesis. The PLN/EUR exchange 
rate influences the products’ prices in a long term. The IPP mechanism of price creation seems to be confirmed in 
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a case of regular 95 octane gasoline and the models with a NYH gasoline spot price benchmark, which occurred 
to be superior to the others and reveals similar dynamics for both PKN and LOTOS in transmitting the NYH 
gasoline price changes. This suggests that the NYH spot price or a similar quotation (maybe more appropriate for 
Central Europe market) could be probable IPP factor. Strategic behavior of both of the players for this benchmark 
can be consistent with the focal price equilibrium of a strategic game showed in Bejger [5]. We found evidences 
that a diesel spot price could be a better benchmark for the IPP schema than a Brent spot price in a case of motor 
diesel oil prices’ creation, however there is strong need to use a quotation from ARA hub because of instability of 
estimated models. Finally, it seems that implied IPP formulas of both major players could contain the same bench-
marks but differ on a level of a formula specification. 
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Modeling of e-shop selection processes the presence of price 

comparison sites 
Ladislav Beranek1, Radim Remes2 

Abstract. A price comparison website is one of successful online business applica-

tions. They offer to users (e.g., Heureka.cz or Zbozi.cz) a possibility to provide them 

with an overview of prices of some product in various e-shops including reputation of 

these e-shops, thereby they also influence consumers' perceptions of the risks associ-

ated with online shopping. The aim of our paper is to present a model that would 

model the basic processes of the choice of certain e-shop if a user uses one of the price 

comparator site. We use Dempster-Shafer theory to the modelling of this process. Our 

model should predict users' selection of certain e-shop. While the product is recom-

mended based on a recommendation system (or other, e.g., social network), e-shop is 

chosen based on a price of this product and reputation of this e-shop outlined in price 

comparison site. We use data collected from performed experiment to verify our 

model. It follows from a comparison that the model has good predictive abilities. 

Keywords: E-commerce, Mathematical model, Price comparison site, Dempster-

Shafer theory. 

JEL Classification: D85, L81 

AMS Classification: 90B60 

1 Introduction 

Simultaneously with the development of e-business, related business applications have been developed and 

many new approaches have been widely used as for example recommendation systems or other. Price comparisons 

that allow comparison of prices in different online stores are the most successful. These sites are also known as 

price comparisons, shopbots, or internet buying agents. Buyers online use them to obtain information about the 

price or the relevant stores. They reduce buyer search costs and help them make decisions by providing price 

comparison information that is rarely found in the context of physical retail purchases [6]. Compare pricing pages 

were mainly surveyed in terms of the impact of price comparison pages on the price of products and services and 

the sensitivity of online shoppers to the price [15, 11]. Degeratu et al. [8] states that the existence of price compar-

ison sites increases price competition and buyer price sensitivity. We can look at e-commerce also as a network. 

Social and business networks are increasingly important areas of re-search in many disciplines [8, 9, 10]. However, 

stable equilibrium and models have focused primarily on this, while their dynamics and productivity have gained 

limited attention on research. One of the main tasks is to better understand, anticipate and control their dynamics, 

including how they form, develop and shape their behaviors and performances [1, 12, 13]. Enough progress has 

been made in e-commerce applications so far, and e-commerce plays a very important role in the economy. A 

large number of buyers and sellers cooperate with each other via web site transactions [2, 3, 5]. These interactions 

support development and shape complex e-commerce market structures. Getting a deep look at e-commerce re-

search has a deep and lasting significance. 

Our paper presents a model that would outline the basic processes of online shopping if the user uses one of the 

price comparators. The problem description is as follows. The customer is looking for a specific product (such as 

a robotic vacuum cleaner) he has heard from acquaintances, from social networking friends, etc. A specific product 

can also be recommended to him/her by a recommendation system on a website or on a specific e-shop site. The 

customer gets a certain idea of the products he has at his disposal. He/she may also have a preference of a certain 

brand, for example iRobot when he/she buy robotic vacuum cleaner. He/she wants to buy this product at the lowest 

price. He therefore clicks on the website of a price comparison site (Heureka.cz). He/she selects chosen product 

and finds a range of e-shops selling the product. Offers of e-shops are sorted by price, lowest to highest. For each 

e-shop, ratings of previous customers are displayed. The customer chooses now e-shop according the price and 

rating of this e-shop and then buys the chosen product in this e-shop (Figure 1, Phase i). In real life, people often 

resort to friends in their social networks for advice before purchasing a product or consuming a service (Figure 1, 

Phase ii). We will model the Phase ii (Figure 1) by the diffusion: resources are transferred from users to their 
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friends in social network and redistributed among items’ neighboring users in user-e-shop bipartite network, 

friends in social network will influence the final selection of certain e-shop. The phase i is modelled with the help 

of belied function theory (Dempster-Shafer theory [14]), the influence of friends in social network is modelled as 

correction of resulting belief function. 

 

Figure 1 The e-shop selection process 

The article is structured as follows: Section 2 briefly reviews the used methods with some definitions that we use 

throughout this article. Algorithmic details can be found in Section 3. Section 4 describes the experimental proce-

dure and results, followed by conclusions in Section 5. 

2 Methods 

Basic Notions of Dempster-Shafer theory 

Considering a finite set referred to as the frame of discernment , a basic belief assignment (BBA) is a function 

m:  2 → [0,1] so that                                              ( ) 1
A

m A


 ,             (1) 

where m() = 0, see [14]. The subsets of 2 which are associated with non-zero values of m are known as focal 

elements and the union of the focal elements is called the core. The value of m(A) expresses the proportion of all 

relevant and available evidence that supports the claim that a particular element of  belongs to the set A but not 

to a particular subset of A. This value pertains only to the set A and makes no additional claims about any subsets 

of A. We denote this value also as a degree of belief (or basic belief mass - BBM). 

Shafer further defined the concepts of belief Bel(‧) and plausibility Pl(‧), see [14]. A BBA can also be viewed as 

determining a set of probability distributions P over  so that Bel(A) ≤ P(A) ≤ Pl(A). It can be easily seen that 

these two measures are related to each other as Pl(A) = 1 − Bel(¬ A). Moreover, both of them are equivalent to m. 

Thus one needs to know only one of the three functions m, Bel, or Pl to derive the other two. Hence we can speak 

about belief function using corresponding BBAs in fact.  

Dempster’s rule of combination can be used for pooling evidence represented by two belief functions Bel1 and 

Bel2 over the same frame of discernment coming from independent sources of information. The Dempster’s rule 

of combination for combining two belief functions Bel1 and Bel2 defined by (equivalent to) BBAs m1 and m2 is 

defined as follows (the symbol  is used to denote this operation): 

1 2 1 2

1
( )( ) ( ) ( )

1 B C A

m m A m B m C
k  

  


 ,    (4) 

where     




CB

CmBmk )()( 21
.      (5) 

Here k is frequently considered to be a conflict measure between two belief functions m1 and m2 or a measure of 

conflict between m1 and m2 [14]. Unfortunately, this interpretation of k is not correct, as it includes also internal 

conflict of individual belief functions m1 and m2 [7]. Demspter’s rule is not defined when k = 1, i.e. when cores 

of m1 and m2 are disjoint. This rule is commutative and associative; as the rule serves for the cumulating of be-

liefs, it is not idempotent.  

3 Belief Function Correction 
The combination rule is usually denoted as the orthogonal sum of belief values; in other words, the combination 

of belief from evidence A and belief from evidence B is denoted as BelA,B = BelA  BelB. Therefore, the global 

belief of A can be represented as Bel(A) =  Beli, for all pieces of evidence that supports A. To illustrate the 

concepts, consider a subset X  2 and evidence E1 that yield a set of values represented by mE1({x}), mE1({ x}), 

and mE1({x, x}) (we can this last term also write down as mE1() for  is the frame of discernment which has 
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two elements  = {x, x}). Suppose that evidence E1 may provide, in general, some support that X is true, i.e., 

event x occurs, or some support that X is not true, i.e., event x occurs. In terms of the mass function, the BBAs 

for x and  x are mE1({x}) and mE1({ x}), respectively. Lack of knowledge about whether x occurs or not is 

represented by mE1({x, x}). The sum of the three values is one. i.e., mE1({x}) + mE1({ x}) + mE1({x, x}) = 1. 

We can further assume that evidence E1 is either reliable with probability 0.9 or unreliable with probability 0.1. 

Now, we can use fraudulent seller behavior as an example [4]: suppose that evidence E1 supports that seller i sells 

stolen goods is with 100% certainty. Considering E1’s reliability, E1 gives 0.9 degree of belief for supporting that 

bidder i is a fraudulent seller (i.e., mE1({x}) = 0.9), but zero degree of belief that seller i is honest (i.e., mE1({ x}) 

= 0) because the evidence does not support seller i is honest. The remaining degree of belief (0.1) is due to the 

uncertainty, i.e., mE1({x,  x}) = 0.1.   

Belief function correction. When receiving a piece of information represented by a belief function, some 

metaknowledge regarding the quality or reliability of the source that provides some information can be available. 

In the following paragraphs, we describe briefly some possibilities how to adjust the information according to this 

metaknowledge. 

Discounting. To handle the lower reliability of information sources, a discounting scheme has been introduced by 

Shafer [14]. It is expressed by equations: 

(1 ) ( )         if 
( )

(1 ) ( )  if 

m A A
m A

m A




 

 
 

   

,    (6) 

where [0,1] is a discounting factor and ( )m A
denotes the discounted mass of m(A). The larger  is, the more 

mass m(A) is withdrawn from A    and assigned to the frame of discernment . 

Thus, the principle of discounting is transferring parts of basic belief masses BBMs of all focal elements which 

are proper subsets of the frame of discernment to the entire frame. This process is the result of additional 

information which indicates that the source is not entirely reliable. The transfer of BBMs from a source to the 

framework reflects an increase of the degree of uncertainty of the data that the source produces. 

De-discounting (reinforcement). In some cases we need to perform an opposite operation, e.g., transfer parts of 

basic belief mass (BBM) from the entire frame to all focal elements. This can be the result of a situation when we, 

for example, obtain information that the source of the information is more reliable than we had anticipated at the 

beginning. We can then re-compute m by reversing the discounting operation [4]. We denote this operation as 

reinforcement (or de-discounting): 
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where [0, ( )]m  . We denote here  as a reinforcement coefficient. The result of maximal de-discounting is 

the totally reinforced belief function. It is noted trm and defined as follows: 
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The scenarios associated with this idea can often be found in the multi-evidence pooling systems, where decisions 

are made based on a set of existing pieces of evidence and the corresponding confidence in (or evaluation of) these 

pieces of evidence. Evidence and corresponding confidence may be elicited in different manners, e.g., drawn by 

different experts, or based on different viewpoints. 

4 The suggestion of the model of e-shop selection processes the presence of 

price comparison sites 
Suppose there are some categories of products (e.g., robotic vacuum cleaners that are manufactured by different 

companies and may have different functions). Let’s denote the set of users U = {U1, U2, ..., Un}, we suppose that 

these users have some referrals from friends, from recommendation systems from various information sources, or 

they prefer different brands of seeking item (robotic vacuum cleaner). 

We further expect that this product is sold in various e-shops (the number of e-shops is m) at a price pj. The price 

of delivery may also be important for users. It may vary depending on the price of the product. We include the 

price of delivery to the price of a product. Each e-shop is rated by customers after performed previous transactions 

with a certain number of points. This rating is available for other users to decide whether they will buy products 
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in certain e-shop or not. We can express these rating (preferences of e-shops) using a matrix mnijrR  )( where rij 

represents user’ (j) preferences (expressed by a certain number of points, for example in range 1 - 5) given to this 

e-shop (i).  

The total number of point each for each of m e-shops is: 






n

j

jii rd

1

                                                                                 (10) 

We have two parameters influencing the shopping behavior: the price of product and the reputation of e-shop 

expressed by the number of points obtained by various customers after previous transaction. We will combine 

these two parameters with the help of Dempster-Shafer theory [14]. 

We will express belief functions for the price parameter and for the reputation of e-shop. 

 

Price parameter 

This parameter shows how the shopping behavior of customers is influenced by the price. The respective belief 

functions have the following form:       
i

ip
p

p
buym min})({ 

 
0})({  ip buym

      (11)
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where α is the weight of this evidence. We can intuitively read this weight as a reliability of this evidence, pi is 

the price in the i-th e-shop, pmin is the minimal price at which the product is sold in respective e-shops. With this 

equation, we have expressed the tendency to purchase the product on the basis of the price. Usually, the lower 

the price the higher the temptation to buy the product in the i-th e-shop. At the same time, we assume that the 

equation is reflecting the temptation to buy the product, it does not show the reluctance to buy goods from the i-

th e-shop, i.e. mp({¬buyi}) = 0.   

 

Reputation parameter  

This parameter shows how is the affection of customers to buy goods in the i-th e-shop is influenced by the repu-

tation of respective e-shop. The belief functions have the following form: 
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where di  is the total number of point each for each of m e-shops, dmax is the maximum pints assigned to some e-

shop and where β is the weight of this evidence. With this equation, we have expressed the tendency to buy the 

product in a particular e-shop based on the good reputation of this e-shop. Usually, the better the reputation of 

the e-shop expressed by the number of points assigned to this e-shop by customers according their satisfaction 

with previous transactions. At the same time, we assume that the equation is reflecting the tendency to buy the 

product in certain e-shop, it does not show the reluctance to buy goods from the i-th e-shop, i.e. mR({¬buyi}) = 0. 

 

The selection of e-shops without the influence of social network 

Once we obtain the belief functions, we combine them in a consistent manner to get a more complete assessment 

of what the whole group of signs indicates. The combination of belief functions is done with the help of the 

Dempster’s combination rule, see equation (4). We express the assumption that customer will buy certain prod-

uct chosen by him/her in previous stage belief functions m({buyi}) in some e-shop i. We calculate the value 

m({buyi}) using the combination (see equation 4) of single belief functions expressing appropriate evidence for 

every of i e-shop: 

m({buyi})=(mp  mR)({buyi})        (13) 

We obtained the vector of m({buyi}) values as recommendation for user U to by certain product in m e-shops.  

The selection of e-shops with the influence of social network 

We use diffusion-based method called Network-Based Inference(NBI) [16] for the description of the influence of 

social network on decision making of some customer when he/she chooses an certain e-shop. For any customer ui, 

all his e-shops j under his consideration oj (1 ≤ j ≤ n) are sorted in the descending order. Then, we have defined 

the reinforcement (discount) coefficient γi based on the approach in [16] as follows: 

𝛾𝑗 =∑ 𝑤𝑗𝑙𝑎𝑙𝑖
𝑛

𝑙=1
      (14) 
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We can the calculate the resulting belief about the choice of certain e-shop i m(buyj) by using the equation: 

𝑚𝑅({𝑏𝑢𝑦𝑗})
=

𝑚({𝑏𝑢𝑦𝑗})

1−𝛾𝑗
                                     (15) 

Now, we create for any customer ui, all his e-shops j under his consideration oj (1 ≤ j ≤ n) sorted in the new 

descending order. Those e-shops with highest value of final resource are chose also on the basis of interaction 

with members of his social network. 

 

Evaluation 

In order to evaluate the accuracy and efficiency of recommendation algorithm we defined an evaluation criterion 

as follows: 






n

i
L

N

n
AC

1

1 ,                                                                                   (16) 

where n is the number of customers, L is the length of the list of e-shops taking into consideration in experiments 

(less than the total number of e-shops available) and N is the number of correctly determined e-shops in the list of 

e-shops. 

5 Research results 

5.1 Data set description 

In this paper, we used data obtained by experiments with the group of 58 students. They were told to buy certain 

product with the use of price comparison site Heureka.cz for this purchase. They had to proceed like in real situa-

tion, to consider price and reputation of e-shops. Then, they had to written a list of e-shops in the order in which 

they would wanted to buy certain product from these e-shops. They had a task to estimate the influence of peer in 

social network when choosing some e-shop.  

On Heureka.cz, users grade e-shops using integers from one to five, which one stands for “extremely don’t like” 

and five stands for “extremely like.” We randomly divided the data set into two parts: 80% is the training set, 

and 20% is the testing set. To ensure the experimental results are accurate, all experiments were carried out with 

a fivefold cross validation test. 

5.2 Experiment results 

Taking reality into consideration, we could also assume the length L of the list of e-shops to be 5. We used the 

training set and the testing set to measure α and β by varying them from 0.0 to 1.0 step by 0.1 to see the values of 

AC. The aim was to determine values of α and β.  

 

            

Figure 2 Value of AC criterion by varied α and β  (Source: Own processing) 

We have determined the best values α and β as following: α = 0.98, β = 0.89 (see Figure1). Gamma values were 

quite different for individual students and e-shops in the range of about 0.65 to 1.39. However, the accuracy of the 

forecast was fairly good, around 90%. 

6 Conclusions 

We have suggested a model of e-commerce processes in the presence of a price comparison site. Experimental 

results on the group of students show accuracies of the proposed method. The accuracy of our model is sensitive 

to both amount of data and the length of list of e-shops.  Our model can be useful at prediction of shopping behavior 

of customers in the presence of a price comparison site. In this paper, we focused mainly on the last part of the 

modeling process, where we used the belief function theory. However, it is clear, that the graph approach brings 

advantages over other methods as it also allows the expression of relationships between individual actors in the 
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field of e-commerce. Therefore, we want to focus on the use of network methods in the presented model in our 

next work. 

A significant challenge for inference with networks is the available information is only an approximation of peo-

ple's relationships and preferences. For use of social networks in e-commerce, the network information could be 

incomplete and out of date, that is, noisy. Thus, in practice, evaluating the usefulness of network-based inference 

for e-commerce requires understanding the consequence of errors in the data. Fortunately, mechanisms relying 

on aggregated information from social networks are somewhat robust: performance degrades gradually rather 

than abruptly with noise. In such cases, estimates of consumer interests based on approximate network infor-

mation is beneficial compared to not using the information at all. Evaluating the amount of noise in online net-

works and its effects on mechanisms relying on those networks is an important direction for future work. 

A further challenge arises from the using real networks data about e-commerce. While available online networks 

can include thousands or millions of users, and thus give strong statistical correlations, detailed information on 

why users form links is usually lacking. Thus, it is difficult to distinguish links arising from prior similarity from 

influence of linked individuals creating similar preferences. In our future work, we want to explore further in-

sight into the network of interest and make a more dynamic analysis of the network possible. 
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Age structure effects and consumption in the V4 countries 
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In this paper, the effects of a changing age distribution on aggregate consumption 

are analysed empirically. Growth in the number of older persons is a global phe-

nomenon and do not omit countries of the Visegrad Group (V4). The analysis is 

done by estimating consumption functions of V4 countries which controls for age 

structure effects. The Life-Cycle Hypothesis posits that the main motivation for bor-

rowing and saving is to smooth the consumption during different phases of people’s 

life. Modigliani and his collaborators claim that individuals’ consumption and sav-

ing behaviour are functions of their age; an individual borrows as young, saves as 

middle-aged and dissaves when old. Cross-country regressions regularly find that 

propensity to consume is higher when the population share of the elderly and chil-

dren is high. The ‘dependency ratio’, defined as the number of children and retired 

persons to those of working age, is used to represent changes in the age structure, 

time series are annual. Time series for the economic variables consumption, income 

and wealth are quarterly and they cover the period from 2002(1) to 2017(4).  

Keywords: Age structure, consumption, time series, Visegrad Group (V4) countries. 

JEL Classification: C01, C32, E12, E21 

AMS Classification: 91B15, 62P20, 62M10, 91B42 

1 Introduction 

Private consumption represents an essential part of aggregate demand and accounts for about two-thirds of the 

nation’s Gross Domestic Product (OECD [22]). Not only due to this fact private consumption has been pleased 

with a substantive interest of economists, businessmen and politicians. The consumption of households includes 

both economic and social dimension. From the economic point of view at the microeconomic level, consumption 

encompasses all goods and services that meet the needs of consumers limited by their incomes. At macroeco-

nomic level, consumption defines an important component of GDP as mentioned above. Consumption examin-

ing is also indirectly beneficial in the area of household savings analysis, as household income can be divided 

between consumption and savings. From a social point of view, private consumption is crucial for assessing 

living standards in conjunction with information on wealth and income (Stiglitz et al. [26]). The relationship 

between disposable income, consumption and savings is important and affects the overall economic climate, 

therefore there is a long tradition of studying the connection. The list of the variables that influence consumption 

together with the direction and magnitude of their effects presents the consumption function. Throughout history 

a large number of alternative hypotheses have been formulated. 

Modigliani and Friedman introduced forward looking assumption in consumption function. Modigliani and 

Brumberg [21] proposed a Life-cycle Consumption Hypothesis (LCH) and stated that consumers save to smooth 

consumption over a lifetime. Further, Friedman’s [13] Permanent Income Hypothesis (PIH) says consumption 

only depends upon the shock in the permanent part of income but not in transitory income. 

LCH predicts that the age composition of the population affects consumption and savings. The aim of this 

this paper is to investigate empirically whether changes in the age structure of the population affect aggregate 

consumption of countries belonging to the Visegrad Group. The econometric model of the consumption function 

which takes the age structure effects into account is developed. 

The paper is organized as follows: section 2 brings a brief overview on the theoretical approach to consump-

tion function intent on Life-cycle Consumption Hypothesis and the recent literature discussion in the context of 

age structure. Section 3 introduces data and methodology. The results of the empirical analysis are presented in 

section 4. Section 5 is dedicated to conclusions of the analysis. 
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2 Literature overview 

Consumer spending is the largest single expenditure category in the final demand for goods and services, ac-

counting for about two-thirds of gross domestic product (GDP). For the reason households’ choice of how much 

of their income to consume and save is one of the most discussed literature topics in macroeconomics. A clear 

understanding of the underpinnings of consumer spending is a valuable asset for central bankers and policymak-

ers (Chatterjee [6]). Along the years a large number of alternative hypotheses have been formulated and model-

ling of consumption function can be considered a constantly evolving process. 

One of the most influential theories by far is The Life-Cycle Hypothesis (LCH), first developed by Modi-

gliani and Brumberg [21]) and later extended by Ando and Modigliani [1]. LCH is based on the assumption that 

households plan their consumption at the horizon of their life-span. The early empirical tests of the LCH were 

tests of whether wealth and the interest rate explained consumption better than current disposable income. Con-

sumer’s spending is funded by the lifelong working income and the initial wealth. The working income is in 

terms of this theory changing in a predictable way, depending on the different stages of the life-cycle (Parker 

[23]). The main limitations of the consumers are the length of their lives and the resources available over their 

lives. The basic factor affecting the relationship between consumption expenditure and income is the age of an 

individual – people make intelligent choices about how much of their income they want to spend at each age. In 

the young adulthood and retirement phases, when the received income is low, consumption patterns are main-

tained through recourse to borrowing or by drawing down past savings. Consequently, in these phases of the life 

cycle, consumption is a high proportion of income. As regards the middle phase, when income tends to be rela-

tively high, savings are built up to finance post-retirement consumption with the result that a smaller proportion 

of income is consumed in this phase (Deaton [7]), (Bayar and Mc Morrow [3]). 

The relationship between saving and the age-structure of the population is also a current topic of debate. 

Cross-country regressions regularly find that aggregate saving rates are lower when the population share of the 

elderly and the population share of children are high. Such regressions have strong negative predictions for cur-

rently high saving countries whose populations are aging, particularly countries in South and East Asia (Deaton 

[7]). 

The aggregate consumption function of the LCH is not very different in practice from those developed from 

other approaches, particularly Milton Friedman’s PIH [13]. Changes in current income influence changes in 

current consumption only to the extent that such changes can be regarded as being permanent and consequently 

justify a recalculation of lifetime consumable resources. In the event of temporary income gains, the consump-

tion impact is likely to be small. Both hypotheses are seen as complementary. PIH for the main emphasize the 

way individuals shape expectations of their income and LCH focuses primarily on the role of demographic vari-

ables in consumer decision-making. 

The share of older persons in the total population will increase significantly in the coming decades, as a 

greater proportion of the post-war baby-boom generation reaches retirement. Nowadays the numbers of elderly 

are increasing in European countries and the share of older persons in the total population will even increase 

significantly in the coming decades. The proportion of people of working age is shrinking while the relative 

number of those retired is expanding (Eurostat [11]). Will the ageing of V4 countries bring down its saving rate 

and bring its growth to a halt? The link between the propensity to consume or savings rate and age distribution 

with focus on the issue whether the elderly dissave, has been widely explored in the empirical literature.  

Economic theory suggests that the changes in the age structure of the population affect macroeconomic vari-

ables such as aggregate consumption and the savings rate. Studies based on aggregate macroeconomic data usu-

ally confirm the predictions of the LCH. Many recent studies have been motivated by the observed reduction in 

consumption following retirement, spotted in many industrialised economies (Banks et al. [2]), (Bernheim et al. 

[5]).  

Heien [15] Masson et al. [20], Horioka [17], Higgins [16], Gourinchas [14], Senesi [25], Erlandsen and 

Nymoen [10] and Kuhn and Prettner [19] have found out that share of savings decrease or share of aggregate 

consumption rises when the share of elderly persons in the population increases. Fair and Dominguez [12] have 

specifically found that prime-age people consume less relative to their income than other age groups on US data 

what is in line with the predictions of the LCH. Heien [15], who has estimated a multiperiod consumption func-

tion on annual U.S. data, has also reported a significant relationship between the age structure of the population 

and consumption of non-durables and services. Berg [4] has investigated the relationship between the population 

age distribution and consumption on Swedish annual data. He has concluded that different age shares of the 

population have significant effects on the demand because of private consumption and reported that the estimat-

ed coefficients of the different age shares variables are consistent with the predictions of the LCH. 

Age structure effects and consumption in the V4 countries
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Not all studies found significant age composition effects. Denton and Spencer [8] have not supported the idea 

that age distribution of the population influence consumption significantly. Eguia and Echevarria [9] have stud-

ied the effect of population age distribution upon private consumption expenditure in Spain following the meth-

od in Fair and Dominguez [12]. They have discovered that the pattern of the coefficients of the demographic 

variables is not consistent with the LCH: instead of showing a stable level of consumption throughout the life 

cycle, younger and elderly individuals consume the least; middle aged individuals spend the most. The research 

in Serbia (Radivojević and Vasić [24]) has also shown that household head age is a significant factor in the for-

mation of the total amount and structure of household consumption. The age of the household head has a direct 

influence on household income level and determines aff ects on the level and structure of household consump-

tion. 

3 Data and methodology 

The research is based on the regression analysis using quarterly data of Visegrad Group countries covering the 

period from 2002(1) to 2017(4). In national accounts, final consumption expenditure of households denotes 

expenditure on goods and services that are purchased and paid for by households. It is an indicator describing the 

material welfare of households. In order to estimate real private consumption, following explanatory variables 

are used: 

 gross domestic product (W), 

 compensation of employees (Y), 

 dependency ratio (AGE), 

 real interest rates (IR). 

Real GDP denotes a proxy of wealth. GDP is the central measure of national accounts, which summarises the 

economic position of a country. GDP using chain-linked volume in million euro (real terms, price level of 2010) 

is intended to allow comparisons of the economic development both over time and between V4 economies. 

Wealth is considered to be one of the most important determinants of consumption expenditures from the per-

spective of the LCH. If the LCH is approved, then real GDP as a proxy of wealth should manifest a positive sign. 

Compensation of employees signs a proxy of current income. It is defined as the total remuneration, in cash 

or in kind, payable by an employer to an employee in return for work done by the latter during the accounting 

period. Compensation of employees consists of wages and salaries and of employers’ social contributions. The 

data are expressed using quarterly figures chain linked volume in million euro (price level of 2010). If current 

income is significant while lagged insignificant, it is in accordance with Keynes’ Absolute Income Hypothesis 

[18], not LCH. 

The age structure variable the ‘dependency ratio’, defined as the number of children (population aged 0-19) 

and retired persons (population aged 60 and more) to those of working age (population aged 20–59), is used to 

represent changes in the age structure. Age structure variable is included as follows: 

𝐴𝐺𝐸𝑡 = (
population aged 0 − 19 + population aged 60 and more

population aged 20– 59
) 

Given the prediction that young and old persons save less (consume more) relative to their income than middle 

aged population, AGE is expected to enter the consumption function with a positive coefficient. 

Another variable that may influence consumption in the long run is the real interest rate. Real interest rates 

are connected with the possibilities deriving from financial market as lending and borrowing. However, there 

may also be substitution effects from interest rate changes; an increase in real interest rates makes consumption 

today more expensive relative to tomorrow’s consumption; hence, consumption is expected to decline, savings 

are more attractive. However, higher interest rates increase financial wealth and even a positively signed coeffi-

cient can result. 

The purpose of the empirical model is to look at the eff ects of population ageing on household consumption, 

including other factors that might also aff ect the consumption expenditures of households of V4 countries. The 

regression model based on the abovementioned theoretical and empirical studies of consumption function is 

specified by following relationship:  

𝐶𝑡 = f(𝑊𝑡 , 𝑌𝑡 , 𝐴𝐺𝐸𝑡 , 𝐼𝑅𝑡) 

For seasonal adjustment the TRAMO analysis is used. TRAMO/SEATS is recommended by ESS Guidelines on 

Seasonal Adjustment and officially used by Eurostat, from where this dataset also come. 
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4 Results 

Preliminary to the estimation process, all variables have been tested for unit roots using augmented Dickey-

Fuller (ADF) test. All variables have been found to be non-stationary in level because of the seasonal character. 

The relationship between non-stationary time series is associated with the problem of spurious regression, when 

regression results become unreliable and the resulting models generally have poor forecasting ability. The only 

exception is if the model eliminates the stochastic trends to produce stationary residuals cointegration. 

Czech Republic: 

𝐶𝑡 = −180.32 + 0.792C𝑡−1 + 0.145W𝑡 − 0.076𝑊𝑡−1 + 33.067𝐴𝐺𝐸𝑡 − 167.634𝐷𝑡 

D=1 for t=40, 41, …, 63 (D=1 for period: 2012:1–2017:4) 

Hungary: 

𝐶𝑡 = 1650.59 + 0.628C𝑡−1 + 0.344Y𝑡 − 48.32𝐼𝑅𝑡 + 515.748𝐷𝑡 − 665.075𝑄𝑡 − 252.216𝑍𝑡 

D=1 for t=9, 10, …, 63 (D=1 for period: 2004:2–2017:4) 

Q=1 for t=10, 11, …, 63 (Q=1 for period: 2004:3–2017:4) 

Z=1 for t=26, 27, …, 63 (Z=1 for period: 2008:3–2017:4) 

Poland: 

𝐶𝑡 = −1840.35 + 0.733C𝑡−1 + 0.043W𝑡 + 0.119𝑊𝑡−1 + 54.374𝐴𝐺𝐸𝑡 − 833.517𝐷𝑡  

D=1 for t=40, 41, …, 63 (D=1 for period: 2011:4–2017:4) 

Slovakia: 

𝐶𝑡 = −3483.57 + 1.111C𝑡−1 + 0.294W𝑡 − 0.163𝑊𝑡−1 − 0.423𝑌𝑡 + 74.156𝐴𝐺𝐸𝑡  

From the Table 1 is evident, that the residues of every model are stationary, the time series are co-integrated, 

which excludes the possibility of spurious regression. However, since dummy variables for sudden shifts in 

consumption expenditures enter the system, residuals behave as a white noise sequence. 

 

Variable Levels 

Statistics 

p-value 

Residual of the model of Czech Republic 

Residual of the model of Hungary 

Residual of the model of Poland 

Residual of the model of Slovakia 

-7.067 

-9.236 

-4.772 

-2.731 

0.000 

0.000 

0.000 

0.006 

Table 1 ADF test of residues of models 

The empirical relationship among aggregate consumption and disposable income, wealth, age structure and in-

terest rates has shown that changes in the age distribution of the population have significant and life-cycle-

consistent effects on aggregate consumption. The parameter of propriate variable AGE, expressed as the depend-

ency ratio, met the expectations and influenced the consumption function with a positive coefficient. The only 

exception is Hungary, where results showed a dependence of real private consumption on current income with-

out statistical effects of age distribution of population, which showed support for the Keynes’ Absolute Income 

Hypothesis [18] in contrast to other V4 countries. 

5 Conclusions 

In this paper, the empirical relationship between aggregate consumption and the age structure of the population 

in V4 countries have been investigated. The analysis is based on aggregate time series data and age structure 

changes has been represented by the dependency ratio. For the purpose of the private consumption function 

estimates dynamic regression models has been used. It has been shown that changes in the age structure of the 

population affect aggregate consumption significantly, and that the age structure impact is in line with economic 

theory. More specifically, the results support the predictions of the Life-Cycle Hypothesis, which imply that 

young adults and old persons have a higher average propensity to consume than the middle-aged. Although sev-

eral studies have reported significant age structure effects on aggregate consumption in different countries.  

Age structure effects and consumption in the V4 countries

52



Changing age distribution can play a key role in the consumption function. Since the share of older persons in 

the population of V4 countries is blowing up, the differences of the forecasts from this model might be actual. In 

contrast to economic variables, demographic variables are quite easy to forecast in the short and medium run. 
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Effect of risk measure on the portfolio composition made by 

fuzzy return-risk model: Real case with open unit trusts 
Adam Borovička1 

Abstract. Investment decision making can be difficult because is usually influenced 

by many factors. It is no doubt that one of the most crucial factors is a risk of the 

investment. The risk can be measured in several ways. Many of them are based on the 

historical development of the asset’s return (variance, semivariance, average absolute 

negative deviation, etc.). The existence of many concepts raises the essential question 

whether a type of risk measure could influence an investment decision, the composi-

tion of an investment portfolio (and its characteristics) respectively. Answer this ques-

tion can have a significant impact on the whole investment decision making process. 

Therefore, this problem is analyzed in this paper. For making a portfolio, a fuzzy re-

turn-risk model is applied to take into account a typically unstable return of assets. To 

make a complex and representative analysis, the effect of risk measure is performed 

for various investment time period and several groups of open unit trusts that are sub-

ject of this empirical study. The resulting portfolios are compared to clearly declare 

the impact of chosen risk measures on the portfolio composition.    

Keywords: effect of risk measure, fuzzy risk-return model, open unit trust, portfolio 

composition, (triangular) fuzzy number. 

JEL Classification: C44, G11 

AMS Classification: 90B50 

1 Introduction 

Investing is more and more popular in the Czech Republic. The investment in open unit trusts is not an exception. 

The investment decision is usually influenced by various criteria. It is no doubt that one of the most important 

criterion is a risk of the investment. Risk is usually comprehended as a threat of investment loss. It can be measured 

in many ways. A risk measure usually depends on a historical development of the asset’s return. The well-known 

concepts are standard deviation, variance, semivariance, average absolute negative deviation, variation coefficient, 

beta coefficient, etc. Then, one of the important decisions in terms of the investment decision making process 

(investment portfolio selection) is the choice of an appropriate technique for a risk measurement. Not only from 

my point of view, the most important criterion of a selection of risk measurement technique is its intelligibility 

and interpretability of its value, as well as its subsequent (technical) usability for a portfolio selection. Through 

this decision making, a brighter (potential) investor could wonder whether this choice could influence the meas-

urement of the risk, and hence a composition of the portfolio. If the effect is insignificant (the portfolios are the 

same or very similar), the most important remains an aforementioned user-friendliness of the risk measure concept. 

Otherwise, the effect should be considered, because a different portfolio composition provides a different level of 

monitored portfolio characteristics (e.g. return). Especially, significant impact on the portfolio return can essen-

tially influence a selection of the used risk measure (and consequently portfolio selection). Therefore, the effect of 

risk measure on the investment portfolio composition is complexly analyzed in this article. 

To select a portfolio, an optimization approach inspired by modern Markowitz portfolio theory is used [8,9]. 

The Markowitz mean-variance optimization model is very convenient supporting tool for a portfolio selection. At 

first, the optimization goal can be easily changed (risk or return). Secondly, a basic model can be extended by 

other conditions (e.g. for “quantitative” diversification, expression of the additional investor’s preferences). Fur-

ther, a standard mean-variance concept can be transformed to more general 2-factors return-risk form. This model 

can take into account a typical element of uncertainty – unstable return. Then the return is seemly quantified by 

a (triangular) fuzzy number (e.g. in [3] or [10]). Such a flexible fuzzy return-risk model is applied to satisfactorily 

make a risk effect analysis. 

  As indicated above, for a risk effect analysis, the open unit trusts (bond and stock), managed by Erste-Spar-

invest and offered through Česká spořitelna, are selected. From historical observations, the instable return of unit 

trusts is formulated as a triangular fuzzy number. Risk is measured by the most commonly used tools as standard 

deviation, variance, semivariance, average absolute negative deviation and SRRI. The main aim of this paper is to 
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complexly analyze the effect (impact) of a risk measure on the composition of a portfolio (with open unit trust in 

this case). For this purpose, a methodological approach based on a fuzzy risk-return model is proposed. Then the 

effect is studied in various situations determined by a kind of the open unit trusts or investment time period. For 

all situations, the mathematical programming models are formulated and solved. The resulting portfolios are com-

pared from the point of view of their composition and particular characteristics. The results of such a complex yet 

unplanned empirical study with these funds can help to choose a “right” risk measure, or make a portfolio selection 

process more effective.  

The structure of the paper is as follows. After the introduction (Section 1), a methodological approach for an 

analysis of risk effect is introduced in terms of Section 2. Fuzzy return-risk model is described, the selected risk 

measures as well. In Section 3, the mentioned above analyses with open unit trusts are carried out. The results are 

discussed. Conclusion (Section 4) summarizes the article and provides some ideas for future research. 

2 Methodological approach for an analysis of risk measure effect 

In this section, the entire methodological approach for an analysis of risk measure effect is described. In the first 

phase, risk measures for the analysis are selected. In terms of the second phase, the mathematical models (fuzzy 

return-risk models) for portfolio selection in each specified situation (by investment time period, or type of invest-

ment instrument) are formulated and subsequently solved. Finally, to trace the effect of risk measure type on 

a portfolio composition, solutions of all investment cases are compared and analyzed.   

2.1 Risk measure concepts 

The most often risk measures (in investment) are logically selected for this analysis (variance, or standard devia-

tion, semivariance). From my point of view, better and probably not so well known and often used average absolute 

negative deviation concept is also introduced. Finally, the official point risk measure published by banks should 

not be omitted. It is called Synthetic Risk and Reward Indicator (SRRI).   

Variance/standard deviation, semivariance 

One of the most often used concept of risk measurement is a statistic characteristic variance (or standard devia-

tion). The variance, or standard deviation of return of the j-th open unit trust is calculated as follows [11] 
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where , 1,2,..., ,jx j n= denotes an average return, , 1,2,..., ; 1,2,...,ijx i m j n= =  is the i-th return, m is the number 

of historical returns of the j-th open unit trust. Risk of the portfolio 
pr  is calculated as variance, or standard 

deviation, in the following form [1] 
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where , , 1,2,..., ,kl k l n =  is a covariance (variance) of returns between the k-th and l-th open unit trust, 

, 1,2,..., ,kx k n= , or , 1,2,..., ,lx l n=  denotes a share of the k-th, or l-th fund in the portfolio. This function is not 

linear. Therefore, finding the optimal solution (global extreme) of model below (7) may not be easy. If a portfolio 

is composed by one homogenous type of investment instrument, the covariances do not usually play a significant 

role. Then they can be eliminated, and simpler form of a portfolio risk measure can be formulated by means of the 

weighted sum as in the model (6) 
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where , 1,2,..., ,jx j n= represents a share of the j-th open unit trust in a portfolio. The variance (or standard devia-

tion) concept is burdened with a significant drawback. Under risk minimization, it is undesirable to include positive 

deviations from the average return. This disadvantage can be weakened by semivariance concept [9] 
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where m is the number of historical returns less than an average return. Risk of the portfolio can be expressed in 

a linear shape 2

1

n

p j j

j

r sem x
=

= .  

Average absolute negative deviation 

From my point of view, the square roots in a variance concept are unnecessary. Then risk can be measured as 

average absolute negative deviation inspired by Konno and Wijayanayake [7] 
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where m is the number of historical returns less than average return. I think that this concept is the most compre-

hensible for users. Its calculation and interpretation are easy. Risk is presented as average negative deviation from 

the mean. A portfolio risk is specified as the weighted sum is in the previous cases.  

Synthetic Risk and Reward Indicator (SRRI) 

This measure is proposed by Committee of European Securities Regulators [5]. This indicator takes the values on 

a scale from 1 to 7 (1-the lowest risk, 7-the highest risk). Each grade corresponds with a particular scale of risk 

measured as a standard deviation of the returns covering the last 5 years of the fund’s life. Risk of the portfolio is 

standardly measured as a weighted sum 
1

n

p j j

j

r SRRI x
=

= , where , 1,2,..., ,jSRRI j n=  is the value of SRRI of the j-

th open unit trust. 

2.2 Fuzzy return-risk optimization model 

The mean-variance model for a portfolio selection is proposed by Markowitz [8]. This approach has a few follow-

ing advantages. This tool is user-friendly. The mathematical model is simple. Its optimal solution can be easily 

found. Two most important characteristics are included, i.e. risk and return. Moreover, this model can be extended 

by other necessary conditions for a particular portfolio selection situation. Original mean-variance risk can be 

generalized to the form return-risk where namely risk is expressed as another indicator than variance (standard 

deviation, average absolute negative deviation, etc.). Two crucial factors are kept behind. However, an original 

diversification idea naturally takes away by using weighted sum approach for a risk measurement. Such a model 

is not able to consider an unstable (uncertain) return of the open unit trust as a typical element on the capital market. 

This element can be effectively quantified by means of a (triangular) fuzzy number. Then a general (extended) 

fuzzy return-risk model can be formulated as follows 
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where ( , , ), 1,2,..., ,l m u

j j j jv v v v j n= = is a return of the j-th open unit trust expressed as a triangular fuzzy number 

represented by 3 standard parameters the lowest l

jv , middle (average) m

jv  and the highest u

jv  return (from his-

torical sample) of the j-th fund. , 1,2,..., ,jr j n= represents a risk and , 1,2,..., ,jx j n= is a share of the j-th fund 

creating the vector 
1( ,..., )T

nx x=x . The set X is composed by constraints mathematically expressing the portfolio 

requirements (e.g. upper/lower limit of share of the open unit trust in the portfolio). Necessary constraint is a “port-

folio condition” 
1

1
n

j

j

x
=

= .   Return of the portfolio as a triangular fuzzy number can be clearly seen in the formu-

lation on the right side. This model is formulated as maximizing, because the return is usually considered as the 

most important criterion. However, the importance of a risk can be expressed by its upper limit R that can be 

determined based on the knowledge of the lowest and highest possible risk. These extreme values can be stated by 

means of one-objective model specified for minimizing, or maximizing risk function ( )rz x  on the set X. Let 

( )
lr rz z = *

l
x , ( )

ur rz z = *

u
x  denote the lowest, or the highest possible risk. Then the following holds 
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For upper limit of risk level holds ( )
l u lr r rR z p z z  = + − , where 0,1p  relatively represents a position between 

both extreme values. To solve the problem (6), the fuzzy goal principle [2] is applied through optimization tech-

nique maximin [12]. Thus, model (6) is transformed to the following strict form 
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where 
min

, ,
l m* u

min min
z z z
  , or l* m* u*

max max max
z , z , z are the lowest, or the highest possible return of a portfolio accordant with the value 

of particular parameter of triangular fuzzy numbers representing a vague returns of open unit trusts. These extreme 

values are determined by means of similar models as (7).  

All formulated mathematical models are linear. The set of feasible solution is limited (at least thanks to a port-

folio and non-negativity conditions). Then the optimal solution can be easily found by a simplex method. 

2.3 Risk effect analysis 

In the last stage, an empirical analysis of risk effect can be done. We have solutions of all needed models (7) and 

(8) representing situations with diverse groups of selected open unit trusts, various investment time periods and 

types of risk measures. The same solutions (in each category or globally) indicate independency of a portfolio 

composition on a risk measure type. If the solutions are different (i.e. different composition of portfolios), the 

effect of risk measure is noticeable. Then an interesting question should be whether some applied risk measure 

systematically allows to gain a better level of expected portfolio return (under some specified threshold value of 

risk) than the others. To compare the returns, a modified McCahone's approach can be applied [4]. A complexity 

of performed analysis allows to study a demonstration of various investment time periods and kind(s) of selected 

open unit trusts on a risk effect.    

3 Analysis of effect of risk measure on a composition of the portfolio with 

open unit trusts 

The investment in open unit trusts become popular in the Czech Republic in last two decades. Česká spořitelna is 

one of the biggest manager and “issuer” of the open unit trusts in our country. Accept own open unit trusts, this 

company also arranges trading with open unit trusts managed by Erste-Sparinvest. A selection of these open unit 

trusts is also supported by the author’s personal experiences. For risk effect analysis, four bond and five stock open 

unit trusts (see in Table 1) are selected. Based on many empirical observations, the most important criteria are 

(expected) return and risk of the investment. Return is usually estimated based on the historical observations. Risk 

is also measured through the historical returns as some statistical characteristics mentioned above. This investment 

in open unit trusts is rather considered as longer-time. Therefore, the funds with a sufficient history are chosen. 

However, a complex analysis of the effect of risk measure should be carried out for other time (non-standard) 

period. Such an interesting period can be January (connected with January effect) and May-October period (con-

nected with Sell in May and go away effect). In each period, the analysis is performed for both groups of funds, as 

well as for all funds together. In each investment case, all five risk measures are tested. Such a complex empirical 

analysis can provide representative results to judge the effect of risk measure on a portfolio composition. 

3.1 Standard longer-time investment period 

Historical period from January 2006 to March 2018 is selected. This period should represent longer development 

of the prices (returns) of the open unit trusts. It includes various situation on the capital market (huge falls, big 

rises, “calmer” period). All data about yearly returns and risk are displayed in the following table (Table 1). The 

parameters for fuzzy returns are calculated based on the prices of allotment certificates of open unit trusts collected 

from the charts on the Investment center web side [6], the SRRI data as well. Besides the SRRI scale 1-7, all data 

is in percentage. 
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Open unit trust Return Var. Semivar. St. dev. AAND SRRI 

Portfolio Bond Europe ( 6.53,2.30,12.31)−  34.03 35.18 5.83 4.89 3 

Český fond státních dluhopisů ( 4.61,2.42,11.45)−  18.28 15.65 4.28 3.40 3 

Český fond firemních dluhopisů ( 2.61,0.78,5.36)−  5.24 5.70 2.29 2.16 2 

Bond Europe-High Yield ( 34.50,6.05,57.57)−  405.45 275.20 20.14 11.29 3 

Stock Japan ( 29.56,0.86,31.36)−  282.11 367.20 16.80 16.38 6 

Stock Istanbul ( 63.82,8.22,77.94)−  1803.03 1755.75 42.46 38.34 7 

Stock Global ( 53.48,4.54,33.76)−  464.54 619.68 21.55 15.18 5 

Stock Europe Property ( 42.26,5.85,41.99)−  608.94 1122.85 24.68 31.07 6 

Stock Europe Emerging ( 74.24,3.68,58.95)−  1069.87 1286.44 32.71 25.71 6 

Table 1 Data for a standard longer-time investment period 

Based on (not only) author’s experiences, the investors usually want to have a higher number of unit trusts in 

their portfolio to partly diversify it. Therefore, a maximum level of the share of one open unit trust is determined 

at the level of 30 %. The investment strategy is based on the maximizing portfolio return with demand on a max-

imum level of the portfolio risk. Because risk is also important investment criterion, this threshold is stated at 

rather lower level. Under these conditions, a portfolio of open unit trusts for a standard longer-time investment 

horizon is made through the following strict (defuzzified) model 
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where ( 1,2,...,9)jx i =  is a share of the j-th open unit trust in the portfolio (the values of index i related to the 

funds in order from Table 1) and 

9

1 9

1

( ,..., ) | 1; 0 0.3, 1,2,...,9 .T

j j

j

X x x x x j
=

 
= = =   = 
 

x  Models (8), or (7) 

are solved for each risk measure for all nine open unit trusts, as well as for both group separately. For the case of 

all funds together, the portfolios are as follows (Table 2). 

Open unit trust Variance Semivar. St. dev. AAND SRRI 

Portfolio Bond Europe 7.92 % 13.85 % 30 % 25.19 % 22 % 

Český fond státních dluhopisů 30 % 30 % 30 % 30 % x 

Český fond firemních dluhopisů  x x 6.42 % x 30 % 

Bond Europe-High Yield 30 % 30 % 30 % 30 % 30 % 

Stock Japan 21.60 % 18.25 % x x x 

Stock Istanbul x 7.90 % 3.58 % x 18 % 

Stock Global x x x x x 

Stock Europe Property 10.48 % x x x x 

Stock Europe Emerging x x x 14.81 % x 

Table 2 Portfolios for all 9 open unit trusts 

The portfolios are diverse. Apart from one fund, they are all represented. A portfolio diversity is mainly caused 

by a type of risk measure. As we can see in Table 1, the “risk relationship” among the funds can be significantly 

different for risk measures (e.g. variance and semivariance for Stock Istanbul and Global Stock - for one higher 

variance, for another higher semivariance). As expected, risk of the portfolios is at the highest possible value 

because the investment with a higher risk usually provides a higher expected return. Then a comparison of the 

portfolios in terms of the return is meaningful. The best return has the portfolio made by help of SRRI risk indica-

tor. This situation holds for another two groups of funds. However, SRRI indicator is calculated from 5-year data 

where there are not such turnover than in the last 12 years. Ranking in other places is diverse. Similar result is for 

stock open unit trusts. A slightly different situation is for bond funds where 3 portfolios are the same (for variance, 

semivariance and standard deviation). This fact is mainly caused by a similar historical price development. But 
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a situation with the portfolio returns is similar. To conclude, a risk measure significantly affects a portfolio com-

position. The most “suitable” risk measure (from the perspective of return) can be selected in some concrete in-

vestment situation. However, no applied risk measure ensures an achievement of the highest expected return at 

a more general level. 

3.2 Special investment periods – January and Sell in May and go away effect 

The January effect lies in the fact that the stock returns in this month are statistically above average, often 

higher than in other months in the year. Sell in May and go away warns investors to sell their stock holdings in 

May to avoid a seasonal decline on the capital market. For all investment situations, the models (7) and (8) are 

formulated and solved. In both (special) time periods, the results about the portfolios are similar as in the previous 

case. The portfolios are totally different (besides some cases with bond funds). The highest return is achieved 

through variance, semivariance, standard deviation or average absolute negative deviation. The effect of risk meas-

ure on the portfolio composition is proved again. For instance, in January the best return is achieved by the average 

absolute negative deviation risk concept for all funds, as well as for bond funds. On the other side, the portfolio of 

stock funds composed using this type of risk measure has the second worst level of return. This example illustrates 

a general fact that any type of risk measure does not bring the highest return in all/most cases.  

4 Conclusion 

This article primarily searches a dependency of a portfolio composition on the type of used risk measure. To meet 

this aim, an appropriate methodological approach is proposed. Fuzzy specification of return is practically proved 

good. The portfolio composition diversity confirms a significant effect of an applied risk measure on the portfolio 

composition. Another interesting finding is that no risk measure is able to bring the highest/higher return than the 

others (over all groups of funds and investment time periods). Such an ability of risk measure logically holds only 

for partial cases. Under these conditions, I think an essential reason for a risk measure selection should be a com-

prehensibility for a particular user (potential investor). The advantage of the proposed procedure analyzing a risk 

effect is its applicability for a wider range of investment instruments (stocks, bonds, commodities, etc.). To include 

them (incl. other open unit trusts) would mean the effect could be confirmed/disproved on a more general level. 

Further, a risk could be also comprehended as an instable element. Then proposed fuzzy mean-risk model could 

be modified by fuzzy constraints, or constraints with fuzzy elements.  
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Cooperative Multi-Depot Vehicle Routing 
Problem 

Zuzana Čičková 1, Dana Figurová 2 
Abstract. This paper is focused on cooperation possibilities in delivery problems, 
specifically when the partial subproblems could be modelled as Vehicle Routing Prob-
lem. It is considered that the distribution system with customers is assigned to the 
individual depots. It is assumed that the owners of individual depots (players) could 
cooperate with each other in coalition in order to reach the savings of transport costs 
as well as the savings from mutual use of vehicles. This cooperation allows to share 
customer’s service and in that way, it could bring the benefits from merging the 
transport requirements of individual players. The Cooperative Game Theory explores 
the positive effects of creating a coalition based on binding agreements. The new pre-
sented model is based on the Multi-Depot Vehicle Routing Problem. Generally, in the 
Multi-Depot Vehicle Routing Problem each vehicle starts its route from one of several 
sets of depots and its route must end at that same depot. In this paper we accept an 
assumption that vehicles of one player can be used to serve customers of another 
player in a possible coalition, which ultimately leads to saving the transport costs. 
Keywords: Game Theory, Cooperative Game, Vehicle Routing Problem, Multi-De-
pot Vehicle Routing Problem 

JEL Classification: JEL C61, JEL C71 
AMS Classification: AMS 91A12, AMS 91A80 

1 Introduction 
The Game Theory (GT) is a science that basically examines a wide range of decision situations for multiple par-
ticipants. One way to explore these decisions is to accept the possibility of cooperation between the participants 
(players). The game is cooperative, if players can create the coalitions respecting the predetermined obligations 
and thus they can profit from a common approach. In non-cooperative games the players act independently and 
we do not consider such commitments. 

This paper is focused on the possibilities of cooperation in the Vehicle Routing Problem (VRP), which is one 
of the most famous routing problems with wide practical applicability. Lots of new constraints are added on the 
route construction and made practical applications of the VRP (see in [9]). Here are some examples:  Messenger 
Problem in [4], in which the same customer can be served by different vehicles if it reduces the overall costs, the 
Problem of Synchronized Distribution by Pekár et al. in [7], time constrained VRP by Čičková et al. in [3], Problem 
with Multiple Depots solved by Karakati and Podgorelec [5]. For example, Ray et al. [8] stated a Multi-Depot 
Logistics Delivery Problem including the depot selection and shared commodity delivery. In this paper, we will 
discuss the possibility of cooperation in the case of Vehicle Routing Problem, where we optimize the shipment 
realized by vehicles that are located in the multiple depots, which belong to the individual players. The model is 
based on idea of Multi Depot Vehicle Routing Problem (MDVRP), where are several depots instead of just one 
depot and every customer is visited by a vehicle based at one of the several existing depots, while every vehicle 
route must start and end at the same depot.  

Cooperative Games can be characterized as "Theory, which primarily deals with a coalition of players who 
coordinate their activities to achieve the further benefits" (see in [2]). In general, shipping costs represent a large 
part of the company's costs. One solution to reduce these costs is cooperation among the logistic companies. Zibaei 
et al. show [11], that the Cooperative Game Theory (CGT) can be adopted for modelling the cooperation among 
the companies. Cooperative Games are concerned with distribution of the cooperation benefits when the players 
cooperate. Most applications of the CGT are in scheduling, cost saving, negotiation and bargaining (see in [1]). A 
Cooperative Game actually considers that the players may choose to cooperate by forming some coalitions. In the 
coalitions, the players might be lucky to receive greater benefits than they could gain individually on their own.  

                                                        
1 University of Economics in Bratislava, Faculty of Economic Informatics, Department of Operations Research 
and Econometrics, Dolnozemská cesta 1,Bratislava, 852 35,Slovak Republic, zuzana.cickova@euba.sk  
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and Econometrics, Dolnozemská cesta 1,Bratislava, 852 35,Slovak Republic, danafigurova@gmail.com . 
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2 Cooperative Multi-Depot Vehicle Routing Problem 
The model formulation of a cooperative VRP is based on idea of MDVRP. In the MDVRP each vehicle starts its 
route from one of several sets of depots and its route must end at that same depot. The requirements of each 
customer can be satisfied by more than one means of transport. Mostly frequent case in this problem is when 
customer’s demand exceeds a vehicle capacity (collective transport). In theory, the homogeneity of the transport 
park is often assumed, but in practice it is common to use different vehicles with different capacities, different age 
and other parameters, not only to minimize overall distance, but also to minimize total costs.  

We accept the assumption that the owners of individual depots are different subjects (players). Players are able 
to cooperate with each other and create the coalitions and reduce their shipping costs. We are considering that each 
player owns only one depot and also has his own customers, but the players’ vehicles in coalition can also be used 
to serve customers assigned to another player in a possible coalition. We will assume that vehicles have to return 
back to its starting point (depot) after they came out from their depots. It is not guaranteed, that every vehicle in 
coalition will be used to serve the customers in order to minimize the total shipping costs. 

In this part, we formulate the model of MDVRP with assuming the simultaneous use of vehicles in coalition. 
In this model, we will assume that there are k centers (depots) from which the vehicle can start its route (but the 
vehicle may not be used which means that it even does not have to start its tour) and the number of vehicles in the 
depots is not limited. However, each center has a different type of vehicle (in each center, there is one type of 
vehicle that can differ in size from those, which are located in other centers). We require to satisfy m customers 
from these depots. 

We will formulate the mathematical model in the full, edged and appreciated graph �̅� = (𝑁,𝐻().  
Let: 𝑁(") = {𝑝", 𝑝$, …𝑝% 	}	is the set of nodes representing the central depots (players) and 𝑁($) = {𝑐", 𝑐$, … 𝑐&} is 
a set of nodes representing the customers and 𝑁 = 𝑁(") ∪𝑁($)	is the set of all the nodes of the graph. A capacity 
of a vehicle in individual depots can be labeled as . Let 	𝐻( ⊂ 𝑁𝑥𝑁	 represents the set of edges eij,  
𝑖, 𝑗	 ∈ 𝑁 between all nodes i and j. Each edge eij being assigned to a real number denoted  dij, also known as a price 
of the edge eij. This assignment is the distance between nodes i and j. Each of the customers located at i,	𝑖 ∈ 𝑁($), 
requires the import of a certain quantity of goods, generally denoted as qi,	𝑖 ∈ 𝑁($). The goal is to determine the 
vehicle's routes, which will satisfy the requirements of all customers. Customer requirements will only be realized 
in the whole (if the vehicle serves the customer, its entire delivery requirement will be realized), with no vehicle 
capacity exceeded. The main objective is to minimize the total traveled distance. In the model we assume implicitly 
that qi ≤ max9𝑔' , ℎ ∈ 𝑁(")< for all 𝑖 ∈ 𝑁($) which means, that the size of each customer's requirement will not 
exceed the capacity of the vehicle.  

In general, one way to mathematically describe the routing problems is using binary variables xijh, 𝑖, 𝑗 ∈ 𝑁,	
ℎ ∈ 𝑁("), 𝑖 ≠ 𝑗 that enable to model if the node i precedes node j in a route of the vehicle from the h-th depot.  
Further on, the variables uih, 𝑖 ∈ 𝑁($), ℎ ∈ 𝑁(") that based on the known Miller-Tucker-Zemlin formulation of 
Traveling Salesman Problem in [6] are used. Those variables represent cumulative demand of customers on one 
particular route. 

Let us recapitulate the model parameters and model variables more clearly. 

Parameters  

• 𝑁(") = {𝑝", 𝑝$, … 𝑝%}	 – set of depots (players), 

• 𝑁($) = {𝑐", 𝑐$, … 𝑐&} – set of customers (served nodes), 

• 𝑁 = 𝑁(") ∪𝑁($) – set of all nodes (customers and depots), 

• dij,  i, j Î N, i ¹  j – distance moving from node i to node j, 

• qi,  – demand of i-th customer, 

• gh, – capacity of vehicles in the h-th depot, 

Variables   

• xijh representing if the node i precedes node j in a final route of vehicle from the  
h-th depot (xijh = 1) or not (xijh = 0).  

• uih,  based on Miller - Tucker - Zemlin’s formulation but representing vehicle load on its 
route to the i-th node (including). 

( )1,hg h NÎ

(2)i NÎ
(1)h NÎ

(1), , ,i j N h N i jÎ Î ¹

(2) (1),i N h NÎ Î
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Model of Multi Depot Vehicle Routing Problem with simultaneous use of vehicles can be written as:  

              (1) 

, ,                (2) 

,                (3) 

,                (4) 

,                (5) 

, , , ,                                   (6) 

, , ,                          (7) 

 
Constraint set (2) guarantees that each customer will be visited exactly once and exactly by one vehicle. Con-

ditions (3) a (4) ensure the balance of the route. Constraint set (5) provides the balance of the number of routes 
from the depot (if this depot is used). Constraints (6) a (7) are the sub-tour elimination conditions. The scalar 𝑐 (1) 
represents the minimum value of the total travelled distance.  

Now we accept the assumption that the owners of individual depots are different subjects (players). Players are 
able to cooperate with each other and create the coalitions and reduce their shipping costs. We are considering that 
each player owns only one depot and also has his own customers, but the player's vehicles in coalition can also be 
used to serve customers assigned to another player in a possible coalition. The number of possible coalitions is  
2k – 1 (where k represents the number of players). Let 𝑁(

(") ⊂ 𝑁(") be a set of players' coalitions. We will also 
divide a set of customers based on their membership to individual players, then the customers of coalition S will 
be labeled as 𝑁(

($). Thus, the set 𝑁( = 𝑁(
(") ∪𝑁(

($)is the set representing the depots and the customers of the 
coalition S. Then, the optimal distributions of individual coalitions can be quantified by using the aforementioned 
model, when 𝑁 = 𝑁( ,𝑁(") = 𝑁(

("), 𝑁($) = 𝑁(
($). 

3 Results 
Firstly, we are solving our modified model of cooperative MDVRP (1) – (7). The data were obtained from website 
(see at [10]), where we chose the first instance of asymmetric Travelling Salesman Problem (br17.atsp). We are 
working with the distance matrix, which we obtained from origin data by Floyd algorithm using Microsoft Excel.  

Consider the net of 17 nodes. We will assume that there are 4 depots from which the vehicle can start its route 
(but the vehicle may not be used, it means that it even does not have to start its tour). So, we consider the 
distribution problem with multiple depots, whereby we have four suppliers to serve the certain customers. 
Suppliers or players (owners of individual depots) are expressed as pk = {𝑝", 𝑝$, 𝑝), 𝑝*; 𝑘 = 1,2,3,4}. Each player 
owns one depot with one vehicle. The different capacity of each vehicle is given by		𝑔+! = 250, 𝑔+" = 220, 𝑔+# = 
210 and  𝑔+$ = 200. Customers, who are strictly assigned to the individual depots (players), will be marked as: 
{𝑐", 𝑐$, 𝑐)}	𝑓𝑜𝑟	𝑝"	, {𝑐*, 𝑐-, 𝑐.}	𝑓𝑜𝑟	𝑝$, {𝑐/, 𝑐0, 𝑐1}	𝑓𝑜𝑟	𝑝), {𝑐"2, 𝑐"", 𝑐"$, 𝑐")}	𝑓𝑜𝑟	𝑝*. In the case of the creation 
the coalition S ⊆ 𝑁(") we know that there are exactly 15 possible coalitions between the players. 

We solve the cooperative MDVRP by using the model (1) - (7) for the created coalitions S: {1,2}}, {1,4}, 
{2,3}, {2,4}, {3,4}, {1,2,3}, {1,2,4}, {1,3,4} {2,3,4 } and {1,2,3,4} by GAMS software. To obtain the optimal 
solution, we used the solver Cplex 12.2.0.0 on the personal computer INTEL® Core ™ 2 CPU, E8500 @ 3.16 GB 
RAM for Windows 10.  

Our interest is to find optimal solutions by using the modified model of cooperative MDVRP (1) - (7). Our 
main idea is to prove that there is a reduction in total shipping costs through mutual cooperation between suppliers.  

Table 1 presents the total transport costs TC(S) of individual coalitions obtained from our model MDVRP with 
assumptions mentioned above. It means that every vehicle has to return back into their starting point (depot) and 
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it is possible that not every player’s vehicle will be used in coalition. After this, we also compare it with results, 
which we obtained with one extra assumption: 

                 (8) 

 This assumption (8) indicates that from every single depot in coalition must come out at least one vehicle. We 
assume unlimited number of vehicles. We can also see the optimal tours for individual coalitions.  

 

Coalition Optimal route  Total 
cost 

 Total cost 
with new 
assump-

tion 
{1,2} p1-c3-c2-c1-c5-c4-p1 

p2-c6-p2  31 = 31 

{1,3} p1-c1-c3-c2-c9-c7-p1, p1-c8-p1  31 < 34 

{1,4} p1-c13-c11-c3-c2-c12-c10-p1  
p4-c1-p4  29 = 29 

{2,3} p2-c5-c4-c8-p2, p2-c6-p2, p2-c7-p2,  
p2-c9-p2  13 < 18 

{2,4} p2-c6-p2, p2-c10-p2,  
p2-c11-c12-c5-c13-c4-p2  27 < 28 

{3,4} p3-c8-c11-c12-c13-c7-c9-p3, p3-c10-p3   29 < 30 

{1,2,3} p1-c3-c2-c1-c5-c4-p1, p1-c8-p1 
p2-c6-p2, p2-c7-p2, p2-c9-p2   31 < 37 

{1,2,4} 
p1-c11-c3-c12-c2-c5-c13-c4-p1 

p2-c6-p2, 
 p4-c1-p4 

  27 = 27 

{1,3,4} 
p1-c8-p1, p1-c11-c3-c12-c2-c13-c7-c9-p1 

p3-c10-p3,  
p4-c1-p4 

  24 = 24 

{2,3,4} 
p2-c6-p2, p2-c7-p2, p2-c9-p2, 
p2-c11-c12-c5-c13-c4-c8-p2 

p3-c10-p3 
  24 < 25 

{1,2,3,4} 

p1-c8-p1 
p2-c3-c11-c12-c2-c5-c13-c4-p2, p2-c6-p2  

p2-c7-p2, p2-c9-p2  
p3-c10-p3 
 p4-c1-p4 

  21 = 21 

Table 1 Optimal routes in our Multi-Depot Vehicle Routing Problem 

We can summarize various results from Table 1. If player 1 cooperates with players 2 and 3, their minimum 
total cost is 31 units. For the comparison, if we obtained the new assumption (from every single depot in coalition 
must come out at least one vehicle), coalition {1,2,3} has to pay about 6 units of shipping cost more. So, we can 
state that if we accept the assumption about not using every vehicle in coalitions, we obtained much better results. 
We can see the difference in our results by comparing the fourth and fifth column in Table 1.  

4 Conclusion 
In this paper, we focused on the cooperative MDVRP with assumption of cooperation between the players to 
minimize the total shipment costs. Our main task was to compare the results obtained by solving our model  
(1)-(7) and the results solved by this model with adding the extra assumption that every vehicle in coalition has to 
come out from its depot and has to be used in optimal route. Our main idea was to prove that there is a reduction 
in total transport costs. In one hand, there is a cost reduction through mutual cooperation between individual 
suppliers and on the other hand trough acceptance of different assumptions. By comparing our results, we have 
taken the decision that our model without the extra assumption has produced much better results. In conclusion, 
we can say that after the comparison our models with and without the extra assumption, the results of the optimal 
paths of each player's vehicles have improved or stay at the same level of shipment costs.  
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Cyclicality of Job-Finding and Separation Rates in Europe 
Ondřej Čížek1 

Abstract. Standard Shimer’s [9] methodology of measuring job-finding and separa-

tion rates is applied and these measures are calculated for many individual European 

labor markets using commonly available data. Relation of these transition rates to 

business cycle is investigated by means of regression and correlation analysis. An 

important finding is that separation rate is counter-cyclical while a job-finding rate is 

rather acyclical for most of the European countries which is interesting as it is in line 

with commonly believed facts that were criticized by Shimer for the US economy. 

Keywords: unemployment, job-finding rate, separation rate. 
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AMS Classification: 91G70 

1 Introduction 

European labor markets are influenced by many factors (Dimian et al. [2]). This paper focuses on job-finding 

and separation probability. Specifically, Shimer’s [10] measure of these transition probabilities is applied in this 

paper in order to study European labor markets. Empirical analysis is performed not to Europe as a whole but for 

many individual European countries due to its heterogeneity (Hušek, Formánek [5]). Similar labor market analy-

sis was performed by Čabla, Malá [1], Flek, Mysíková [3] or Maleček [6]. Empirical analysis of European labor 

markets not on a country-level but on a level of individual regions was performed by Formánek, Hušek [4] and 

Střeleček et al. [12]. The main goal of the paper is to analyze a relation of transition rates to the business cycle 

for many individual European economies and compare the results with Shimer’s conclusions for the US econo-

my. 

The structure of the paper is as follows. Firstly, Shimer’s methodology of measuring transition rates is de-

scribed in chapter 2. Data are presented in section 3. Empirical analysis of cyclicality of job-finding and separa-

tion rates is performed in chapter 4 and final chapter 5 concludes. 

2 Job-finding and separation rates 

Shimer’s [10] methodology is adopted in modeling unemployment dynamics. The model of unemployment is in 

continuous time, but data are measured at discrete dates. The time interval [ , 1)t t   is referred to as the period t . 

It is assumed that during period t , all unemployed workers find a job according to a Poisson process with arrival 

rate  ln 1 0t tf F    , where 
tF  is the corresponding job finding probability.2 Similarly, all employed work-

ers lose their job according to a Poisson process with arrival rate  ln 1 0t ts S    , where 
tS  is the corre-

sponding employment exit probability. 

The first goal is to calculate 
tF  and 

tS  from commonly available data. Short-term unemployment will be in-

troduced in order to calculate 
tF . Specifically,  s

tU   will represent the number of workers who are unem-

ployed at time t   but were employed at some time  ' ,t t t   ,  0,1  . Unemployment and short-term 

unemployment evolves according to 

      t tU t E t s U t f         , (1) 

      s s

t t t tU E t s U f       , (2) 

where  E t  ,  U t   represents number of employed and unemployed workers at time instant t  . 

Note that t  is fixed in these equations and that  0,1  . 

                                                           
1 University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, W. 

Churchill Sq. 4, 130 67, Prague 3, Czech Republic, cizeko@vse.cz. 
2 The difference between the rate and the corresponding probability is that the probability relates to the discrete 

time while the rate to the continuous time. 
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To solve for 
tF , eliminate   tE t s   between these two equations, which 

gives         s s

t t tU t U U t U f          . Solution to this differential equation is given 

by     tfs

tU t U K e
   

    . Because  0 0s

tU   from definition, we have  U t K . For 1   we obtain 

     1 1 tfs

tU t U U t e


    , or3    1 1 1s

t t t tU U U F     . Simple algebraic manipulation leads to 

 
 1 1

1

s

t t

t

t

U U
F

U

 
  . (3) 

This equation serves to calculate 
tF  using statistical data for unemployment 

tU  and short-term unemployed 

 1s

tU . The job-finding rate is then calculated as  ln 1t tf F   . 

Furthermore, solving differential equation (1) leads to 

 
    

1 1 t t t ts f s ft
t t t

t t

s
U e L e U

s f

   

      


,  (4) 

where 
t t tL E U   represent the labor force. Job separation rate 

ts  is obtained from solving the equation (4) 

numerically and the corresponding probability is given by 1 ts

tS e


  . 

3 Data 

The data for individual European countries were obtained from the Eurostat database.4 Seasonal adjustment was 

performed in Eviews 8 (method Census X–12) in cases where the adjustment was not performed by the Eurostat. 

The main variables are job-finding and separation rates. These data are available for Austria, Belgium, Bulgaria, 

Cyprus, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithua-

nia, Netherlands, Poland, Portugal, Slovenia, Spain, Sweden and United Kingdom. Job-finding and separation 

rates were calculated by the Shimer’s [10] method described earlier in chapter 2. Empirical counterpart to the 

variable  1s

tU  is the number of workers unemployed at the beginning of the quarter t , whose unemployment 

has not exceeded one quarter (three months).5 GDP in chain-linked volumes for the same European countries 

was obtained as well in order to empirically investigate a relation of job-finding and separation rates to a busi-

ness cycle. 

4 Relation of transition rates to business cycle 

It is common in empirical literature to measure business cycle as a cyclical component of GDP which is most 

often estimated by Hodrick-Prescott filter. It turned out that job-finding and separation rates were only very 

slightly correlated with this traditional measure of the output gap. For this reason, GDP growth was taken as a 

measure of a business cycle in this paper. Specifically, GDP growth is calculated according to 

 1 1/t t t ty y y y    , where 
ty  is GDP in time t .   

A relation of transition rates to the business cycle 
ty  is investigated by two methods. The first method is 

based on regression equations and the second methods is based on a correlation analysis. Job-finding and separa-

tion rates will be modeled by first-order autoregressive processes because of their inertial properties. Specifical-

ly, the following regression equations are assumed: 

 0 1 1 2

s

t t t ts s y         , (5) 

 
0 1 1 2

f

t t t tf f y         , (6) 

where 0 0, 0   ,  1 1, 0,1   , 2 0  , 2 0   and ,s f

t t   are i.i.d. random errors. Regression equations (5) 

and (6) were estimated by ordinary least squares and relation between transition rates and business cycle were 

analyzed by testing standard hypothesis 0 2: 0H    and 0 2: 0H   . The second method of analyzing relation 

between transition rates and business cycle is by means of correlation coefficients  ,t tcorr s y ,  ,t tcorr f y  

                                                           
3 Using the convention to denote time in the lower subscript when measured in discrete time. 
4 http://ec.europa.eu/eurostat/data/database 
5 The name of this time series in the Eurostat database is ‘Unemployment by sex, age and duration of unem-

ployment [lfsq_ugad]’.  
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and by testing  0 : , 0t tH corr s y  ,  0 : , 0t tH corr f y  . The results for separation rate are summarized in the 

following table.6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Relation between separation rate and growth of the GDP 

 

The results show that separation rate in countercyclical and this result is quite robust. The coefficient 
2  has 

expected negative sign for all economies and the correlation  ,t tcorr s y  turned out to be negative for all econ-

omies as well. Nonetheless, the hypothesis 0 2: 0H    is not rejected in all cases using the conventional 5 % 

level of significance. It is not rejected for Ireland, Netherlands, Poland, Portugal, Slovenia, Spain and Sweden. 

The hypothesis  0 : , 0t tH corr s y   is not rejected for some countries as well, but this is the case only for Ger-

                                                           
6 P-values relating to t-tests of the estimated coefficients are indicated in parentheses below the parameters. 

 

separation rate 

autoregressive equation correlation 

country sample 0  
1  

2  2R   ,t tcorr s y  

Cyprus 
2004Q1-

2016Q3 
0.007 

(0.00) 

0.77 

(0.00) 

-0.16 

(0.02) 
0.80 

-0.64    

(0.00) 

Czech   

Republic  

1998Q1-

2016Q3 
0.004 

(0.00) 

0.77 

(0.00) 

-0.12 

(0.00) 
0.84 

-0.57    

(0.00) 

Finland 
1998Q1-

2016Q3 
0.03 

(0.00) 

0.49 

(0.00) 

-0.13 

(0.00) 
0.43 

-0.44    

(0.00) 

Germany 
2005Q1-

2016Q3 
0.002 

(0.03) 

0.90 

(0.00) 

-0.04 

(0.01) 
0.92 

-0.18    

(0.22) 

Greece 
1998Q2-

2016Q4 
0.003 

(0.01) 

0.88 

(0.00) 

-0.06 

(0.02) 
0.89 

-0.59    

(0.00) 

Hungary 
1998Q4-

2016Q3 
0.003 

(0.01) 

0.85 

(0.00) 

-0.06 

(0.02) 
0.81 

-0.38    

(0.00) 

Ireland 
2005Q4-

2016Q3 
0.004 

(0.03) 

0.86 

(0.00) 

-0.02 

(0.11) 
0.84 

-0.31    

(0.04) 

Latvia 
2006Q4-

2016Q4 
0.01 

(0.00) 

0.55 

(0.00) 

-0.18 

(0.00) 
0.64 

-0.63    

(0.00) 

Lithuania 
2007Q4-

2016Q4 
0.01 

(0.00) 

0.67 

(0.00) 

-0.11 

(0.00) 
0.71 

-0.57    

(0.00) 

Netherlands 
2002Q1-

2016Q3 
0.001 

(0.04) 

0.94 

(0.00) 

-0.04 

(0.11) 
0.92 

-0.13    

(0.32) 

Poland 
2002Q2-

2016Q4 
0.004 

(0.03) 

0.84 

(0.00) 

-0.04 

(0.22) 
0.69 

-0.09    

(0.49) 

Portugal 
2000Q2-

2016Q4 
0.002 

(0.052) 

0.91 

(0.00) 

-0.02 

(0.71) 
0.89 

-0.38    

(0.00) 

Slovenia 
2001Q3-

2016Q4 
0.005 

(0.00) 

0.68 

(0.00) 

-0.04 

(0.14) 
0.58 

-0.49    

(0.00) 

Spain 
1997Q4-

2016Q4 
0.006 

(0.053) 

0.92 

(0.00) 

-0.12 

(0.13) 
0.94 

-0.75    

(0.00) 

Sweden 
2006Q1-

2016Q4 
0.01 

(0.01) 

0.69 

(0.00) 

-0.04 

(0.29) 
0.53 

-0.26    

(0.09) 

United 

Kingdom 

1999Q1-

2016Q3 
0.007 

(0.00) 

0.77 

(0.00) 

-0.08 

(0.01) 
0.69 

-0.37    

(0.00) 
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many, Netherlands and Poland. Similar analysis was performed also for a job-finding rate and the results are 

summarized in the following table. 

 

 

job-finding rate 

autoregressive equation correlation 

country sample 0  
1  

2  2R   ,t tcorr f y  

Cyprus 
2004Q1-

2016Q3 
0.17 

(0.00) 

0.46 

(0.00) 

3.89 

(0.03) 
0.38 

0.40       

(0.00) 

Czech   

Republic  

1998Q1-

2016Q3 
0.06 

(0.00) 

0.73 

(0.00) 

-0.22 

(0.66) 
0.47 

-0.02      

(0.89) 

Finland 
1998Q1-

2016Q3 
0.16 

(0.00) 

0.72 

(0.00) 

-0.67 

(0.11) 
0.64 

-0.37      

(0.00) 

Germany 
2005Q1-

2016Q3 
0.02 

(0.19) 

0.93 

(0.00) 

0.40 

(0.14) 
0.85 

0.10       

(0.51) 

Greece 
1998Q2-

2016Q4 
0.03 

(0.01) 

0.77 

(0.00) 

0.04 

(0.88) 
0.60 

0.23      

(0.049) 

Hungary 
1998Q4-

2016Q3 
0.03 

(0.047) 

0.85 

(0.00) 

0.26 

(0.55) 
0.68 

0.23      

(0.053) 

Ireland 
2005Q4-

2016Q3 
0.06 

(0.02) 

0.71 

(0.00) 

0.24 

(0.28) 
0.51 

0.03       

(0.84) 

Latvia 
2006Q4-

2016Q4 
0.15 

(0.00) 

0.38 

(0.01) 

1.73 

(0.048) 
0.31 

0.45       

(0.00) 

Lithuania 
2007Q4-

2016Q4 
0.17 

(0.00) 

0.29 

(0.03) 

0.16 

(0.81) 
0.15 

0.12       

(0.48) 

Netherlands 
2002Q1-

2016Q3 
0.06 

(0.02) 

0.78 

(0.00) 

1.09 

(0.08) 
0.60 

0.13       

(0.34) 

Poland 
2002Q2-

2016Q4 
0.05 

(0.03) 

0.84 

(0.00) 

-0.29 

(0.67) 
0.67 

0.002      

(0.99) 

Portugal 
2000Q2-

2016Q4 
0.13 

(0.00) 

0.34 

(0.00) 

1.50 

(0.03) 
0.21 

0.32       

(0.01) 

Slovenia 
2001Q3-

2016Q4 
0.13 

(0.00) 

0.32 

(0.01) 

1.27 

(0.08) 
0.14 

0.19       

(0.13) 

Spain 
1997Q4-

2016Q4 
0.03 

(0.09) 

0.90 

(0.00) 

1.82 

(0.02) 
0.89 

0.42       

(0.00) 

Sweden 
2006Q1-

2016Q4 
0.09 

(0.09) 

0.83 

(0.00) 

1.48 

(0.02) 
0.70 

0.10       

(0.51) 

United 

Kingdom 

1999Q1-

2016Q3 
0.03 

(0.10) 

0.92 

(0.00) 

0.90 

(0.19) 
0.88 

0.33       

(0.01) 
Table 2: Relation between job-finding rate and growth of the GDP 

 

The table shows that there is some evidence for a pro-cycle behavior of job-finding rate, but this evidence is 

rather weak. The coefficient 
2  is not positive in all cases – it is negative for the Czech Republic, Finland and 

Poland. Similarly, the correlation  ,t tcorr f y  turned out to negative for the Czech Republic and Finland. 

Moreover, statistical hypothesis 0 2: 0H    is rejected only for Cyprus, Latvia, Portugal, Spain and Sweden. 

Similarly, the null hypothesis  0 : , 0t tH corr f y   of acyclical behavior of job-finding rate is rejected only for 

half of the studied countries – Cyprus, Finland, Greece, Latvia, Portugal, Spain and United Kingdom. 
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These results are not fully in line with the conclusions of previous studies. Specifically, Shimer [9] argues 

that commonly believed fact that a job-finding rate is acyclical and a separation rate is counter-cyclical does not 

hold and brings evidence that a job-finding rate was pro-cyclical while a separation rate was nearly acyclical in 

the United States from 1948 to 2004. My results evidently do not support Shimer’s arguments and are in line 

with the above mentioned commonly believed fact that a job-finding rate is acyclical and a separation rate is 

counter-cyclical for most of the European countries. This result was obtained by applying the same methodology 

as was applied by Shimer and thus the difference is not caused by different methodologies. 

5 Conclusion 

The aim of the paper was to investigate a relation of transition rates measured by the Shimer’s [10] methodology 

to business cycle. Empirical analysis was performed on a very large set of European countries. Separation rate 

turned out to be counter-cyclical while a job-finding rate seems to be rather acyclical. These results support the 

commonly believed facts about the cyclicality of transition rates, but are in contrast with Shimer’s findings for 

the US economy which is interesting as Shimer’s methodology was applied in this paper. 

The analysis could be extended in a variety of ways. Alternative functional forms of regression models could 

be taken into account, dynamical properties might be studied or possible instability due to the current crisis 

might also be modeled. Usefulness of information contained in the transition rates for labor market analysis 

could also be studied as discussed by Pánková [7], [8]. Detailed analysis along these lines might be a topic for 

future research. 
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Measuring the Changes in Resource Capacity and Resource 

Distribution: A Health Care Example 
Martin Dlouhý1 

Abstract. The objective of this study is to measure and evaluate development of the 

capacity levels of multiple resources and the geographic inequality in the resource 

distribution by one method. The proposed method is based on the data envelopment 

analysis that is able to transform multiple resources into a single virtual resource. The 

capacity levels are compared by the ratio of total virtual resources and the geographic 

inequality is measured by the Gini coefficient and the Robin Hood Index. The 

proposed method is illustratively applied to the physicians and nurses in the Czech 

Republic. The changes in the resource capacities and in the resource distribution are 

compared for years 2005 and 2015. We observe an improvement in both the resource 

capacity and the geographic distribution of both physicians and nurses between the 

years 2005 and 2015. 

Keywords: Geographic Inequality, Gini Coefficient, Robin Hood Index, Data 

Envelopment Analysis. 

JEL Classification: D63 C61 

AMS Classification: 90C90 

1 Introduction 

To ensure sufficient capacities and equal distribution of public resources is a usual objective of public policy. For 

example in health care, access to health services and equal access to them for all, irrespectively of social status, 

ethnicity or place of living, are important objectives of the national health policy. The importance of this objective 

affects the overall organization of the national health system. On the other hand, the market mechanism allocates 

resources according to the willingness and ability to pay. As a consequence a supply of health services will be 

concentrated in rich areas, whereas poor areas, albeit being usually those with the greatest health needs, will not 

be served adequately. However, European health systems are mostly publicly funded, so the insufficient resource 

capacities or unequal regional distribution of health resources can be considered as a failure. 

Let us use the Czech Republic as an illustrative example. In 2015, the number of physicians per 10,000 in-

habitants was 36.30, which is an increase in comparison to 33.46 physicians in the year 2005. In 2015, the number 

of nurses per 10,000 inhabitants was 77.48, which is a decrease in comparison to 80.37 nurses in the year 2005. It 

is assumed that substitution between physicians and nurses is possible. In a region with more physicians, a lower 

number of nurses is needed, and vice versa, in a region with more nurses, a lower number of physicians is needed. 

In this case, in which the number of physicians increased and the number of nurses decreased, it is not clear whether 

the overall access to health resources improved or not. One of the objectives of this contribution is to develop a 

measure that is able to resolve this question. 

We also want to know how these health resources, physicians and nurses, are distributed geographically. So 

we need to have an inequality measure that is able to work with multiple resources. The objective of this study is 

to measure and evaluate development of the level of resource capacity and the geographic inequality in the resource 

distribution by one method, which extends our previous research [7, 8]. The proposed method will be illustratively 

applied to the physicians and nurses in the Czech Republic. 

2 Method 

2.1 Inequality Measurement 

Measures of inequality express the variation in observed variable by a single number. There is a variety of 

inequality measures described in the literature [6, 10, 11] and it is not possible to say that one inequality measure 

is better than the other. The simple measures of inequality are the ranges, decile ratios, coefficient of variation, 

etc. 
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The popular measure of inequality is the Gini coefficient that is derived from the Lorenz curve, a cumulative 

frequency curve that compares the empirical distribution of the observed variable with the uniform distribution 

that represents perfect equality. The Gini coefficient ranges between 0, which occurs in the case of perfect equality, 

and 1, which occurs in the case of perfect inequality. The Gini coefficient (GC) can be calculated by the formula 

(1): 

 𝐺𝐶 =
1

2𝑟
(∑ ∑ 𝜋𝑖𝜋𝑗|𝑟𝑖 − 𝑟𝑗|

𝑛

𝑗=1

𝑛

𝑖=1

) (1) 

where πi is the population proportion, ri is the number of resource per capita, r is the average value of the resource 

per capita, and n is the number of geographic areas. 

The Robin Hood Index (RHI) measures what proportion of resources has to be moved from areas with above-

average provision to areas with below-average provision to achieve equal distribution. The Robin Hood Index is 

calculated by the formula (2): 

 𝑅𝐻𝐼 =
1

2
∑|𝜋𝑖 − 𝜌𝑖|

𝑛

𝑖=1

 (2) 

where πi is the population proportion, ρi is the resource proportion, and n is the number of geographic areas. The 

Robin Hood Index is multiplied by 100 to be in percentages. 

Let us assume that we measure inequality in geographic distribution in the case of multiple health resources. 

The health resources as physicians and nurses are, at least to some extent, substitutes. Hence the region with fewer 

physicians may compensate such disadvantage by a larger number of nurses. In such a case, the multiple resource 

inequality is lower than expected from separate inequality measurements. To cope with cases with multiple health 

resources, one can use multiple criteria decision making for setting relative resource weights. The question is how 

to obtain such weights. More flexible approaches to estimate resource weights and the marginal rate of technical 

substitution can be based on the production function. Health resources are inputs and population (as a measure of 

health need) is the single output. The production function can be estimated by econometric methods (e.g., 

stochastic frontier analysis) or by data envelopment analysis that is described in section 2.2. 

2.2 Data Envelopment Analysis 

Data envelopment analysis (DEA) constructs the production frontier and evaluates the technical efficiency of 

production units. DEA is a based on the theory of mathematical programming that estimates the production frontier 

as the piecewise linear envelopment of the observed data [2]. A variety of DEA models with many extensions and 

modifications has been developed that can be found in textbooks that also present many examples of applications 

from both the private and public sectors [3, 4, 5, 9]. 

The production unit uses a number of inputs to produce a number of outputs. The technical efficiency of the 

unit is defined as the ratio of its total weighted output to its total weighted input or, vice versa, as the ratio of its 

total weighted input to its total weighted output. Each unit can choose its own weights of inputs and outputs in 

order to maximize its efficiency score. A technically efficient unit is able to find such weights that it lies on the 

production frontier. The production frontier represents the maximum amounts of output that can be produced by 

given amounts of input (the output maximization DEA model) or, alternatively, the minimum amounts of inputs 

required to pro-duce the given amount of output (the input minimization DEA model).  

Suppose that we have a sample with n production units that use m inputs to produce r outputs. The mathematical 

formulation of the input-oriented version of the constant returns-to-scale DEA model for production unit q is: 

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒         𝜑𝑞 = ∑ 𝑢𝑘𝑦𝑘𝑞

𝑟

𝑘=1

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜        ∑ 𝑢𝑘𝑦𝑘𝑗

𝑟

𝑘=1

− ∑ 𝑣𝑖𝑥𝑖𝑗

𝑚

𝑖=1

≤ 0,    𝑗 = 1, 2, … . , 𝑛, 

                             ∑ 𝑣𝑖𝑥𝑖𝑞

𝑚

𝑖=1

= 1,  

                             𝑢𝑘 ≥ 𝜀,   𝑘 = 1, 2, … , 𝑟, 

                             𝑣𝑖 ≥ 𝜀,    𝑖 = 1, 2, … , 𝑚, 

(3) 
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where φq is the technical efficiency score, xij is the amount of input i used by unit j, ykj is the amount of output k 

produced by unit j, and  represents an infinitesimal constant. The output weights uk and input weights vi are 

variables in the model. In the input-oriented model, the efficiency score φq is one if the unit q is technically 

efficient, and is lower than one if the unit is technically inefficient. The efficiency score measures a size of input 

reduction that makes production unit q technically efficient. 

The DEA model (3) has to be solved for each unit. The input data was normalized by dividing original values 

by the maximum value for each input and output. The value of  was set to 0.00000001, which is sufficient to 

ensure feasibility and boundedness [1]. The calculations were made in DEA-Excel Solver 2014, which is a MS 

Excel-based application for solving DEA models. It is available at https://webhosting.vse.cz/jablon/. 

2.3 Capacity and Inequality Measurement 

Suppose a situation with two resources (inputs) and one output (the regional population that serves as an estimation 

of health need). Let us have regions A, B, and C. Regions A and B lie on the production frontier are technically 

efficient, and region C is inefficient, having the input-oriented efficiency score 0.8, which was estimated by data 

envelopment analysis. A lower level of inefficiency in this situation represents a higher level of total resources 

that is available for regional population. The efficiency score of the input-oriented constant returns-to-scale model, 

which is lower than one, expresses the excess of resources above the most badly served regions that are represented 

by the set of DEA efficient units. This means that it is better for you to live in inefficient regions! The efficiency 

score 0.8 means that there is a possibility of 20% resource reduction in the given region or that the given 

combination of health resources is able to serve a 25% larger population (1/0.8 = 1.25). By the efficiency scores 

for regions, multiple health resources are transformed into a single virtual resource the value of which is calculated 

as a regional population (or a proportion of regional population) multiplied by reciprocal value of the efficiency 

score.  

The changes in resource capacity levels are compared by the ratio of total virtual resources from different time 

periods. It is assumed that over the time period covered by a panel there is no technology change. This assumption 

is described by the so-called intertemporal production frontier [12], which is estimated from the observations 

throughout the whole observation period. 

The following method that is able to measure both the resource capacity and inequality distribution is proposed: 

1. Construct intertemporal production frontier. For each region from all time periods, calculate the efficiency 

scores φit by the input-oriented version of the constant returns-to-scale DEA model with health resources 

as inputs and the regional population (or any other measure of health need) as a single output. 

2. Calculate the value of virtual health resource ρit
*= πit/φit for each region and year. 

3. Calculate the total virtual health resource ρt
* for each year. The ratio of total virtual resources between the 

individual years will show decrease or increase in the capacity level. 

4. Calculate the value of selected inequality measure for the virtual health resource for each year. These 

values show a decrease or an increase in regional inequality. 

Although the values of capacity levels and of inequality measures expressed in the virtual resource cannot be 

directly interpreted as in the case of original resources, the proposed method has an advantage that it combines all 

health resources in one dimension. 

3 Application 

3.1 Data 

The Czech Republic is a country with 10.5 million inhabitants (in 2015) that is administratively divided into 14 

regions. Prague, the capital, has a status of region. The region of Prague is located in the middle of the territory of 

the Stredocesky region. We assume that the population of the Stredocesky region use frequently health services in 

Prague. That is why the data of these two regions, the Prague and Stredocesky regions, were joined together. In 

the Czech Republic, the health services are reimbursed by public health insurance which should guarantee equal 

access to health services for the whole population. In the public system, equal distribution of health resources is 

an important objective of health policy. The data come from the years 2005 and 2015 and were obtained from the 

Czech Health Statistics Yearbooks [13, 14]. In this study we consider two inputs: the number physicians measured 

in full-time equivalents and the number of general nurses and midwives measured in full-time equivalents. The 

regional population that is used as a proxy for health need is the single output. 
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3.2 Results 

The intertemporal production frontier was constructed (Figure 1). First, the technical efficiency scores for all 26 

observations were calculated by the input-oriented constant returns-to-scale DEA model (3) with two inputs (the 

number physicians and the number of nurses) and one output (population). The efficiency scores are presented in 

Tables 1 and 2. Second, the values of virtual health resource for each region were calculated (Tables 1 and 2). The 

change in the total capacity level of health resources is measured by the ratio of the total virtual resource in 2015 

(12,714,223) to the total virtual resource in 2005 (12,337,383), which is 103.1, so the total virtual resource in 2015 

is greater than that in 2015 by 3.1%. The decrease in the number of nurses and midwives was more than 

compensated by the increase of the number of physicians, thus the Czech population is better-off. 

 

 

 

 

Figure 1 Intertemporal Production Frontier 

 

Region Population 
Number of 

physicians 

Number of 

nurses 

Efficiency 

Score 

Virtual 

Resource 

Prague + Stredocesky 2 326 244 9 778 21 396 0.698 3 330 690 

Jihocesky 626 766 1 834 4 374 0.951 658 788 

Plzensky 550 371 1 967 4 697 0.778 707 122 

Karlovarsky 304 587 939 2 489 0.854 356 774 

Ustecky 822 977 2 317 5 964 0.942 873 735 

Liberecky 428 268 1 219 3 099 0.939 456 057 

Kralovehradecky 547 849 1 824 4 532 0.815 672 345 

Pardubicky 505 553 1 400 3 511 0.974 519 128 

Vysocina 510 000 1 401 3 798 0.958 532 226 

Jihomoravsky 1 130 282 4 116 9 654 0.773 1 463 120 

Olomoucky 638 981 2 144 5 078 0.833 766 824 

Zlinsky 590 447 1 554 4 047 1.000 590 447 

Moravskoslezsky 1 251 767 3 750 9 611 0.888 1 410 126 

Czech Republic 10 234 092 34 242 82 249 x 12 337 383 

Table 1 Regional Characteristics, Efficiency Scores, and Virtual Resource, 2005 
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Region Population 
Number of 

Physicians 

Number of 

Nurses 

Efficiency 

Score 

Virtual 

Resource 

Prague + Stredocesky 2 583 228 11 237 21 654 0.754 3 426 536 

Jihocesky  637 292 2 030 4 288 0.941 677 009 

Plzensky 575 665 2 181 4 575 0.795 723 897 

Karlovarsky 298 506 1 019 2 337 0.835 357 295 

Ustecky 823 381 2 386 5 713 0.958 859 291 

Liberecky 439 152 1 321 2 775 1.000 439 152 

Kralovehradecky 551 270 1 948 4 424 0.812 678 881 

Pardubicky 516 247 1 523 3 449 0.974 529 811 

Vysocina 509 507 1 566 3 945 0.875 582 402 

Jihomoravsky 1 173 563 4 695 9 809 0.756 1 552 184 

Olomoucky 635 094 2 458 5 505 0.748 849 164 

Zlinsky 584 828 1 729 4 011 0.958 610 470 

Moravskoslezsky 1 215 209 4 172 9 203 0.851 1 428 132 

Czech Republic 10 542 942 38 268 81 688 x 12 714 223 

Table 2 Regional Characteristics, Efficiency Scores, and Virtual Resource, 2015 

 

Now we will continue with the inequality measurement. For a comparison of usual one-dimensional and 

proposed multi-dimensional methods, we measure the distribution of physicians and nurses and midwives 

separately first (Table 3). In 2005, the values of individual Robin Hood Indexes were 7.18% for physicians and 

4.52% for nurses and midwives. In 2015, the values of individual Robin Hood Indexes were 6.64% for physicians 

and 3.96% for nurses and midwives. So we observe an improvement in the geographical distribution of both 

physicians and nurses and midwives during the years 2005 and 2015. The situation in the case of nurses and 

midwives is better than for physicians and, in fact, the distribution of nurses and midwives is not so far from equal 

distribution. The similar results were obtained by the Gini coefficient. 

In the proposed inequality measurement method, the Gini coefficient and the Robin Hood Index were applied 

to the virtual health resource that takes into account that the combinations of two health resources serve regional 

populations. The regional inequality during the observed decade decreased according to both the Gini coefficient 

and the Robin Hood Index (Table 3). 

 

Measure/Resource/Year 2005 2015 

GC – physicians 0.092 0.084 

GC – nurses and midwives 0.058 0.050 

GC – virtual resource 0.071 0.056 

RHI – physicians 7.18% 6.64% 

RHI – nurses and midwives 4.52% 3.96% 

RHI – virtual resource 5.53% 4.52% 

Table 3 Regional Inequality, 2005 and 2015 

4 Conclusion 

The method that is able to deal with multiple health resources and measure both the changes of the level of resource 

capacity and the geographic inequality in the resource distribution was developed. The method is based on the data 

envelopment analysis methodology that is able to transform multiple health resources into a single virtual resource. 

In our calculations, the intertemporal production frontier was assumed; however, it is an interesting direction for 

further research to consider other types of dynamic production frontiers. Regarding the illustrative application to 

the Czech Republic, we observe an improvement in both the resource capacity and the regional distribution of both 

physicians and general nurses and midwives between the years 2005 and 2015. 
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Parameter estimation of regression model with quantized
variables

Marek Dvořák1, Petr Fiala2

Abstract. In this paper, we present two novel methods for parameter estimation
of binary classification models. Our methods assume that the dependent variable is
not binary by nature but a result of quantization of underlying data. The methods are
based on multi-stage and moment estimation of the quantized dataset.
The usual classical methods like logistic regression yield rather large variance of the
estimated parameters. We have made some adjustments to these classical models in
such a way as to reduce this unwanted variance.
The nature of estimated parameters and their variance was examined experimentally
on artificial data as well as on real world datasets. These experiments show that the
variance of estimated parameters was reduced considerably. Other parameter proper-
ties based on these experiments are also described.
A discussion is held to ask and think about several questions and issues regarding our
methods as well as some possible theoretical amendments.

Keywords: estimation, quantized variable, logistic regression, variability.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Let us imagine that there is data consisting of bitmap images of portraits of people with labels assigning the gender
of depicted person. We might want to create some model which predicts this gender based on image data [9], [7].
Out of several issues that might arise, let us focus on one in particular. Depending on the exact model we chose,
out predicted results might be a continues variable between male and female, which makes a real world sense,
since many women may have some male characteristics as well as some men may be more or less feminine.

However our initial assumption was that the labels were strictly binary (or generally quantized). With classical
methods, like logistic regression [8], [4], [3], This may result in biased estimations or estimations with high
variance. In this paper, we assume that there is an underlying dependent continuous latent variable which is
unobserved and that we can only observe the labels which are a quantization of this latent variable [11], [2].

We first take a look at the formal definition of the problem. Then we introduce a specialized estimator for single
variable, followed by generalized estimator for two or more variables. Finally, we take a look at some properties
of this estimator, namely the variance of estimations, which we show experimentally.

2 Problem definition
Let us define a simple linear model in equation 1. Note that Xi0 = 1 for all i and as such b0 can be interpreted as
an intersect.

Yi =

m∑

j=0

bjXij + ei, (1)

where i ∈ 1, . . . n denotes the observation, j ∈ 1, . . .m denotes the explanatory variables and ei signifies a
normal distributed error term with zero mean and non-negative variance.

e ∼ N
(
0, σ2

)
(2)

We can then define a quantization function in equation 3:
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Y ′i =

{
−1 if Yi ≤ 0

1 if Yi > 0
(3)

The problem is then to estimate b0, . . . bm given the observations pairs (Y ′i , Xij) for all i and j. If we want to
estimate the model using binomial logistic regression in the form of equation 4:

log

(
pi

1− pi

)
=

m∑

j=0

βjXij , (4)

where pi is the probability of observation Y ′i being 1 given Xi, we can use the maximum likelihood function
5:

l (β) =

n∑

i=1

[(
1

1 + e−
∑m

j=0 bjXij

)Yi
(
1− 1

1 + e−
∑m

j=0 bjXij

)1−Yi
]
. (5)

We can then maximize this maximum likelihood function given the parameters bj . Logistic regression yields a
parameter estimation whose properties have been thoroughly studied [5],[1], [10], [6].

In this paper we would like to introduce another method for the parameter estimation and experimentally look
at its properties.

3 Parameter estimation
The whole estimator is build upon the idea of fitting a hyperplane to two points in hyperspace, where the two points
represent mean of positive and negative examples. This works fine in two dimensional space, since a line is defined
using two points, but causes problem in higher dimensional space, because a plane is defined using three points.
Because of this, we introduce a restriction that the fitted hyperplane normal is coplanar with another hyperplane
also defined by those two points and which is also perpendicular to yet another plane defined by two vectors -
representing axes of explanatory variables. This mouthful definition is to introduce a simple concept which in less
rigorous terms could be explained that the fitted hyperplane should ’lay as flat as possible’. The first variation
worth considering is when there is one external explanatory variable Xi1 with two parameters b0, b1. When there
is only a single variable b0 - the intercept - the b0 parameter estimation would reduce to [b0] =

0
0 as can be shown

from the generalized model equations 9 to 19.

3.1 Single explanatory variable
When we have a single explanatory variable, we can construct a specialized estimator like this:

EX+ =
1

n+

n+∑

i+=1

Xi+,1 (6)

EX− =
1

n−

n−∑

i−=1

Xi−,1 (7)

[b0, b1] =

[
EX− + EX+

EX− − EX+
,

2

EX+ − EX−
]
, (8)

where n+ denotes the observations with a positive label and n− denotes the observations with a negative label.

It is worth noting that estimations b0 and b1 are not fully identified as there is one degree of freedom. As it
turns out, if we introduce arbitrary scale index m, the estimations 8 can be corrected as [mb0,mb1].

3.2 Two explanatory variables
With two explanatory variables, we can generalize equations 6 to 8 using matrix notation with equations 9 through
19.
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EX+
1 =

1

n+

n+∑

i+=1

Xi+,1 (9)

EX−1 =
1

n−

n−∑

i−=1

Xi−,1 (10)

EX+
2 =

1

n+

n+∑

i+=1

Xi+,2 (11)

EX−2 =
1

n−

n−∑

i−=1

Xi−,2 (12)

A =
[
EX−1 , EX

−
2 ,−1

]
(13)

B =
[
EX+

1 , EX
+
2 , 1

]
(14)

C =
A+B

2
(15)

Z = [0, 0, 1] (16)

N = (B −A) ((B −A)Z)− Z (B −A)2 (17)

c = NC (18)

[b0, b1, b2] =

[
c

N3
,
N1

N3
,
N2

N3

]
. (19)

Again, these three estimated coefficients are not fully identified, but there is still only one degree of freedom.
As was the case in the section 3.1, we can introduce a scale index m which fills the remaining degree of freedom
with the full estimator being [mb0,mb1,mb2].

In fact, if we take the estimator in this section and lower the number of explanatory variables, we can reduce the
whole system equations 9 to 19 to the system of equations 6 to 8. And analogously, we can quite easily generalize
the estimator for arbitrary natural number of explanatory variables.

4 Experiments on artificial data
To examine the properties of estimated parameters, we have designed a numerical experiment on artificial data.

The experiment started with creating a 1000 observations of artificial variables X1 ∼ N (0, 2), X2 ∼ N (0, 2)
and e ∼ N (0, 1). Then an explanatory variable were created using equations 20 and 21 with parameters set to
[b0, b1, b2] = [1, 4, 4].

Yi = 1 + 4Xi1 + 4Xi2 + ei (20)

Y ′i =

{
−1 if Yi ≤ 0

1 if Yi > 0
(21)

Next, the parameters of these three models were estimated.
1. Least squares linear regression without quantized explanatory variables
2. Binomial logistic regression with quantized variables
3. Our estimator with quantized variables

These models were estimated each 10000 times to get statistics for each estimated parameter.

Graphical results of this simulation are shown in figures 1, 2 and 3. The figure 1 shows a histogram of 10000
estimated b0 parameters for both examined models. The ground-truth value of b0 was 1. The same applies to 2
and 3 except here, the ground truth for b1 and b2 was 4. We can see that the parameter estimations using classical
logistic regression (the red histogram) have much higher variance than estimation using the method presented in
this paper (the blue histogram).

We can also look at the mean and standard deviation in table 1. The table shows that the method described in
this paper provides parameter estimation with lower variance compared to the logistic regression.
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Figure 1 Histograms of the estimated b0 values. The red (rightmost) is the histogram of logistic regression, the
blue (leftmost) is the histogram of out method.

0

1000

2000

3000

4000

0 5 10 15

b1 estimation

Figure 2 Histograms of the estimated b1 values. The red (rightmost) is the histogram of logistic regression, the
blue (leftmost) is the histogram of out method.
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Figure 3 Histograms of the estimated b2 values. The red (rightmost) is the histogram of logistic regression, the
blue (leftmost) is the histogram of out method.
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mean standard deviation
b0 lm 1.000 0.0377
b1 lm 3.999 0.0270
b2 lm 4.000 0.0268

b0 logistic 0.941 0.2740
b1 logistic 7.529 0.9905
b2 logistic 7.532 0.9944
b0 ours 0.305 0.1528

b1 ours 3.915 0.1898

b2 ours 3.918 0.1905

Table 1 Table showing the properties of three estimations.

5 Conclusion
In this paper, we have presented an estimator for regression with quantized dependent variable as opposed to more
traditional linear regression. We have also used numerical simulation of artificial data to determine the properties
of this model. We have experimentally shown that this method can lead to estimations with lower variance then
logistic regression.

Further work might include calculating the exact estimator properties analytically as well as determining its
behaviour on real data or with large number of explanatory variables.
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Simulation of investment project internal rate of return
StanislavaDvořáková1, Petr Jiřı́ček2

Abstract. The paper will deal with variants of finding the internal rates of return
of investment projects with a subsidy from public sources. The simulations will cor-
respond to gradual changes of the subsidy amounts and the changes of cash flows
in individual project phases. The simulations will result in displaying functional de-
pendencies of internal rates of return on multi-parametric project changes. Then the
extreme values and limits of these functional dependencies will be determined.

Keywords: simulation of internal rate on return, investment projects, extreme values.

JEL classification: C20, H43
AMS classification: 65H04

1 Introduction
For the evaluation of commercial investment projects, two main methods are used: the net present value method
and the internal rate of return method. The internal rate of return method is based on finding such a real root of the
NPV function from the proposed project parameters that corresponds to the condition of indifferent evaluation
of the public project efficiency from the investors perspective. The recommendation for evaluating projects by
the commercial method of IRR reflects the fact that the IRR method has, in comparison with the NPV method,
several significant disadvantages. These relate namely to the so-called non-conventional cash flows generated by
some projects, when more than one change of cash flow polarity occur. Bussey and Eschenbach (1992) define the
conventional type of investment as an investment that contains one or more negative cash outflows, followed by
one or more positive cash inflows. A non-conventional investment is defined as an investment that intersperses
the positive and negative cash flows. Problems of the IRR method were completely dealt with in the past e.g. by
Teichroew et al. (1965) in compliance with solving the polynomial by the so-called Descartes rule. Hazen (2003)
has solved the problem of multiple real IRRs by linking the present value of the outstanding capital expenditure of
a project with the difference between any IRRs and the cost of capital. The topic of using IRR and NPV criteria
has been summarised by Magni (2011); with a view of the focus of this paper, we can mention especially these
points:
1. in case of multiple roots of the NPV function in the area of the positive halfplane corresponding to two or

more values of a given projects IRR, multiple realvalued IRRs may arise;
2. the NPV function has complex-valued roots and so complex-valued IRRs may arise;
3. the decision criterion in case of the IRR is not compatible with the decision criterion of the NPV method in the

relation to the standpoint to reject or accept the project;
4. the IRR method does not produce the same ranking of mutually exclusive projects as the NPV method and so it

is not in conformity with the goal of maximizing the company market value or social welfare in case of public
projects.

Mishan and Quah (2007) address the topic of multiple-valued roots of the NPV function for using the IRR
criteria to evaluate public projects by means of cost-benefit analysis. Pearce et al. (2006) was concerned with using
the IRR method for evaluating development public projects (called the economic rate of return, ERR) by means
of cost-benefit analysis based on theoretical principles of the utility theory and the Kaldor-Hicks compensation
test. The present methodology of the European Union results namely from works of Florio (2006) and Florio and
Vignetti (2013). The resulting evaluation of social efficiency of public projects is carried out based on discounting
economic cash flows by means of the ENPV (an NPV alternative used for public projects) and ERR (the European
Commission, 2015).

2 Objective and methods
The simulations will result in displaying functional dependencies of internal rates of return on multi-parametric
project changes. Then the extreme values and limits of these functional dependencies will be determined. The Net
Present Value method in case of public projects (ENPV ) is expressed by the investment curve
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ENPV =

n∑

t=0

CFt
(1 + k)t

, (1)

where
CFt is the cash flow of the public development project (i.e. the benefits) minus costs, losses of the project,
k is the common social discount rate (the required return on public investment from the perspective of the
investor or donor of the project),
n is the period of economic lifespan of the project (in our model case n = 12),
ENPV is economic net present value of the public project reflecting the benefit from the project from a wider
social economic view of the given investment.

Stream of CFs – the sequence of cash flows generated by the public project in the form of CF = [CF1, CF2,
CF3, CF4, CF5, CF6], in the model in the basic form CF = [−6, 1, 1, 1, 1, 1, 1], which corresponds to realisti-
cally predictable flows of proposed public projects.

Economic internal rate of return of the project (ERR) – the root of the investment curve (1) of the project, i.e

ENPV =

n∑

t=0

CFt
(1 + ERR)t

= 0. (2)

The presented paper aims at simulating internal rate of return for public projects (ERR) by means of modelling
the root function.
1. The root function CFj = ϕ(ERR), 0 ≤ j ≤ n – the function of roots for the function of two variables of

ENPV (ERR,CFj) = 0, i.e.

CFj = ϕ(ERR) = −
j−1∑

t=0

CFt
(1 + ERR)t−j

−
n∑

t=j+1

CFt
(1 + ERR)t−j

. (3)

2. Therefore it is a curve corresponding to the intersection of the surface of ENPV (k,CFj) and the plane of
ENPV = 0.

3. Conventional projects – they are characterized by only one change of their polarity in the sequence of the
stream of cash flows generated within the project, e.g. [−,−−+ + ++]).

4. Non-conventional projects – they are characteristic by more than one change of project generated cash flows in
the sequence of the CF stream (e.g. [−,−+ + + +−]).

In the simulation, we seek the dependence of the curve course and root position on the amount of the subsidy
from public sources, manifesting in the change of CF0 for the cases of:
• Conventional project with a crisis in the building phase CF = [CF0,−+ + + ++],
• Non-conventional project with a crisis in the operational phase CF = [CF0,+ +−+ ++],
• Non-conventional project with a crisis CF = [CF0,+ + + + +−].

We change the parameters of the stream of cash flow according to selected basic scenarios for individual levels of
subsidy from public sources of the European Union and we display the course of the root function for individual
variants of projects. We thus seek the number and position of the ENPV function roots for individual levels of
subsidy in reaction to the change of the critical parameter of individual scenarios, its extreme values and limits, i.e.
in reaction to:
• the change of cash flow in the public project building phase (∆CF1) – e.g. caused by critical delayed con-

struction of the investment (scenarios with 100%, 70%, 30%, 0% subsidy from the European Union); this
dependence is expressed by the function CF1 = ϕ(ERR),

• changes of cash flow in a selected year of the operational phase of the project (∆CF3) – e.g. caused by an
economic crisis (scenarios with 100%, 70%, 30% , 0% subsidy from the European Union); this dependence is
expressed by the function CF3 = ϕ(ERR),

• changes of cash flow in the liquidation phase of the project (∆CF6) – e.g. caused by high environmental costs
(scenarios with 100%, 70%, 30%, 0% subsidy from the European Union); this dependence is expressed by the
function CF6 = ϕ(ERR).

3 Results and discussions
To get a general overview, we present a projection of a set of four root functions for selected levels of subsidy of a
public project (100%, 70%, 30%, 0%) in a summary graph. In the graph, we can see the influence of the subsidy
level on the course of root functions for individual scenarios (see Fig. 1, 2, 3).
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The root curves are not defined for ERR = −1 (which results from relation (3)). We will judge the course of
the curves only for ERR > −1 because negative rates of return are not economically significant in the investment
project area.

Figure 1 Quadruplet of functions CF1 = ϕ(ERR) for various parameters of subsidy amount (crisis in a building
phase of public investment project)

All the functions in Fig. 1 are not defined for the value ERR = −1 and thus their limit here is vertical. The
functions intersect the y-axis (i.e. ERR = 0) at the value of CF1 −

∑n
t=0 CFt, i.e. at values 1, −0.8, −3.2 and

−5. All the root functions have the limit of∞ for ERR → ∞ except for the root function for a 100% subsidy.
This curve has the limit equal to zero for ERR→∞. In this simulation, the root functions do not have extremes.

All the functions in Fig. 2 are also not defined at ERR = −1, therefore they have a vertical limit here. The
functions intersect the y-axis (i.e. ERR = 0) at the point CF3 −

∑n
t=0 CFt, i.e. at values 1, −0.8, −3.2, and −5.

All the root functions have the limit of∞ for ERR → ∞ except for the curve of the 100% subsidy. This curve
has a limit equal to −∞ for ERR→∞ and has a local maximum in the point ERR = 0.19 and CF3 = −4.746.
For the values of CF3 > −4.2 (root function for 100% subsidy), the ENPV function (1) has two roots, which
means that there are two ERRs and thus the efficiency of the project cannot be unambiguously determined by this
method.

Unlike the previous cases, the functions in Fig. 3 are defined for all ERR values (this results from relation
(3)). For ERR = −1, CF6 is equal to zero. The functions intersect the y-axis (i.e. ERR = 0) at the value
CF6−

∑n
t=0 CFt, i.e. at values 1,−0.8,−3.2, and−5. All the root functions have the limit of∞ for ERR→∞

except the curve for the 100% subsidy. This curve has the limit equal to −∞ for ERR → ∞. All the curves
except the curve of the 100% subsidy have a local minimum (curve for 70% subsidy in the point CF6 = −3.592
and ERR = 0.16), i.e. ENPV function (1) has two ERR roots.

4 Conclusion
The IRR method (according to the EU methodology the ERR) is the second most preferred method of public
investment evaluation; the reason is well-known disadvantages of this method in case of non-conventional projects,
mentioned in this article. Yet, some theoretical and practical concepts prefer, as stated in the article, the IRR (ERR)
method. The paper solves non-conventional public projects when negative cash flows arise due to crisis situations
in operational and liquidation phase of a public project. The paper also presents a comparison with public projects
of conventional type (in case of the crisis in a building phase).

Multi-parametrical analysis of a project is carried out on the grounds of displaying the ENPV function which
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Figure 2 Quadruplet of functionsCF3 = ϕ(ERR) for various parameters of subsidy amount (crisis in a operational
phase of public investment project)

Figure 3 Quadruplet of functions CF6 = ϕ(ERR)for various parameters of subsidy amount (crisis in a liquidation
phase of public investment project)

Simulation of investment project internal rate of return

84



models a public project given by a stream of cash flows in the basic version CF = [−6, 1, 1, 1, 1, 1, 1] in 3D
projection, where the influence of change of project parameters on the position and curving of the ENPV surface
can be seen.

The function of the ENPV roots gives information about the position, number and value of the ERR in indi-
vidual model scenarios. This value can be read directly from the graph of the root function CFj = ϕ(ERR),
0 ≤ j ≤ n subject to the change of individual model parameters (i.e. cash flows of the real project).

From the results of the analysis, it can be demonstrated that when parameters (CFj) change there is a field
which allows us to apply the ERR even for non-conventional projects, i.e. the ENPV function gives exactly
one real root > 0. Such projects are characterized by relative stability. The occurrence of more positive real
roots, as shown by the results of the analysis of functions of the ENPV roots in the model, would probably be
caused by much higher instability of projects, which should not be the rule with public projects, regarding positive
externalities. The conditions for the rise of such instabilities can be determined on the basis of the proposed model
generally by means of the function CFj = ϕ(ERR) by further analysis.

The rise of such an instability can be shown, as has already been mentioned, e.g. from the course of the root
function CF6 = ϕ(ERR) for non-conventional projects with crisis liquidation phase with 70% subsidy (Fig. 3).
Here it is apparent that in a certain defined field of the CF6 parameter the root function has a local minimum, so
for one value of CF6 there obviously are 2 values of ERR.

The model based on applying a rational fractional function for the description of a public project thus allows
us to carry out consequent analysis of the function CFj = ϕ(ERR), an analysis of different variants of public
projects as well, which are not solved in the article. These are e.g. non-conventional projects with multiple changes
of cash flow polarity, which are characterized by more than two real roots.

The use of the EER method generally depends on the preference for the utility of either the investor or the
donor of the project. When comparing multiple projects, the ERR method (which prefers higher rate of return
within the projects return period) can provide a different order of selection of the optimal project alternative from
the ENPV method, which prefers the absolute earnings during the required lifetime of the project.

The optimal amount of support with the specified parameters of the project (lifetime period, amount of invest-
ment costs, cash flow from the project) can be determined by means of sensitivity analysis of the project based on
finding the projects threshold value.
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[1] Dvořáková, S. & Jiřı́ček, P. (2013): Modelling Financial Flows of Development Projects Subsidized from
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Modeling of supply network coordination 
Petr Fiala1, Renata Majovská2 

Abstract. Supply network is a decentralized system composed from layers of poten-

tial suppliers, producers, distributors, retailers and customers etc., where agents are 

interconnected by material, financial and information flows. These agents have dif-

ferent interests and the whole network behaves ineffective. The expanding importance 

of supply network coordination presents a challenge to focus more attention on supply 

network modeling. The game theory approach seems to be a basis for other ap-

proaches. Supply network behavior is influenced by a combination of competitive and 

cooperative relationships between agents. Biform games combine non-cooperative 

and cooperative approaches of game theory and are promising for modelling behavior 

of the agents. It may form a global view of the coordination problem. Other ap-

proaches to coordination such as auctions and contracts are possible to model as spe-

cific game theory models. 

Keywords: supply network, coordination, game theory, auctions, contracts. 

JEL Classification: C44, L14, D44, C61 

AMS Classification: 90C15 

1 Introduction 

Supply network is a decentralized system composed from layers of potential suppliers, producers, distributors, 

retailers and customers etc., where agents are interconnected by material, financial and information flows. A sup-

ply network is the collection of steps that a system takes to transform raw components into the final product. There 

is much inefficiency in supply network behaviour. When one or more agents of the supply network try to optimize 

their own profits, system performance may be hurt.  

Supply network management has generated a substantial amount of interest both by managers and by research-

ers. There are many concepts and strategies applied in designing and managing supply networks (see [11], [14]). 

The expanding importance of supply network coordination presents a research challenge to focus more attention 

on supply network modelling (see [15], [16] [18]).  

Recently, considerable attention of researchers is drown to provide some incentives to adjust the relationship 

of supply network agents to coordinate the supply network, i.e., the total profit of the decentralized supply network 

is equal to that achieved under a centralized system. The paper compares coordination mechanisms based on mod-

els of game theory, contracts and auctions.  

The rest of the paper is organized as follows. Section 2 presents coordination problem in supply networks. 

Section 3 summarizes some of the basic non-cooperative and cooperative concepts of the game theory, including 

biform games. Supply network contracts have drawn much attention from the researchers. A contract between 

members of a supply network with price-dependent stochastic demand is analyzed in Section 4. A complex trading 

model based on using of iterative process for combinatorial double auctions between members of a supply network 

is presented in Section 5. Section 6 presents conclusions.  

2 Coordination problem 

The most important part of managing phase is the coordination of individual activities to be optimal in terms of 

the whole system. Supply networks are decentralized systems. A centralized system can be taken as a benchmark. 

The question is: How to coordinate the decentralized supply network to be efficient as the centralized one? The 

seller rarely has complete information about buyer’s cost structure. However, the quantity the buyer will purchase 

and therefore seller’s profit depend on that cost structure. Somehow, the seller will have to take this information 

asymmetry into account. The numbers of sellers and buyers are denoted by m, n, respectively. The symbol Si 
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represents i-th seller while the symbol Bj represents j-th buyer. The seller-buyer relations in supply network can be 

taken as decentralized or centralized (see Fig. 1). 
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Figure 1 Decentralized (a) and centralized (b) seller-buyer relations 

 

Most supply networks are composed of independent agents with individual preferences. It is expected that no 

single agent has the power to optimize the supply network. Each agent will attempt to optimize his own preference, 

knowing that all of the other agents will do the same. This competitive behavior does not lead the agents to choose 

polices that optimize overall supply network performance due to supply network externalities. The typical solution 

is for the agents to agree to a set of transfer payments that modifies their incentives, and hence modifies their 

behavior. Coordination between sellers and buyers can be provided through information sharing (schematically 

see Fig. 2).  

 

 

Figure 2 Coordination through information sharing 

 

A seller iS  and a buyer 
jB  have information and analytical tools for their problem representations. A coordi-

nator helps by information sharing and by formulation of a joint problem representation (see [6]). We compare 

some coordination mechanisms based on: games, contracts and auctions. 

3 Game theory models 

This section summarizes some of the basic non-cooperative (see [4]) and cooperative concepts (see [12]) of the 

game theory that are applied in coordination of supply networks. The non-cooperative theory of games is strategy 

oriented; it studies what one may expect the players to do. The cooperative theory is a “micro” approach in that it 

focuses on precise descriptions of what happens. 

An n -player non-cooperative game in the normal form is a collection, where N  is a set of n  players; iX , 

1,2,...,i n , is a set of strategies for player i ;  1 2, , ,i nx x x , 1,2,...,i n , is a pay-off function for player i , 

defined on a Cartesian product of n  sets iX , 1,2,...,i n . 

Decisions of other players than player i  are summarized by a vector  

 1 1 1,..., , ,...,i i i nx x x x x   .        (1) 
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A vector of decisions  0 0 0

1 2, ,..., nx x x  is the Nash equilibrium of the game if 

   0 0 argmax , 1,2, ,
ii i x i i ix x x x i n    .      (2) 

The Nash equilibrium is a set of decisions from which no player can improve the value of his pay-off function 

by unilaterally deviating from it. 

Cooperative game theory looks at the set of possible outcomes, studies what the players can achieve, what 

coalitions will form, how the coalitions that do form divide the outcome, and whether the outcomes are stable and 

robust. When modelling cooperative games is advantageous to switch from the game in normal form to the game 

in the characteristic function form. The characteristic function of the game with a set of n  players N  is such 

function  S  that is defined for all subsets S N  (i.e. for all coalition) and assigns a value   S  with follow-

ing characteristics: 

  0   ,      1 2 1 2S S S S     ,        (3) 

where 1S , 2S  are disjoint subsets of the set N . 

The pair  ,N   is called a cooperative game of n  players in the characteristic function form. A particular 

allocation policy, introduced by Shapley [13], has been shown to possess the best properties in terms of balance 

and fairness. So called Shapley vector is defined as 

 1 2, , , nh h h h ,          (4) 

where the individual components (Shapley values) indicate the mean marginal contribution of i -th player to all 

coalitions, which may be a member. Player contribution to the coalition S  is calculated by the formula: 

    S S i   .         (5) 

A complicating factor is that with the increasing number of n  players is rapidly increasing number of coalitions 

and complexity of their production. Shapley value for the i -th player is calculated as a weighted sum of marginal 

contributions according to the formula: 

   
    

1 ! !

!
i

S

S n S
h S S i

n
 

   
      

  
 ,      (6) 

where the number of the coalition members is marked by symbol S  and the summation runs over all coalition

i S . 

The ongoing actions in the supply network are a mix of cooperative and non-cooperative behaviour of the 

participants.  A biform game is a combination of non-cooperative and cooperative games, introduced by Branden-

burger and Stuart [2]. It is a two-stage game: in the first stage, players choose their strategies in a non-cooperative 

way, thus forming the second stage of the game, in which the players cooperate. The biform game approach can 

be used for modelling general buyer-seller relationships in supply networks (see [7]). First, sellers make initial 

proposals and take decisions. This stage is analysed using a non-cooperative game theory approach. Then, sellers 

negotiate with buyers. In this stage, a cooperative game theory is applied to characterize the outcome of negotiation 

among the players over how to distribute the total surplus. Each seller’s share of the total surplus is the product of 

its added value and its relative negotiation power. 

Confidence indices 0 ≤ 𝛼𝑖 ≤ 1,  for all i = 1, 2, ..., n, are introduced. The indices show players’ anticipation 

of the pay-off they will receive in the cooperative stage, i.e. the proportion of the difference between the maximum 

and minimum core allocation achievable for players. Confidence indices of the players provide the link between 

the non-cooperative and cooperative stages of the biform game. 

4 Contract models 

Supply network contracts have drawn much attention from the researchers (see [3]). A combined problem of sup-

ply network coordination with price-dependent stochastic demand is analysed (see [8]). We define the following 

quantities: q  buyer’s total order quantity; c  seller’s unit production cost; p  retail price. The setting can be char-

acterized as a newsvendor problem.  We will analyse the multiplicative form of price-dependent stochastic demand 
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   ,D p u y p u ,         (7) 

a function of p  and u , where u  is a random variable independent of p  and  y p  is continuous, nonnegative, 

twice differentiable function. The expectation of D  is specified by a function  y p  for any given price p : 

   ,E D p u y p   .                                                                                                                        (8) 

The expected profit for centralized solution for any output level q  and price p  is: 

           

     
 

0

, min , , max 0, ,

q

y p

p q E p q D p u cq E p c q p q D p u

p c q py p F u du

         

   

                        (9) 

The objective is to choose  0 0,p q  to maximize the expected profit  ,p q . 

By fixing price p  the problem reduces to standard newsvendor problem without pricing and the optimal level 

of production 

 0 1 p c
q y p F

p

  
  

 
.        (10) 

By substituting it into the expected profit 

       

1

1

0

p c
F

p
p c

p y p p c F p F u du
p



  
 
 



 
  

    
  

  

 .    (11) 

The problem is now with only one decision variable p  and the optimal price 
0p  can be obtained by solving 

 
0

d p

dp


 .         (12) 

The assumptions of the existence and uniqueness of the optimal solution  0 0,p q  are concavity of determin-

istic part of demand function  y p  and IGFR property of stochastic part of the demand function u . 

The proposed contract for coordination of the decentralized supply network is a specific buy-buck contract. 

The wholesale price w  and the buy-buck price b  are specified: 

 w p c c   , b p , where 0 1  .     (13) 

By the setting of the prices w  and b  the buyer’s profit and the seller’s profit for any chosen output level q  

and price p  are 

        min , , max 0, , 1B E p q D p u wq b q D p u          ,  (14) 

     max 0, ,S E w c q b q D p u      .     (15) 

From previous expressions of the buyer’s profit and the seller’s profit, it is clear that the buyer and the seller 

solve the same problem as the centralized supply network and the sum of the buyer’s profit and the seller’s profit 

is equal to the profit of the centralized supply network. The parameter   characterizes a splitting of the total profit 

between the buyer and the seller. 
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5 Auction models 

Combinatorial auctions are promising for supply network analyses (see [5], [9]). We propose a complex coordi-

nation model based on using of iterative process for combinatorial double auctions (see [10]). Let us suppose that 

m  potential sellers 1 2, , mS S S  offer a set R  of r  items, 1,2,...,j r , to n  potential buyers 1 2, , , nB B B . 

A bid made by seller hS , 1,2, ,h m , is defined as   ,h hb C c C , a bid made by buyer iB , 1,2,...,i n , 

is defined as   ,i ib C p C , where C R  is a combination of items,  hc C  is the offered price by seller hS  

for the combination of items C ,  ip C  is the offered price by buyer iB  for the combination of items C . Binary 

variables are introduced for model formulation: 

 ix C  is a binary variable  specifying if the combination C  is  assigned to buyer iB ,  

 hy C  is a binary variable  specifying if the combination C  is bought from seller hS . 

       
1 1

max
n m

i i h h

i C R h C R

p C x C c C y C
   

    

 subject to    
1 1

n m

i h

i C R h C R

x C y C
   

  , j R  ,                              (16) 

   0,1ix C  , C R  , i , 1,2,...,i n , 

   0,1hy C  , C R  , h , 1,2,...,h m . 

The objective function expresses the profit of the auctioneer (supply network). The constraints ensures for 

buyers to purchase a required item and that the item must be offered by sellers. The formulated combinatorial 

double auction can be transformed to a combinatorial single-sided auction.  

Multi-round iterative auctions can be taken as a solution approach. In the fundamental work [1], Bikhchandani 

and Ostroy demonstrate a strong interrelationship between the iterative auctions and the primal-dual linear pro-

gramming algorithms. A primal-dual linear programming algorithm can be interpreted as an auction where the 

dual variables represent item prices. The algorithm maintains a feasible allocation and a price set, and it terminates 

as the efficient allocation and competitive equilibrium prices are found.  For the problem we will formulate the LP 

relaxation and its dual. Several auction formats based on the primal-dual approach have been proposed in the 

literature. Though these auctions differ in several aspects, the general scheme can be outlined as follows: 

a) Choose minimal initial prices. 

b) Announce current prices and collect bids. Bids have to be higher or equal than the prices.  

c) Compute the current dual solution by interpreting the prices as dual variables. Try to find a feasible allo-

cation, an integer primal solution that satisfies the stopping rule. If such solution is found, stop and use it 

as the final allocation. Otherwise update prices and go back to b). 

6 Conclusions 

The paper proposes and compares coordination mechanisms based on game, contract and auction models. The 

game theory approach seems to be a basis for the other two approaches. Biform games are promising for combi-

nation of non-cooperative and cooperative behaviour of the participants. It may form a global view of the coordi-

nation problem. Contracts and auctions are possible to model as specific game theory models. The proposed con-

tract model with stochastic price-dependent demand is a generalized newsvendor model. The proposed combina-

torial double auction model is binary linear programming model solved by iterative process. The proposed coor-

dination mechanisms were tested on examples of supply networks. 

Combination of these approaches can be a powerful instrument for coordination in supply networks. Coordi-

nating actions in environmental problems is an example of practical using of these approaches. An authority and 

polluters are looking for coalition projects to reduce pollution (see [17]). 
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Getis’ non-parametric approach to spatial data analysis,
with application to regional unemployment dynamics

Tomáš Formánek1, Roman Hušek2

Abstract. This contribution focuses on key estimation and stability issues related
to spatially augmented econometric models. We describe and evaluate the non-
parametric spatial filtering methodology by Getis, which is a specific approach to-
wards quantitative analysis performed using regional (spatial) data. Getis approach
is compared to standard parametric spatial models, their differences and similarities
are discussed. We use Getis-type econometric framework to estimate and evaluate
an empirical model describing regional unemployment dynamics at the NUTS2 level
for the following countries: Austria, Belgium, Czechia, Denmark, Germany, Hun-
gary, Luxembourg, the Netherlands, Poland and Slovakia. Alternative neighborhood
definitions are used for data filtering, model estimation and stability assessment. In
the application part of our contribution, we find prominent evidence for regional in-
fluences in the observed data that should be accounted for in quantitative analyses.
At the macroeconomic policy-making level, our findings highlight the importance of
regional (cross-border) cooperation.

Keywords: spatial data, non-parametric filtering, regional unemployment.

JEL classification: C23, C31, C52, E66
AMS classification: 91B72

1 Introduction
As quantitative macroeconomic analyses are often performed at a regional level, statistical effects of spatial depen-
dency in observed data should be addressed. Spatial autocorrelation violates basic assumptions of independence
among observations of variables used for estimation of regression models (see [9] for details). As discussed by
[2], [3], [6] and by numerous other authors, uncontrolled spatial autocorrelation leads to biased model estimates
and/or biased significance statistics. A common econometric practice is to directly (parametrically) estimate spa-
tial dependencies - either by maximum likelihood methods as in [2] or through a Bayesian approach described in
[6]. Unfortunately, parametric approaches rely heavily on prespecified distributional assumptions, see [8].

An alternative approach to the parametric spatial-dependency modeling is outlined and evaluated in this paper:
we use a distribution-free nonparametric approach pioneered by Getis [5], which “filters out” spatial dependencies
from the data. The theoretical part of our paper is accompanied by an empirical application focused on model
stability under varying neighborhood definitions. In our application example, we describe regional unemployment
dynamics at the NUTS2 level for the following countries: Austria, Belgium, Czechia, Denmark, Germany, Hun-
gary, Luxembourg, the Netherlands, Poland and Slovakia. Figure 1 is provided for basic illustration of regional
unemployment, its spatial distribution and regional dependencies. While this paper outlines and evaluates one
possible approach to macroeconomic modeling, other paradigms are certainly relevant as well: see e.g. [1], [3] or
[4] for discussion and additional references.

The remainder of this paper is structured as follows: Section two covers the theory of nonparametric spatial
filtering and presents references to key literature. Section three provides an empirical application to the topics
outlined, along with analysis of model stability. Section four and the list of references conclude our paper.

2 Getis data-filtering in spatial econometric models
When dealing with parametric spatial models, we have to consider the following three different spatial interaction
types: spatial interaction effects among observations of the endogenous (dependent) variable, interaction effects
among regressors and interactions among error terms. Using a modified notation from [2], we can generalize linear
regression models such as

y =Xβ + ε (1)

1VŠE Praha, nám. W. Churchilla 4 Praha 3, Prague 130 67, Czech Republic, formanek@vse.cz
2VŠE Praha, nám. W. Churchilla 4 Praha 3, Prague 130 67, Czech Republic, husek@vse.cz
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into a fully spatial specification of a linear regression model (cross-sectional data) as follows:

y = λWy + αι+Xβ +WXθ + u,

u = ρWu+ ε,
(2)

where y is a (N×1) vector of dependent variable observations, α is the intercept and ι is a (N×1) “unit” vector
(all elements are equal to 1),X is a (N×k) matrix of exogenous regressors; in specification (1), the intercept term
αι is condensed into Xβ. W is a (N×N ) spatial weights matrix as defined below, Wy is a spatial lag of the
endogenous variable, as defined in [2], [3] or [6],WX is the spatial lag for regressor matrixX andWu describes
spatial interactions among disturbance elements u. Scalars α, λ and ρ as well as the (k×1) vectors β and θ are
the parameters of the model to be estimated. Finally, ε is the (N×1) vector of potentially heteroskedastic error
elements. Assumptions and methods for model (2) estimation, statistical inference and interpretation are available
e.g. from [6]. We should note that there is only one matrix W specification used in the above model. However,
the model (2) may be generalized even further by allowing for different Wa matrices for each of the y, X and u
elements. This may be appropriate for applications where significantly diverse spatial interactions occur - see e.g.
[6]. However, in most practical applications we just assume a commonW for the whole model. Admittedly, such
simplifying restriction is mostly induced by computational demands and identification issues, rather than fully
empirically justifiable.
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Figure 1 Choropleth of 2015 unemployment rates - NUTS2 level

The spatial weight matrixW from equation (2) is calculated by row-standardizing a spatial matrixSN (N×N)
that defines neighbors for each spatial unit (region). Neighbor definitions can be produced using dummy variables:
the sij elements of SN equal 1 if the two spatial units i and j are neighbors and 0 otherwise. Usually, two units are
considered neighbors if they are located sufficiently near each other. Diagonal elements of SN are set to zero by
definition (units are not neighbors to themselves). Formally, individual elements of the symmetrical spatial matrix
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SN may be defined as follows:

sij(τ) = sji(τ) =





0 if i = j,

0 if dij > τ,

1 if dij ≤ τ,
(3)

where dij is some adequate measure of distance (aerial km distances are used in this article) between units’ repre-
sentative location points (centroids) and τ is an ad-hoc defined maximum neighbor distance threshold.

Besides computational, robustness and identification issues, the estimated parameters of model (2) cannot be
directly interpreted in terms of marginal effects (see [2] for discussion of direct effects and spillovers). Also, the
parametric framework discussed above may perform quite poorly under simultaneous presence of different sources
of misspecifications. Factors such as unaccounted nonlinear relationship among spatially correlated variables,
spatially varying relationships, common factors (spatial and time-related) and spatial heterogeneities can have
negative effects on model estimators and their robustness. Fortunately, nonparametric methods may be applied to
filter-out spatial dependence from the data and to simplify model estimation and interpretation. Such approach is
applicable to positively autocorrelated spatial data (where spatial units with high values of a given variable tend to
be surrounded by other high-value observations and vice versa) with a continuous positive support.

Spatial filtering by Getis
Spatial filtering methods may be used to remove global and/or local spatial dependencies among geo-coded vari-
ables. Unlike the estimators discussed above, spatial filtering does not rely on distributional assumptions and it is
fairly robust to model misspecification. Nonparametric filtering can be used to eliminate spatial autocorrelation
from some observed yi values by “spatial demeaning” through local autocorrelation measures. Spatial filtering
method by Getis [5] can be defined as follows: We start with the Local G: Gi(τ) statistic that measures the degree
of spatial association. For each observation yi from a geo-coded sample, we can calculate Local G as

Gi(τ) =

∑N
j=1 sij(τ) yj∑N

j=1 yj
, j 6= i, (4)

where sij(τ) comes from (3). Observations of variable y are assumed to have a natural origin and positive values.
The numerator of (4) is the sum of all yj observations within distance τ of unit i, but not including yi. The
denominator is the sum of all yj , not including yi. Hence, Gi(τ) is a proportion of the sum of all yj values that lie
within τ distance of i. For example, if we observe high values of yj within distance τ of unit i, then Gi(τ) would
be relatively high if compared to its expected value under the null hypothesis of full spatial randomness:

E [Gi(τ)] =
Si

N − 1
, (5)

where Si is the sum of elements in the i-th row of spatial matrix S, i.e. the number of neighbors of i. N is
the total number of spatial observations in the sample. For the sake of completeness and under the H0 of spatial
randomness, we can write

var [Gi(τ)] =
Si(N − 1− Si)
(N − 1)2(N − 2)

(
Yi2
Y 2
i1

)
, (6)

where Yi1 =
∑

j yj

N−1 and Yi2 =
∑

j y
2
j

N−1 −Y 2
i1. Following [7], equation (5) and the square root of (6) can be combined

into Ord’s G∗, which is a z-score statistic that discerns local spatial clusters (hot-spots/colds-spots) of high/low
values of the variable under scrutiny. Finally, a common modification to theGi(τ) statistic (not used in this article)
consists in dropping the j 6= i restriction from (4). Such Local G statistic is denoted G∗

i (τ) and the values of yi
enter its corresponding numerator and denominator expressions.

The Gi(τ) statistics from (4) and its expected value E [Gi(τ)] from (5) can be used for Getis filtering: the
multiplicative transformation of a given geo-coded variable yi is defined as follows:

ÿi =
E [Gi(τ)]

Gi(τ)
· yi , (7)

where ÿi is the spatially filtered value of yi. The transformation outlined in (7) corrects for positive spatial auto-
correlation in observed data by counterbalancing the clustering of below-average and above-average observations.
Specifically, the filtering factor in (7) shrinks yi if the majority of observations yj within the τ distance of unit i are
above average. Similarly, yi is inflated if neighboring observations feature below-average values. As τ increases,
the multiplicative transformation element (fraction) in expression (7) approaches unity and its variance decreases.
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Should the G∗
i (τ) statistic be used instead of Gi(τ), the transformed values ÿi would actually equal yi once τ

becomes greater than the distance between i-th region and its most distant counterpart in the sample.

While the filtering approach is computationally simple and intuitive, its underlying assumptions of positive
spatial autocorrelation and positive support for yi can be a limitation. Also, the τ maximum neighbor distance
threshold is arbitrary and some level of robustness evaluation is often necessary. Getis filtering as in (7) is univari-
ate. Therefore, if we aim to estimate regression models using spatially filtered data:

ÿ = Ẍβ + ε̈ , (8)

then spatial filtering (7) has to be applied individually to each observed variable used in the model (ÿ denotes a
vector of spatially filtered dependent variable observations and Ẍ is a matrix of spatially filtered regressors).

3 Empirical application
In this section, we outline and estimate a linear regression model describing regional unemployment dynamics.
A relatively simple, yet informative and theoretically well-established model (see [3] for discussion) is defined
in equation (9), explaining unemployment dynamics in terms of its key determining factors: we use GDP per
capita, and two convenient economic structure and competitiveness indicators: the high-tech sector to total labor
force ratio and an analogous ratio for the sector of services (with a high proportion of unskilled labor input and
predominant non-exportable i.e. non-tradable output). Our model is defined as follows:

UNi = β0 + β1 GDPi + β2 HTCi + β3 Servicesi + εi , (9)

where UNi is the overall unemployment rate observed in the i-th spatial unit (specifically, we use NUTS2 unem-
ployment data from the Eurostat’s “lfst r lfu3rt” dataset), GDPi is the region’s log-transformed GDP (euro per
capita, “nama 10r 2gdp” dataset), HTCi describes the percentage of employees working in the high-tech industry
(NACE r.2 code HTC, “htec emp reg2” dataset), Servicesi is the proportion of employees within the aggregated
services sector (NACE r.2 code H-U, “htec emp reg2” dataset), βj are model parameters to be estimated and εi
is the random error (see [9] for detailed description of model assumptions). Equation (9) is estimated using 2015
data, based on a total of 111 NUTS2 regions (see figure 1) from Austria, Belgium, Czechia, Denmark, Germany,
Hungary, Luxembourg, the Netherlands, Poland and Slovakia. We use data for the year 2015, which provides the
most recent and complete dataset available for the variables outlined in equation (9). Although observations in
some spatial data series featured in model (9) may cover the period from 1999 to 2017, complete datasets for 2016
are not yet available from Eurostat at the NUTS2 level (as of March 2018).

Model type Coefficients Estimates Std. Errors t-values Pr(>|t|)
Non-spatial (Intercept) 31.565 3.733 8.457 0.000
linear GDP -4.046 0.503 -8.041 0.000
model HTC -0.208 0.139 -1.498 0.137
specification Services 0.240 0.036 6.659 0.000
Data (Intercept) 7.513 6.740 1.115 0.268
spatially GDP -1.088 0.782 -1.390 0.167
filtered with HTC -0.354 0.148 -2.399 0.018
τ = 165 km Services 0.161 0.043 3.785 0.000
Data (Intercept) 11.518 7.026 1.639 0.104
spatially GDP -1.629 0.805 -2.023 0.046
filtered with HTC -0.311 0.141 -2.210 0.029
τ = 217 km Services 0.180 0.043 4.224 0.000

Table 1 Estimated model, alternative spatial setups used

Before actual model estimation, we begin by evaluating assumptions for the Getis filtering method: All the
observed variables as per equation (9) exhibit positive support for our 111-unit sample. Also, all variables are
positively spatially autocorrelated at the 5% significance level as tested using the Moran’s I statistic (see [3] for
testing methodology). Due to space limitations, individual Moran’s I test results are omitted here. All relevant
statistics and model estimation outputs are available from the authors upon request, along with raw data and R-
codes.
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Figure 2 Stability analysis of the model

Table 1 shows key estimation outputs for our model (9). Model estimation output is provided in three versions:
first, model (9) is estimated using spatially unfiltered data - output from a linear regression for a non-spatial
model specification is shown. Second, spatially filtered data are used - model (9) is estimated using spatially
demeaned/filtered data as in equation (8), with maximum neighbor distance threshold τ set to 165 km. This
threshold was set empirically, based on the log-likelihood (LL) statistic (LL has indicative properties only, please
see following paragraphs for discussion of limits of the LL-based model comparison within the Getis filtering
paradigm). The third estimation output also features spatially filtered data. Here, the τ = 217 km threshold relates
to an interesting locally optimal spatial setup (see figure 2 and - more importantly - it closely matches our previous
findings obtained for a spatial lag model defined in terms of equation (2), as in [3].

Before discussing the estimation results as shown in table 1, we need to address spatial setups and the range
of τ distance thresholds used for estimation. In order to evaluate model robustness and statistical properties under
different spatial settings, we have estimated our equation (9) using spatially filtered data over a very extensive
range of distance thresholds τ : We start from a sparse spatial matrix SN , constructed for τ = 160 km (lower τ
values result in “islands” - regions without neighbors - that are incompatible with the logic of Getis filtering).
Next, τ thresholds are iteratively increased by a 1-km step up to a maximum neighbor distance threshold of
1.000 km. Although the τ = 1.000 km spatial setup is well beyond reasonably assumed spatial interactions of
unemployment dynamics, it provides a nice illustration and comparison between spatial filtering and non-spatial
estimation. Overall, a total of 841 spatial specifications of our model (9) in its spatially filtered general form
(8) were estimated. Those are summarized in figure 2 as follows: For each τ , we show corresponding Akaike
information criteria (AIC), LL,R2 (see [9] for discussion) and βj estimates (intercept excluded) along with their±
one standard error bands. Results from spatially filtered models are shown in blue, while the non-spatial estimation
is shown in red for comparison (non-spatial estimate remains constant with respect to changing τ values). Please
note that the AIC, LL and R2 statistics are shown for illustrative purposes only - as spatially filtered (demeaned)
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values of the dependent variable differ across alternative τ thresholds (i.e. between estimated models), statistics
from different equations should not be directly compared against each other. Finally, estimated values for τ = 160
km and 217 km are highlighted by vertical dashed lines.

Results from table 1 and figure 2 provide several interesting insights into unemployment dynamics and its
regional aspects. First of all, the expected effect of GDP and other explanatory variables on unemployment is
significantly reduced once regional aspects are considered. This attenuation effect is most prominent for smaller τ
values, where spatial filtering is concentrated to a compact neighborhood. This result reflects the fact that unem-
ployment spillovers are often observed among contiguous (spatially adjacent) or otherwise very close neighbors.
Overall, most of the statistically significant differences between spatially filtered and unfiltered estimates disappear
once τ approaches 500 km. Such results are in line with the theoretically presumed upper bound for unemployment
spillover dynamics (spatial interdependence) where work commuting patterns and similar factors play a significant
role. Please note that distances between regions are measured using centroids and actual inter-regional commuting
distances may be significantly lower than the representative distances used in expression (3).

The estimated coefficients of our empirical model are in line with theoretical expectations: we find evidence
supporting an inverse relationship between unemployment and GDP growth. Also, prominent high-tech sector
seems to lower the unemployment rate (at the 5% significance level, this effect is statistically significant in spatially
augmented models only). Finally, we should stress out the fact that the estimated coefficients from a spatially
filtered model such as (8) may be directly interpreted, unlike the β and θ coefficients from (2), which do not
constitute the usual marginal effects.

4 Conclusions
Spatially augmented models provide an important analysis framework where spatial patterns can be controlled for
in macroeconomic analyses. As spatial dependencies are taken into account, we can see that many coefficients
in spatially augmented models are attenuated. Along with the detected positive spatial dependence in observed
data, such results have two main interpretations: First, there is a prominent influence of regional and potentially
cross-border (international) factors in observed macroeconomic data that should be accounted for in quantitative
analyses. Second, our results underline the importance of regional (cross-border) cooperation in macroeconomic
policies - while this paper focuses on unemployment dynamics, regional interactions and spillovers are present
in most macroeconomic variables and processes. Overall, spatial filtering provides a relatively simple and inter-
pretable toolbox for regional (spatial) analyses for all sorts of variables.
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Valuation of bonds on the international bond markets 
Blanka Francová1 

Abstract.  The paper investigates the link between various economic variables and 

monthly bond return. We define the factors influencing the bond price and its effect 

according time series before crisis, during crisis and after crisis on the U.S. market. 

The further analysis show that the exchange risk is important factor affecting bond 

yield. For this reason, we apply the International Arbitrage Pricing Theory witch de-

composition total asset returns to non-currency returns and currency returns. Currency 

movements affect assets factor loadings and associated risk premiums. Perform tests 

using corporate bond returns are provided in the period 2001-2017.  

Keywords: pricing asset, risk premium, international bond market 

JEL Classification: G12, G15, G11 
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1 Introduction 

The market capitalization of international bond markets is much larger than that of international equity markets. 

However, compared to the large body of the literature on international equity market linkages few empirical studies 

have been carried out of bond systematic risk. The extent of international bond market linkages merits investiga-

tion, as portfolio diversification (Abad, Chuliá, Gómez-Puig, 2009). The benefit of our research is the investigate 

the impact of macroeconomic and market factors on bond return by examining this question in respect of one large 

developing country, U.S. As one of the largest financial markets in the world. We apply the universal return de-

composition to Solnik’s International Arbitrage Pricing Theory for corporate bonds. The posits factor loadings are 

a function of random prices of assets movements and function of random currency movements. This theory de-

composes asset return to asset return for all investors and currency returns for investors with different currency. 

The Arbitrage Pricing Theory is applied on the stock market and it evaluation stocks better than the Capital Asset 

Pricing Model. In this paper we seek to contribute to this literature by testing the International Arbitrage Pricing 

Theory on the bond market proposition that currency movements affect systematic risk factors themselves in ad-

dition to residual exchange rate risk. Results tend to confirm that the exchange rate is important factor for valuating 

bonds. The rest of the article is structured as follows: Section 2 is literature review, Section 3 discusses the data 

and methodology used to measure factors affecting bond returns. Section 4 display the results, section 5 the con-

clusion. 

2 Literature Review 

For pricing asset, it is important systematic risk. We use one-factor or multi-factor model according number of 

uncertainty as risk (Weissensteiner, 2009). The Arbitrage Pricing Theory is multi-factor model. The multi-factor 

model is applied by Chao (2016), Huang and Kong (2002), among other. Interest rates and inflation influence bond 

returns (Huang and Kong, 2002; Elton, 2004; Shih-Wei Chao, 2016). The free-risk rate is important factor for 

pricing bond (Chao, 2016; Huang, 2002). These factors affect the bond yield for long-term period. We use free-

risk rate, interest rate and inflation into the basic model for evaluation bonds. In work Elton (2004), the model is 

used for the valuation bonds considers the absence of arbitrage and the existence of zero risk. The model is suitable 

for homogeneous bonds. The Huang and Kong (2002) used market specification and equity market for valuation 

bonds. Chao (2016) explored various macroeconomic variables and bond returns. Some economic variables are 

conducive to bond return volatility prediction. The forecasting ability is particularly evident at the short end of the 

term structure. The systematic risk on the bond market is solved by Abad, Chuliá, Gómez-Puig (2009), Viceira 

(2012) Ludvigson and Ng (2009). Ludvigson and Ng (2009) study a comprehensive list of macroeconomic varia-

bles and find that inflation has important forecasting power for the bond risk premium. They apply the Capital 

Asset Pricing Model on the bond market. The Capital Asset Pricing Model is attractive and simple domestic model 

that perform covariance of asset returns with state variables. The assumption of the Capital Asset Pricing Model 

is identified market portfolio. The investors diversify their portfolio across international markets. The exchange 

rate risks affect returns of international investments (Sirr, 2011, Liu, 2012, Panda, 2013). The International Capital 

Asset Pricing Model was applied by Solnik (1974), Sercu (1980), exchange rate risk has traditionally been speci-

fied as separate factor affecting the prices of capital assets. The International Capital Asset Pricing Model is applied 

on international market. The market portfolio is efficient does not exist in the international framework. The 
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Arbitrage Pricing Theory provides a fruitful alternative to these utilitybased models. In the Arbitrage Pricing The-

ory, risk factors should explain variation of returns in large (Brennan, 1998). The International Arbitrage Pricing 

Theory is formulated by Solnik (1983). The form of the International Arbitrage Pricing Theory model is unchanged 

by investors with different home currencies. Main assumptions of the International Arbitrage Pricing Theory are 

purchasing power parity, efficient markets and possibility of arbitrage. Solnik (1983) applied the International 

Arbitrage Pricing Theory as first. The International Asset Pricing Theory decomposes asset returns into portions 

due to currency returns and non-currency returns. Armstrong (2011) defined changes in underlying asset values 

(non-currency) and random currency movements (i.e., exchange rate risk).  Non-currency returns are earned by all 

investors regardless of their home currency. The exchange risk is associated with random changes in currency 

values and change the asset returns of investors with different home currencies. Currency movements affect risk 

factors and addition residual exchange risk. We apply this universal return decomposition to Solnick’s (1983) 

International Arbitrage Pricing Theory. In this paper, we seek proposition that currency movements affect system-

atic risk factors themselves in addition to residual exchange rate risk. 

3 Methodology and Data 

The U.S. bond market is the highest bond market on the world bond market. The U.S bond market is 43 % of the 

world bond market. The corporate bonds are 85 % of the U.S. bond market. The corporate bonds are the most bond 

market. Our panel, the U.S. companies issuing corporate bonds, include rich dataset of 71 195 corporate bonds on 

the U.S. market. Our monthly panel data set covers the period from January 2001 to November 2017. The bond 

return is yield to maturity. We consider several bond specific variables: issue size and currency of issue. Taking 

all the restrictions of the different data sources into account we end up with the dataset that contains over 850,000 

observations for USA available for the estimations. A detailed description of the data and our sources is given in 

the Appendix. The main factors affecting bond prices are free-risk rate (Chao, 2016; Abad, Chuliá a Gómez-Puig, 

2009), interest rate (Viceira, 2012; Huang, 2002; Brennan, 2001, Boubaker, 2017) and inflation (Brennan, 2001; 

Brier, 2009). Using the panel dataset, we focus on the impact of factors on the corporate bonds i in time t, where 

the cross-sectional dimension and the number of time periods. The basic evaluation model is: 

(1)   𝑅𝑖𝑡 = 𝛼𝑖𝑡 + 𝛽1𝑟𝑓t + 𝛽2𝑖𝑟t + 𝛽3𝑖𝑓t + 𝜀𝑖𝑡 , 

where  𝑅𝑖𝑡 is the bond return, 𝛼𝑖𝑡  is a constant, 𝑟𝑓t is free-risk rate, 𝑖𝑟t is interest rate, 𝑖𝑓t is inflation, 𝜀it is error. 

Method OLS is applied with fixed effects.  

We use the model of the International Arbitrage Pricing Theory. The baseline estimation is specified as (Arm-

strong, 2011): 

(2)   𝑅𝑖𝑡 = 𝛼𝑖𝑡 + 𝐸𝑅𝑡 + ∑ 𝛽𝑏𝑏𝑣𝑡𝑏
3
𝑏=1 + ∑ 𝛾𝑚𝑚𝑣𝑡𝑚

𝑀
𝑚=1 + 𝜀𝑖𝑡, 

where 𝐸𝑅𝑡 is exchange rate. The variable 𝑏𝑣𝑡𝑏 denoted the variables of basic model (1), represented free-risk rate, 

interest rate and inflation. The next variable 𝑚𝑣𝑡𝑚 denoted further variables, includes exchange rate, risk in the 

country, bond index and stock index. Possibly heteroscedastic residual, 𝜀𝑖𝑡. This model is applied for method OLS 

with fixed effect estimator. 

The exchange rate risk is very significant on the international market for investors with different national currency 

(Sirr, 2011, Liu, 2012, Panda, 2013). According Armstrong (2011), the International Arbitrage Pricing Theory 

posits that factor loadings are affected by exchange rate risk.  The potentially complex effects of exchange rates 

on factor loadings via the linear function and the International Arbitrage Pricing Theory model is: 

(3)   𝑅𝑖𝑡 = 𝛼𝑖𝑡 + 𝐸𝑅𝑡 + ∑ 𝛽𝑏𝑏𝑣𝑡𝑏
3
𝑏=1 + ∑ (𝛽0𝑠 + 𝛽1𝑠𝐸𝑅0𝑡) 𝑠𝑣𝑡𝑠

2
𝑠=1 + 𝑟𝑣𝑡 + 𝜀𝑖𝑡, 

where 𝑠𝑣𝑡𝑠  are bond index and stock index, 𝛽0𝑠 coefficients correspond to the universal component of factor, 𝛽1𝑠 

coefficients capture the exchange risk component of factor arising from issue currency and 𝑟𝑣𝑡𝑓 is risk. This model 

is applied for method OLS with fixed effect estimator. 

4 Results 

This section presents the results for the influence factors on the corporate bond returns. We apply regress analyses 

for monthly period from 2001 to 2017. We present the results for OLS methods with fixed effects. 
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We start our analysis with the examination of determinants affecting bond prices. Table 1 presents the results of 

the first four models that vary according to the inclusions of basic model, model with further factors, model with 

exchange risk component of factor loadings and model with all variables. The first model (1) includes only basic 

variables (free-risk rate, interest rate and inflation). Our results show that the coefficient of free-risk rate is positive. 

The risk-free rate is basic of asset return. The asset returns are decomposed to free-risk returns and returns of risk 

premiums. The interest rate tends to slow down bond price possibly through reduction of bond yields. The internal 

value of bonds is decreased by increasing interest rate. The price of bonds depends on its internal value.  The 

inflation is important forecasting power for bond risk premium. If the inflation raises that the nominal bond yield 

raises too because the investors want to compose a lower real return of bonds. The second model (2) includes 

further factors (exchange rate, risk, bond index and stock index). These variables are significant. The factors rep-

resent further risk premium. If the nominal effective exchange rate increases the national currency depreciates. 

Depreciates of issuer currency increases bond yield. The impact between stock index and bond yield is negative. 

If the stock prices decrease than the uncertainty is growing on the capital market. The investors invest into the 

bond as safely investments and bond prices increase. The third model (3) includes exchange risk factor. The ex-

change risk component of factor bond index and stock index arising from issue currency. The coefficient of ex-

change risk is significant as single factor and factor together with market index too. The fourth model (4) includes 

all variables. Models do not respond by changing the most coefficient estimates after adding additional variables. 

The models are stable and correctly capture the causality between the variables. These results imply that volatilities 

of these macroeconomic and market variables could also forecast bond return. The important factor is exchange 

risk. 

 (1) (2) (3) (4) 

free-risk rate 0.057*** 0.082*** 0.168*** 0.174*** 

 (0.017) (0.017) (0.017) (0.017) 

interest rate -2.078*** -2.050*** -1.936*** -1.899*** 

 (0.030) (0.030) (0.031) (0.031) 

inflation 0.142*** 0.126*** 0.103*** 0.100*** 

 (0.010) (0.011) (0.011) (0.011) 

exchange rate  -0.045***  -0.043*** 

  (0.002)  (0.002) 

risk  0.031***  0.136*** 

  (0.011)  (0.011) 

bond index  -0.622***  -0.053 

  (0.164)  (0.175) 

stock index  -0.144***  -0.058*** 

  (0.008)  (0.008) 

bond index and exchange risk   -0.016*** -0.014*** 

   (0.001) (0.001) 

stock index and exchange risk   -0.001*** -0.001*** 

   (0.000) (0.000) 

constant 5.795*** 5.821*** 5.778*** 5.797*** 

  (0.004) (0.004) (0.004) (0.004) 

Observations 826,221 824,560 824,560 824,560 

R-squared 0.006 0.007 0.008 0.008 

Number of bonds 18,139 18,130 18,130 18,130 

Table 1 The main results 

The results of Hausman test are in Table 2. The Hausman test shows that we have to use the method OLS with 

fixed effects. It means that the corporate bonds are not substitutes. The issuer of corporate bonds are financial 

institutions and non-financial institution. The highest part of the corporate bond market are corporate bonds of 

financial institutions about 40 % of the U.S. bond market. The non-financial institutions are about 16 % of the U.S. 

bond market. The last part is government bonds.  Our dataset includes financial institutions and non-financial 

institutions. The corporate bonds rep-resent 56 % of the U.S. bond market. 

 fixed effects random effects difference 

free-risk rate 0.174 0.164 0.010 

interest rate -1.899 -1.916 0.017 

inflation 0.100 0.120 -0.020 

exchange rate -0.043 -0.048 0.005 

risk 0.136 0.134 0.002 

bond index -0.053 -0.040 -0.013 

stock index -0.058 -0.059 0.001 

bond index and exchange risk -0.014 -0.014 0.000 

stock index and exchange risk -0.001 -0.001 0.000 

Test: Ho: difference in coefficients not systematic 
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 chi2(9) = 2044.72  
  Prob>chi2 = 0.000   

Table 2 The results of Hausman test 

Table 3 shows results by issue size for the corporate bonds. The interest rates have the most impact on bond prices 

in case small bond issues. The impact of interest rates is decreasing with increasing volume of bond issues. The 

coefficient of exchange rate is not significant for small issue sizes. The foreign investors buy investment of big 

companies with high bond issues. The investors with different national currency must follow the development of 

the exchange rate and currency risk. Therefore, the exchange risk is significant for bonds in higher issues. The 

bond index and exchange risk are significant for high bond issues. 
  (1) (2) (3) (4) 

 to 1 million 

from 1 million to 10 

millions 

from 10 millions to 

3.5 milliards  from 3.5 milliards 

free-risk rate -0.136*** -0.071 0.257*** 0.287*** 

 (0.036) (0.053) (0.015) (0.040) 

interest rate -3.941*** -2.816*** -1.682*** -1.102*** 

 (0.510) (0.215) (0.137) (0.232) 

inflation 0.066** 0.151*** 0.089*** 0.120** 

 (0.028) (0.038) (0.014) (0.050) 

exchange rate -0.001 -0.034*** -0.053*** -0.071*** 

 (0.005) (0.007) (0.003) (0.010) 

risk 0.027** 0.058*** 0.170*** 0.151*** 

 (0.013) (0.022) (0.019) (0.029) 

bond index 0.278 1.780*** -0.302 -1.870*** 

 (0.210) (0.363) (0.243) (0.530) 

stock index 0.066*** 0.090*** -0.110*** -0.079*** 

 (0.012) (0.017) (0.013) (0.024) 

bond index and exchange risk 0.003 -0.003 -0.017*** -0.011*** 

 (0.003) (0.003) (0.001) (0.004) 

stock index and exchange risk -0.000*** -0.001*** -0.001*** -0.001*** 

 (0.000) (0.000) (0.000) (0.000) 

constant 6.996*** 6.046*** 5.537*** 5.296*** 

  (0.006) (0.008) (0.004) (0.018) 

Observations 107,169 124,844 571,573 20,974 

R-squared 0.017 0.014 0.008 0.018 

Number of bonds 3,843 3,509 10,229 549 

Table 3 The results by issue size 

Because the significance of forecasting variables might change over time, the predictive regressions are also esti-

mated for three shorter horizons. The first one covers from 2001 to 2006, which includes time before crisis. The 

subsequent 2007-2009 represents period of crisis and 2010-2017 is typical for time of low inflation and low interest 

rate. The results in times are presented in Table 4. The free-risk rate is not significant in the time after crisis. The 

coefficient of interest rate is positive in period with low inflation and low interest rate. The coefficient of inflation 

is negative in before crisis and after crisis periods. The inflation declines real return of bonds. If inflation increases, 

the real bond return declines. In the crisis, the inflation is positive. The investors expect higher inflation and they 

want higher bond returns and the bond prices must increase. The coefficient of exchange rate is significant and 

positive for before crisis and pre-crisis period. In the time with low interest rate and low bond yield, the investors 

buy bonds with a different target that obtaining a bond yield, for example for currency yield. The coefficient of 

stock index is positive in pre-crisis and after-crisis period. The capital markets were distrust at the time of the crisis 

and investors were cautious. The stock index reflect situation on the capital market. If it was successful in stock 

markets, it was also in confidence in bond instruments. The investors often flow from risky assets to securities 

with little default risks during financial crisis. 
  (16) (17) (18) 

  from 2001 to 2007 from 2008 to 2009 from 2010 to 2017 

free-risk rate 0.320*** 0.326*** -0.015 

 (0.016) (0.064) (0.018) 

interest rate -0.770*** -1.731*** 1.013*** 

 (0.021) (0.075) (0.207) 

inflation -0.039*** 0.365*** -0.058*** 

 (0.012) (0.032) (0.010) 

exchange rate 0.011*** 0.023** -0.031*** 

 (0.003) (0.010) (0.003) 

risk -0.091*** 0.249*** 0.083*** 

 (0.014) (0.045) (0.010) 
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bond index -3.922*** 2.762*** -0.434** 

 (0.175) (0.541) (0.183) 

stock index -0.317*** 0.073** 0.016** 

 (0.011) (0.033) (0.007) 

bond index and exchange risk -0.005*** -0.000 -0.007*** 

 (0.001) (0.002) (0.001) 

stock index and exchange risk 0.001*** -0.001*** -0.001*** 

 (0.000) (0.000) (0.000) 

constant 6.608*** 6.784*** 5.451*** 

  (0.004) (0.021) (0.004) 

Observations 134,978 105,885 583,697 

R-squared 0.029 0.012 0.001 

Number of bonds 3,063 3,668 17,497 

Table 4 The results for times 

5 Conclusions 

We applied the International Arbitrage Pricing Model for monthly returns of corporate bonds on the U.S. market 

for the period 2001-2017. We used bond returns decompose into asset returns and currency returns. Asset returns 

are earned by all investors regardless of their home currency. Currency returns are earned by investors with dif-

ferent home currencies. The bond returns are yield to maturity. We contribute to the literature on bond return 

forecast ability by showing that macroeconomic fundamentals have important predictive power for returns on U.S. 

corporate bonds. The results of the paper are the following. First, the results show that the variables in the basic 

model are important (free-risk rate, interest rate and inflation). The models are stable and correctly capture the 

causality between the variables. The corporate bonds are not substitutions and the bonds of different companies 

behave differently and must be considered separately. Second, we analyzed the exchange risk as risk premium for 

pricing bond. The exchange risk is significant for most observations. The exchange risk is not significant for small 

bond issues. Empirical tests confirm that currency movements affect factor loadings and risk premiums.  We in-

terpret the results to mean that the total exchange rate risk of bonds is composed of the sum of exchange risk 

contained in the market factor loading plus residual market factor. Data support a predictive relationship between 

bond yields and several economic variables in a certain historical period. 
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Appendix 

Name of variable Description Source 

yield to maturity Total yield of corporate bond to maturity of bond Morningstar 

interest rate Money market rate International Monetary Fund 

inflation Costumer price index International Monetary Fund 

exchange rate Nominal effective exchange rate World bank 

free-risk rate Return of treasury bill  Morningstar 

risk Economic Policy Uncertainty Index Economic Policy Uncertainty 

bond index U.S. Bond Index Premium Finance yahoo 

stock index Standard & Poor 500 stocks Finance yahoo 

Table 5 Definition of analyzed variables 

Variable Obs Mean Std.Dev. Min Max 

yield to maturity 864,926 5.846 4.371 -19.587 1295.544 

free-risk rate 1,027,084 -0.010 0.232 -1.310 1.200 

interest rate 14,381,390 -0.025 0.172 -0.960 0.280 

inflation 14,381,390 0.165 0.379 -1.902 1.101 

exchange rate 14,356,259 -0.011 1.798 -47.440 20.630 

risk 14,381,390 -0.002 0.384 -1.355 1.774 

bond index 1,025,327 0.000 0.024 -0.099 0.079 

stock index 1,025,327 0.094 0.560 -1.973 1.594 

bond index and exchange risk 1,025,055 0.117 4.688 -51.901 44.454 

stock index and exchange risk 1,025,055 -21.774 129.978 -2005.652 1680.571 

Table 6 Descriptive statistics 

  

yield to 

maturity 

free-risk 

rate 

interest 

rate inflation 

exchange 

rate risk 

bond in-

dex 

stock in-

dex 

bond in-

dex and 

exchange 

risk 

free-risk rate -0.006 1        

interest rate -0.067 -0.017 1       

inflation 0.023 -0.097 0.180 1      

exchange rate -0.054 -0.128 0.021 -0.001 1     

risk 0.004 -0.089 -0.009 -0.013 -0.002 1    

bond index -0.005 -0.037 0.079 -0.016 0.027 0.110 1   

stock index -0.029 0.185 0.096 -0.097 -0.260 -0.079 -0.191 1  
bond index and 

exchange risk -0.024 0.077 0.049 -0.069 0.213 -0.047 0.361 -0.114 1 

stock index and 

exchange risk -0.044 0.155 0.150 -0.054 -0.156 0.255 -0.091 0.390 -0.242 

Table 7 Correlation matrix 
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Stochastic modelling of provisions in company providing loans 
– case study 

Ludvík Friebel1, Jana Friebelová2, 

Abstract. Calculation of provisions is a very important task for each company provid-
ing credit loans. Two methods of calculation are used for this purpose. The method 
based on expected credit loss is commonly used. Expected loss is (in a simplified way) 
computed as a product of outstanding, probability of default and loss given default. In 
our contribution we will use the model based on Markov chains for the same purpose. 
Provisions to the realised contracts are depending on many variables, for example type 
of loans, type of client, duration, number of instalments from start, number of instal-
ments to end. Overall economic situation has got considerable influence too. In this 
article, one part of provisioning model – probability of termination - and two ap-
proaches to it were analysed. In conclusion, a comparison between commonly used 
model and model based on simulation is done. 

Keywords: provisions, consumer loan, expected credit loss, default, lost given de-
fault, probability of termination. 

 

JEL Classification: C44 

AMS Classification: 90C15 

Introduction 
The financial crisis of 2008-2009 revealed that improper estimation of credit risk leads to dramatic impact on the 
economy. Various credit risk models developed to estimate credit risk is presented by Bluhm et al. [1], Duffie [2], 
Giesecke [3], Lando [5], McNeil [6], In work of Valle [11], there are identified three methodologies for credit risk 
modelling: structural form models (SFM), reduced form models (RFM) and factor models (FM). SFM are based 
on the Black and Scholes theory for option pricing and on the Merton model. Linda [6] has identified two different 
methodologies for modelling credit risk: an options-theoretic structural approach developed by Merton [7] and a 
reduced form approach utilising intensity-based models to estimate stochastic hazard rates. However, they both 
agree that the structural approach models the economic process of default, but reduced form models decompose 
risky debt prices to estimate the random intensity process underlying default. Therefore, RFM mainly focuses on 
the accuracy of the probability of default (PD), such that it is more important than an intuitive economical inter-
pretation. More realistic credit spreads can be obtained from reduced form models (RFM) or intensity-based mod-
els (Linda [5]). 

A quantification method for the collection effect on consumer term loans is dealt with by Ping et al. [9]. Modelling 
loss given default using quantile regression is introduced by Krüger and Rösch [4]. Comparison of current credit 
risk models is given by Spuchľakova and Cug [10]. 

Simplified Methodology of provisioning 
Amount of provisions for particular portfolio is given due parameter ‚provisioning rate‘. This parameter gets value 
0-100% and determines rate of covering of outstanding by provisions. Provisioning rate (PR) is function of fol-
lowing variables: 
 PD = probability of default, 
 LGD1 = probability of termination defaulted contract, 
 LGD2 = rate of loss on terminated contract. 

Each of these variables can be defined at contract level. Their estimates will always be made on a set of contracts 
that are homogeneous. PR is the same for all contracts in one given pool. 

                                                           
1 University of South Bohemia/Faculty of Economics, Department of Applied Mathematics and Informatics, Stu-
dentská 13, České Budějovice, friebel@ef.jcu.cz. 
2 University of South Bohemia/Faculty of Economics, Department of Applied Mathematics and Informatics, Stu-
dentská 13, České Budějovice, friebelova@ef.jcu.cz. 
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Aggregation criteria are: 
 type of portfolio (common, in insolvency, high risk); 
 type of product (Cars, Credit cards, Consumer goods etc.); 
 days past due (DPD) or information about termination (DPD = 0, 1-30, 31-60, 61-90, 91+ or status of termi-

nation); 
 number of quarters from date of termination. 

PR is calculated at the contracts level according to formula: 

 PR = PD x LGD1 x LGD2, (1) 

 
where PD, LGD1 and LGD2 are estimated for given pool. 

With regards to data availability, formula (1) is used in the form 

 PR = PT x LGD2, (2) 

 
where probability of termination PT = PD x LGD1 in case that PD is not monitored. 

The move from active contracts to termination within a given horizon, a variable that interprets PD x LGD1. We 
will write a PT(k, h), where k is the interval of days past due, and h is the horizon under which contracts are 
terminated. The LGD2 parameter then corresponds to LGD2 for the "newly" canceled contracts on the given port-
folio, i.e. the number of quarters from time of termination = 0. So, we will write LGD2(0). 

According to IFRS9 methodology valid since 1. 1. 2018 non-default portfolio (i.e. healthy: contracts with 0-30 
DPD and watch contracts: contract with 31-90 DPD) is provisioned, resp. expected credit loss (ECL) is calculated. 
Formula for calculation of ECL is more sophisticated. One part of this formula is still PT, is calculated till 12 
months or to maturity of contract and is expressed by PT curves. 

Determination of PT based on historical data - portfolio approach 

PT curves are calculated on historical data like probability of termination in given quarter for each product line 
and stage. Portfolio approach means that in each input quarter there are contracts in different phase of life and just 
rest of life to maturity is monitored. 

 

Q0 Q1 Q2 … Q24 

03/2012 x x x x 

06/2012 x x x   

… x x     

12/2017 x       

Table 1 Sample table 

Repaid and contentious contracts are removed for next quarter. For example, in quarter Q0 entry 100 contracts and 
during one quarter 5 contracts were contentious and 10 contracts repaid. Probability of termination during first 
quarter is 5/100. Next quarter entry 85 contracts and 5 were repaid and 5 were contentious – then PT=5/85 and so 
on. Average probability for each quarter is available. 

Non-default active contracts with at least one instalment in future from one product line with total number of 
instalments=24 were chosen from portfolio (input period Q0 from 03/2012 to 12/2017). For purpose of this paper, 
probability of termination till maturity on two groups (healthy and watch) and consequently average PT for Q1 to 
Q24 were calculated. 

Cumulative PT (from average quarterly PT) calculated as 

 
PT(Q1)+(1-PT(Q1))ꞏPT(Q2)+(1-PT(Q1))ꞏ(1-PT(Q2))ꞏPT(Q3)+(1-PT(Q1))ꞏ(1-PT(Q2))ꞏ(1-
PT(Q3))ꞏPT(Q4) … + … 

(3) 
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is used (together with other parameters) for estimation of ECL for given group. 

Determination of PT by simulation – vintage approach 
Unlike portfolio approach, vintage approach considers both duration of contract from date of signature up to the 
monitored period and duration since monitored period till maturity too. 

The data file consisted of 6595 records of contracts represent consumer loans with 24 instalments concluded in 
year 2015. Each record included DPD or status of contract in particular month from contract start date. The data 
had to be processed to gain necessary simulation inputs, see below. 

Contract can be classified into seven separate groups according to DPD or statuses representing Default, Termi-
nation or Repayment before maturity see Table 2. Groups according to DPD and Default represent active contracts. 
Contracts are terminated due two reasons: DPD > 150 days or extra status (insolvency, fraud, death). 

 

DPD/status 0 1-31 31-60 61-90 Default Terminated Repaid 

j 0 1 2 3 4 5 6 

Table 2 Status of contract 

Simulation model 
Simulation inputs: 

 Number of months from contract start date i=0, …, n; 
 k is situation on contract in month i; 
 l is situation on contract in month i+1; 
 pikl is probability that contract in month i transit from situation k to situation l, in our simulation model 

we use probability mass function (pmf) for each initial situation for each month. We obtained this pmf 
from data analysis. Particular probabilities for month i can be written into transition matrix Pi. 

 T number of simulated contracts for each possible initial situation and each month of contract life. 
Simulation outputs: 

 cijklsim number of contracts in month i in situation k which were in month j in situation l; 
 rik5sim= Cik5sim /T total amount of terminated contracts till maturity which were in month i in situation k; 
 rik5sim= Cik5sim /T is total ratio of terminated contracts for month i and situation k; 
 ri5sim is vector with elements rik5sim; 
 sik share of contracts in situation k in month i; 
 si vector with elements sik; 
 R5 vector of share terminated contract, where Ri5=ri5sim si = ratio of terminated contracts among i-month 

old contracts. 

For simulation, SW @RISK 7.5 is used from package Palisade Decision Tools. 50000 contracts for all possible 
situations within period of 24 months was simulated. At the beginning of the contracts, we simulated 50000 con-
tracts only. For the first month after the beginning there are two possible situations: instalment is not delayed or is 
delayed 1-31 days, k∈{0, 1}. Therefore, we performed two simulations for the two mentioned situations. In such 
way we continued up to 24 months. Transition matrix for i=6 is depicted in table 3. 
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 0 1 2 3 4 5 6 

0 0.963 0.025 0.000 0.000 0.000 0.000 0.012 

1 0.542 0.251 0.187 0.000 0.000 0.010 0.010 

2 0.258 0.194 0.065 0.484 0.000 0.000 0.000 

3 0.071 0.000 0.071 0.143 0.607 0.071 0.036 

4 0.077 0.000 0.000 0.000 0.308 0.615 0.000 

5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

6 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Table 3 Transition matrix P6 

This procedure gave for each possible initial situation of contracts of different vintage a random vector including 
number of terminated contracts for each remaining month of life of contract - ri5sim. With this vector we can predict 
the probability of termination for particular contract up to its maturity. In Table, there is shown the termination 
probability for four-month old contracts in five possible situations. Simulated results give clear characteristic for 
a longer time unpaid contracts k∈{2, 3, 4} where probability of termination is very high.  

 

 Following month (j) 

k 5 6 7 8 9 10 11 12 

0 0.000% 0.040% 0.000% 0.040% 0.226% 0.226% 0.122% 0.290% 

1 0.000% 0.286% 0.750% 2.442% 3.152% 1.804% 0.548% 0.594% 

2 2.040% 3.680% 18.286% 7.718% 6.212% 2.632% 0.588% 0.510% 

3 12.000% 36.842% 10.374% 2.778% 1.842% 0.722% 0.210% 0.216% 

4 74.194% 7.530% 2.738% 0.896% 0.838% 0.498% 0.118% 0.118% 

Table 4 Termination probability for after 4th month, l=5, j=5, …, 12 

Results and conclusion 
In order to compare both approaches (portfolio app. and vintage app. with simulation) average probability of ter-
mination up to maturity of contracts were calculated. 

In portfolio approach, all healthy and watch contracts regardless of duration from start date with at least one in-
stalment in future are included into each from 24 input quarter (03/2012-12/2017). Average PT for each further 
quarter till maturity were computed and from these average PT cumulative PT were calculated. PT of healthy 
contracts till maturity = 2.9% and PT of watch contracts = 25.9%. Rate of healthy contracts = 99.26%, rate of 
watch contracts = 0.74%. AVG PT weighted by rate =3.09%. 

Simulation model was based on contracts from one product line with 24 instalments started in year 2015. Repay-
ment of these contracts was monitored and from obtained data the simulation model was proposed. Important 
difference between portfolio approach and simulation model is in the number of accounts which were taken into 
account. In each simulation representing different period from the beginning of contract, there was the same num-
ber of iterations used – same number of simulated contracts. This procedure assumes always the same number of 
contracts of different ages. This assumption cannot be fulfilled in real reference sample, where number of contracts 
decreases with the growing number of months from the start because of termination and repayment before ma-
turity. For reason of comparability of the results obtained with different approach there is needed to use weighted 
average for computation of AVG PT in case of simulation. Elements of vector of weight d is computed following 
way: 

 𝑑 ൌ
∑ ௦ೖ

ల
ೖసబ ି௦ఱି௦ల

∑ ∑ ௦ೖ
ల
ೖసబ ି௦ఱି௦ల


సభ

, (4) 
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where sik is number of contracts in portfolio in month i. 

There after AVG PT obtained with simulation model was computed 

 𝐴𝑉𝐺 𝑃𝑇 ൌ 𝒅 ∙ 𝑹ହ, (5) 

AVG PT for simulation model was 3.04 %, which is a bit less than the corresponding value obtained with portfolio 
approach. 

Portfolio approach used in this article is more simply compared to vintage simulation model, but results are very 
similar. The advantage of simulation is taking into account the number of months from the beginning. This feature 
can be used to determine provisions more precisely for each status of contract in each period of life. 
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The Value Premium of Skewness in the Existence of
Cross-section Dependence

Lukáš Frýd 1

Abstract. The main contribution of this paper is to the broader understanding of risk
premium in the financial stocks of S&P 500. We utilize the model based on the arbi-
trage pricing theory (APT) with the two source of risk, variance, and skewness on the
daily basis. These two risk measures were estimated from the minute high-frequency
data. The next we relax the assumption about no cross-sectional dependence and so
we allowed the existence of the common factors influence all analyzed stocks. We
found that both factors have the statistically significant impact on the return. The next
the variance is negatively correlated with the return and skewness is positively corre-
lated with the return. It means that the investors prefer volatility and negatively skew
financial stocks which could imply the speculative behavior of the investors during the
period 11.12.2007 to the 29.11.2016.

Keywords: Skewness, Cross-section dependence, APT, Common correlation effects

JEL classification: C33, G12
AMS classification: 91G70

1 Introduction
The main economics model for the understanding of asset pricing is Capital Asset Pricing Model (CAPM) from
Sharpe (1964). The author assumes that under several conditions the risk premium rit − rft is given by

rit = β0i + β1(rMt − rft) + εit (1)

where rit is asset return i at time t, rft is return of risk free asset at time t, rMt is return of market portfolio
Cochrane (2005) and εit is random variable meeting Gauss-Markov theorem. So in the equation (1) Sharpe assumes
only one source of systematic risk - Market Risk. The concept of the single source of systematic risk could be the
reason why the cross-asset variation in expected returns cannot be explained by the market beta (β1) alone.

Fama and French came in 1995 with the three-factor model when they add SMB defined as the difference
between the return on a portfolio of small size stocks and the return on a portfolio of large size stocks and HML
defined as the difference between the return on a portfolio of high book-to-market value stocks and the return on
a portfolio of low book-to-market value stocks. Another concept of risk we can find in the financial econometrics.
For example, the Value at Risk model works with the standard deviation of returns (volatility). The risk concept
of volatility, respectively variance used Li (2009) in his augmented CAPM model about asset variance estimated
via GARCH model Bollerslev (1986). He found that variance is a statistically significant factor in the premium
valuation and there exist the positive relationships between risk premium and variance. And so we get further to the
relevancy of CAPM assumption about εit. We usually assume that the unconditional security return has normal or
student distribution in GARCH model. As the point, for example, Harvey and Siddique (1999) assumption about
normality is not real and the distribution is skew. Kraus and Litzenberger analyzed the effect of skewness in CAPM
model yet in 1976. They add systematic skewness defined as unconditional co-skewness to the CAPM model and
found that co-skewness has the negative impact on the risk premium. Harvey and Siddique (2000) continued in
the Kraus and Litzenberger work and instead of unconditional co-skewness, they worked with conditional version.
The authors argued that ceteris paribus, investors will prefer portfolios that are right-skewed to portfolios that are
left-skewed. They reached the similar conclusion as Kraus and Litzenberger. They found that co–skewness can
explain some parts of the nonsystematic components in cross-sectional variation and is negatively correlated with
the risk premium.

Lets generalize the CAPM model to a k-factor model. We will assume that asset returns are generated by a
linear factor model from Ross (1977)

rit = β0i + β1if1t + β2if2t + ...+ βkifkt + εit (2)

1Department of Econometrics, University of Economics in Prague, Winston Churchill Square 4, 13067 Prague,
Czech Republic, xfryl00@vse.cz

109



εit is i.i.d. with zero mean value, ft = (f1t, f2t, ..., fkt) is 1× k vector of the factors and β are the factor loading.
When no arbitrage opportunities exist than

E[rit − rft] = β0i + β1if1t + β2if2t + ...+ βkifkt (3)

The problem is how many factors f exists and how many of them are visible. The next how real is assumtion
E[εitεjt] = 0.

In this article we used the APT model with factors realized variance and skewness when we assume the exis-
tence of latent factors f which influence the regressors. In the first part, we will estimate the equation only with
realized variance

rit = β0 + β1r
2
it + εit (4)

and the next we add the skewness. We will analyze the importance of skewness in the stock pricing of the financial
sector.

rit = β0 + β1r
2
it + β3r

3
it + εit (5)

definition of r2, r3 and assumtion about εit will be introduce in the next section.

2 Methodology
2.1 Realized moments
Following Amaya (2015) we assume that the log-price pT evolves according to the stochastic equation:

pT =

∫ T

0

µsds+

∫ T

0

σsdWs + JT (6)

where µ is a drift process, σ is a positive càdlàg process, J is a pure jump process and W is a standard Brownian
motion. The kth intraday return is defined as

rt,k = pt,k/N − pt,(k−1)/N (7)

when N is the number of return observations in a trading day.

Andersen, Bollerslev, Diebold, and Labys (2003) show that we can consistently estimate the quadratic variation
as:

RM(2) =

N∑

i=1

(pT, k
N
− pT, k−1

N
)2

p→
∫ T

0

σ2
sds+

∑

0<s≤T
(∆ps)

2, asN →∞ (8)

where ∆ps = ps − ps− is the size of the jump at time s.

The realized third moments are the consistent estimator of the part of cubic variation. As point Amaya (2015)
RM(3) does not capture the part of skewness arising from the correlation between return and variance.

RM(3) =

N∑

i=1

(pT, k
N
− pT, k−1

N
)3

p→
∑

0<s≤T
(∆ps)

3, asN →∞ (9)
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2.2 Cross section dependence
We will assume the following APT model

rit = β0i + β1ir
2
it + β3ir

3
it + εit (10)

where i = 1, ..., N, t = 1, ..., T , εit is the composite error term.

From the reason of shocks we expecte cross–section dependence in the composite error εit and variables r2it
and r3it . We adopted the data generation process of the composite error from Pesaran (2006) term following
multi–factor structure

εit = γ
′
if t + eit (11)

where f t is them×1 vector ofm unobserved common factors (latent common factors) and the vector of parameters
γi m× 1 is known as the factor loading. The eit is assumed to be i.i.d. with zero expected value and independent
on the regresors. The next we assume r2it and r3it have the following multi–factor structure:

r2it = θ1
′

if t + wit (12)

r3it = θ2
′

if t + uit (13)

where θi is m × 1 vector of factor loadings, wit and uit are the errors independently distributed on f t, eit for all
i, t. The next we assume the heterogeneous coefficients are randomly distributed around a common mean

βi = β + νi (14)

when νi ∼ iid(0,Σ), for i = 1, 2, ..., N. and νi are distributed independently of ejt, wjt, θj and γj for all i,j and
t.

Estimation of (10) subject to restrictions (11), (12), (13) with Fixed effect estimator will lead to inconsistent
estimations β Pesaran and Tosetti (2011), Moscone and Tosetti (2010). Pesaran (2006) suggest the estimator Com-
mon correlation effects (CCE) which provide the consistent estimation and valid inference of model represented
by (10), (11), (12), (13). The main idea of CCE is based on the approximation of the latent common factors f t by
a linear combination of the cross section averages of dependent and independent variables.

We could augmented the equation about the averages of the cross-sectional variables od r, r2, r3.

rit = β0i + β1ir
2
it + β2ir

3
it + δ1,ir̄t + δ2,ir̄2t + δ3,ir̄

3
t + vit (15)

where r̄t = 1/N
∑N
i=1 rit, r̄2t = 1/N

∑N
i=1 r

2
it and ¯skewt = 1/N

∑N
i=1 r

3
it for all t. vit is the error term consists

of three parts. The error term eit from the equation (11), error component due to the approximation of unobserved
common factors and an error component due to the truncation of possibly infinite distributed lag function (Pesaran
2006).

The principle of CCEMG estimator is in the OLS application on the every i unit. We get the estimate of
the βi from (15) as the β̂CCE,i. Because we wish to identify common patterns of responses across otherwise
heterogenous units the object of interest is E(βi) = β. Then we apply

β̂CCEMG = N−1
N∑

i=1

β̂CCE,i (16)

Pesaran and Tosetti (2011) show that under some general condition for (N,T ) −→∞, CCE estimator is consistent
and asymptotically normal:

√
N(β̂CCEMG − β)

d−→ N(0,ΣCCEMG) (17)

The consistent estimator of the ΣCCEMG can be obtained by the non–parametric estimator, which is robust to
autocorrelation and weak cross–sectional dependence in eit .
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3 Data
Our dataset contains minute data of 60 financial companies from the index S&P 500. The time period span is
from the 11.12.2007 to the 29.11.2016. We construct minute log-returns according to (7) with k equal to one
minute and pT is the log-price. Because our dataset contains gaps the N was not always equal. The daily realized
moment estimator is the average of the available minute log-returns according (8) and (9). The summary statistics
are displayed in the Table 1, where we can see the negative skewness of returns.

Variable Min Mean Max Variance Skewness
r -1.798e-03 -2.616e-07 1.199e-03 4.075e-09 -0.433
r2 2.700e-08 4.001e-06 3.480e-03 4.601e-10 59.794
r3 -8.41e-05 -2.05e-09 9.70e-05 4.224e-13 -11.493

Table 1 Summary statistics

4 Empirical part
In the first we test the cross–section dependence through the Pesaran (2004) test where the H0 refers to the no
cross-sectional dependence. The result is displayed in the Table 2. We can reject the H0 on α = 0.01.

CS p-value
894.55 0.000

Table 2 Cross–section dependence test

In the next, we estimate the model (15) with the only one risk factor r2. The results are displayed in the Table 3.
We can see the statistical significant parameter β1 for α = 0.01. We do not display the estimation of the parameters
δ because they are unnecessary.

Parameter Coefficient std. error t-test p-value
β1 -0.206 0.068 -2.990 0.003

Table 3 Estimation of restricted equation (10)

The results for whole model (15) are displayed in the Table 4. We can reject the null hypothesis for both
parameters on the α = 0.01. The β1 remains negative and very similar to the estimation from the model (4). The
parameter β2 is positive with estimation value 41.2. On the first it looks like a very high value but with respect to
the summary statistics in the Table 1 it is economically reasonably number.
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Parameter Coefficient std. error t-test p-value
β1 -0.227 0.078 -2.88 0.004
β2 41.216 5.366 7.68 0.000

Table 4 Estimation of equation (10)

5 Conclusion
In this article, we analyzed the significance of skewness on the return in the financial sector in the presence of
cross–section dependence. We found that there exists the negative relationship between return and positive rela-
tionships between skewness. The interesting finding was the non-significant change in the variance premium when
we added the skewness to the model. We expected that some premium value of variance would be transferred to
the premium value of skewness. Next, we get the opposite signs of coefficient than Harvey and Siddique (2000), Li
(2009). In our case, the higher variance means lower return which means that the investors prefer variance. On the
other hand, the higher value of skewness increase the return and so investors prefer the negatively skew financial
stocks. These results suggest the risky (speculative) behavior of the investors.
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Calculation of regional disparities in preventable mortality in
Slovak regions

Beáta Gavurová1, Peter Tóth2

Abstract. One of the key issues in the health care management are the preventive
programmes. Preventable mortality is a significant part of the mortality, which can
be eliminated by an appropriate prevention programme. There are several approaches
to prevention, such as healthy lifestyle or healthy environment. There are the studies
which analyse the impact of urban areas, districts and geographical areas on the pre-
ventable mortality. The main aim of the paper is to analyse preventable mortality in
the regions of the Slovak Republic and to identify the causes of deaths with the high-
est contributions to the overall regional mortality. To calculate preventable mortality, a
direct death standardisation method is applied. The regional disparities obtained from
the analysis can provide a base for prevention programming, which takes into account
regional needs. This can lead to decrease in preventable mortality in general as well
as reduction of the regional disparities in preventable mortality.

Keywords: preventable mortality, regional disparities, health care system, standard-
ised mortality rate.

JEL classification: C46, I10
AMS classification: 91B82

1 Introduction
Ageing of the population is determined primarily by the average life expectancy, the economics conditions in
society, the level of health care, family environment, environmental quality, individual lifestyle, education, etc
[10]. Demographic processes are not homogeneous in the regions of the Slovak republic, they differ in speed of
change and their intensity, which increases differences in demographic aging [4]. Health improvement has been
traditionally measured by the mortality rates, life expectancy, premature mortality or by the so-called ’Lost years
of life’. The choice of these metrics has been determined primarily by the data availability as well as possibility
of measuring and comparisons in time horizons at national and international level [11]. These measurements have
not reflected the disease burden, which can be attributed to the health system. The aim of each health system
should be effective support, restoration and maintenance of the population health. In order to quantify and evaluate
them, it is important to explore many issues related to the functioning of the health system [12]. One of them is
avoidable mortality, which can provide specific and more complex view about health care and the level of health
interventions.

According to the [9], avoidable mortality consists of two groups: amenable and preventable deaths. Amenable
mortality is the number of deaths that, based on the medical knowledge and technologies available at the time of
death, all or most of deaths caused by the specified diseases should not occur in case of providing adequate health
care. Preventable mortality denotes the number of deaths, based on the medical knowledge and technologies
available at the time of death, all or most of deaths caused by the specified diseases should not occur in case of
effective public health campaigns aimed at prevention.

Many research studies deal with the development of the avoidable mortality and determinants related to it. E.g.
[5] presented in their study maps of the avoidable mortality in European cities and analysed differences in avoidable
mortality between adjacent areas with different levels of deprivation. The results of their studies confirm the
existence of significant differences in the level of avoidable mortality between adjacent regions of European cities.
They confirm that the rate of avoidable mortality is associated with social deprivation. [6] examined the relationship
between income and inequalities in avoidable mortality - amenable and preventable in Norway. They observed
decreasing trend in avoidable, amenable and preventable mortality in Norway. According to them, income-related
inequalities in avoidable, amenable and preventable mortality remained relatively constant between 1994 and 2011
in Norway.

The quality and performance of the Slovak and Czech health systems before 1989 (1971-1989) and after 1989
(1990-2008) is examined by [7]. Her analysis includes the year of division of the republic in 1993 using the
concept of avoidable mortality. The results of their analyses show that post-communist healthcare reforms and

1Technical University of Košice, Faculty of Economics, Němcovej 32, 04001 Košice, beata.gavurova@tuke.sk
2Technical University of Košice, Faculty of Economics, Němcovej 32, 04001 Košice, peter.toth@tuke.sk
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the disintegration of Czechoslovakia have been explored from a different perspective, but the performance of
healthcare systems has been under-researched. At the time of partition, the republic of Slovakia slightly lagged
behind the Czech Republic, mainly due to higher mortality rates for ischemic heart disease and hypertension and
cerebrovascular diseases. This gap can be explained by socio-economic, environmental differences as well as
differences in living standards between countries. In the following years the differences between the countries
gradually eroded, in some indicators Slovakia even achieved better results than the Czech Republic. The decline
in overall reversible mortality suggests improving the performance of the healthcare system and the quality of
healthcare in both countries. [13] analysed the relationship of education inequality to the development of avoidable
mortality in 16 European countries. Their ambition was to prepare an overview of a wide range of possible causes
of death as well as to determine the contribution of disparities in avoidable mortality to inequality among the
most educated and least educated population. The results show that differences in education levels have also
been reflected in the results of avoidable mortality in all European countries. Inequalities in avoidable mortality
were present in all European countries, but were particularly significant in the countries of Central and Eastern
Europe and the Baltic countries. These educational inequalities point to the important role of health care services
in reducing health inequalities.

In [8], the authors outlined the potential reasons for the relationship between avoidable mortality and socio-
economic inequality. They explain that social inequalities in health arise due to inequalities in society such as the
conditions of everyday life, education, money and resources. This means that people with a higher social status
are more likely to have a better health than people with a lower social status, and thus a lower risk of premature
death. Although the results of research studies, given the focus of research teams and study objectives, are very
heterogeneous, they provide many valuable information for state policy makers and for national and international
benchmarking. By comparing the regions within countries with results obtained in other countries, it will help
identify the necessary primary and secondary prevention programs for the region and thus increase the efficiency
of healthcare provision. These facts were the motivation for our research analyses focused on the situation in the
field of preventable mortality in Slovakia, of which the partial section is presented in the following subchapters.

2 Data and Methodology
The paper analysis mortality data in Slovak republic provided by the National Health Information Centre (Národné
centrum zdravotnı́ckych informáciı́) of the Slovak republic. Dataset consists of all deceased since 1996. In this
paper we analyse preventable mortality in 2015, which is the last available year in the dataset.

The concept of avoidable mortality is based on the idea that deaths caused by certain purposes should be
scarce or should not occur when suitable prevention programmes and effective public health system exist. List
of causes of preventable mortality is set by the [9] and accepted by the European Commission. Complete list
is presented in Table 1. Preventable mortality causes are divided into eight groups. The first group consists of
Infections, second group includes Neoplasms, next are Nutritional, endocrine and metabolic diseases, then Drug
use disorders, Neurological disorders, Cardiovascular diseases, Respiratory disorders, Unintentional injuries and
the last group covers Intentional injuries.

Calculation of the preventable mortality in district i is given as a sum of standardized death rates (SDR) for
specified causes and age categories. According to [2] and [1], SDR is calculated by equation (1), where x denotes
age category 0, 1 − 4, 5 − 9, . . . , 90 − 95, 95+, mix is age-specific death rate and ESP represents European
Standard Population established by [3].

SDRi =

∑
xmixESPx∑
xESPx

100 000 (1)

Age-specific death ratemix is expressed by equation (2), whereDx denotes number of deceased in age category
x in district i and Pix is average population in age category x in district i.

mix =
Dix

Pix
(2)

3 Results
Analysis is divided into two parts. In the first part, we analyse regional differences in preventable mortality in
Slovak regions. In the second part, we study causes of death with the highest contribution to the preventable
mortality in Slovak regions.

As well as many social and economic indicators, preventable mortality is very heterogeneous among Slovak
districts. In 2015, the highest preventable mortality for men was 719.86 in district Rimavská Sobota. The second
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highest preventable mortality was 711.39 in district Veľký Krtı́š and the third was 693.83 in district Žarnovica.
Districts Rimavská Sobota and Veľký Krtı́š belong to the least developed districts in the Slovak republic. On the
other hand, the lowest preventable mortality was 283.73 in district Bratislava I, 307.61 in district Bratislava IV
and 311.67 in district Košice I. all these three districts are districts in the largest cities in the Slovak republic. The
average value of the preventable mortality for men in 2015 was 485.02.

Table 1 Preventable mortality cause list
Cause ICD-10 codes Age

Tuberculosis A15-A19, B90 0-74
Hepatitis C B17.1, B-18.2 0-74
HIV/AIDS B20-B24 all

Malignant neoplasm of lip, oral cavity and pharynx C00-C14 0-74
Malignant neoplasm of oesophagus C15 0-74

Malignant neoplasm of stomach C16 0-74
Malignant neoplasm of colon and rectum C18-C21 0-74

Malignant neoplasm of liver C22 0-74
Malignant neoplasm of trachea, bronchus and lung C33-C34 0-74

Malignant melanoma of skin C43 0-74
Mesothelioma C45 0-74

Malignant neoplasm of breast C50 0-74
Malignant neoplasm of cervix uteri C53 0-74

Diabetes mellitus E10-E14 0-49

Alcohol related diseases, excluding external causes F10, G31.2,G62.1, I42.6, K29.2, K70,
K73, K74 (excl. K74.3-K74.5), K86.0 0-74

Illicit drug use disorders F11-F16, F18-F19 0-74
Ischaemic heart diseases I20-I25 0-74

DVT with pulmonary embolism I26, I80.1-I80.3, I80.9, I82.9 0-74
Aortic aneurysm and dissection I71 0-74

Influenza incl. swine flu J09 - J11 0-74
Chronic obstructive pulmonary disorder J40-J44 0-74

Transport accidents V01-V99 all
Accidental injury W00-X59 all

Suicide and self inflicted injuries X60-X84, Y10-Y34 all
Homicide/Assault X85-Y09, U50.9 all

Misadventures to patients during surgical and medical care Y60-Y69, Y83-Y84 all

Figure 1 Preventable mortality in Slovak districts for men in 2015
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In case of women, the average value of the preventable mortality was 192.08, which is less than half of the
value for men. The highest preventable mortality was 273.57, again in district Rimavská Sobota, followed by
the district Krupina with 265.76 and district Revúca with preventable mortality 263.57. The lowest value of the
preventable mortality is 108.73 in district Trenčı́n, then 123.22 in district Stará Ľubovňa and 128.17 in district
Detva.

Figure 2 Preventable mortality in Slovak districts for women in 2015

Figure 1 shows the preventable mortality for men in Slovak districts in 2015. In general, we can conclude that
the highest preventable mortality is in southern districts and the lowest is in the northern part of the Slovak republic.
There are some districts, which do not fulfil that rule, e.g. Bytča and Ružomberok located in the North with high
preventable mortality as well as districts like Stropkov, Medzilaborce and Humenné situated on the north-east. In
two largest cities, which are divided into several districts (Bratislava - 5 districts and Košice - 4 districts), there
are significant differences among districts in the city. While districts Bratislava I and Bratislava IV belongs to the
districts with the lowest preventable mortality, district Bratislava II is above the average. The same situation is
in Košice city, where districts Košice I and Košice II are the third and the fourth best districts, respectively and
district Košice IV is district with the average level of the preventable mortality in case of men.

Table 2 The most frequent preventable causes in Slovak districts in 2015
Men Women

Diagnosis Score Diagnosis Score
1 Ischaemic heart disease 80 Ischaemic heart disease 93

2 Malignant neoplasm of trachea,
bronchus and lung 250 Malignant neoplasm of breast 276

3 Suicide and self inflicted injuries 347 Suicide and self inflicted injuries 438

4 Alcohol related diseases,
excluding external causes 356 Malignant neoplasm of colon and rectum 448

5 Malignant neoplasm of colon and rectum 437 Malignant neoplasm of trachea,
bronchus and lung 465

6 Pneumonia 494 Alcohol related diseases,
excluding external causes 474

7 Malignant neoplasm of lip,
oral cavity and pharynx 623 Pneumonia 543

8 Accidental Injury 638 Accidental Injury 754
9 Transport Accidents 803 Malignant neoplasm of cervix uteri 760

10 Malignant neoplasm of stomach 833 Malignant neoplasm of stomach 805

Similar geographical layout is in the case of women, with districts with the lowest preventable mortality in the
northern part and districts with the highest mortality in the southern part. There are several exceptions, such as
districts Detva and Banská Štiavnica located in the southern part of the Slovak republic with the low preventable
mortality. Same as in case of men, districts on the north-east part of the country such as Vranov nad Topľou and
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Humenné have high preventable mortality. There are not significant differences among districts in two largest cities
such as in case of men.

The second aim of the paper is to identify the most frequent causes of death, which are included in to the
preventable mortality. We applied the score method, where score is calculated as the sum of orders from all
districts. For both sexes, Ischaemic hearth disease is the cause with the highest contribution to the preventable
mortality. The score for men is 80, which means that according to the standardized death rate, in 78 districts was
on the first place and in one district was on the second place. For men, the second cause is Malignant neoplasm
of trachea, bronchus and lung, then follow Suicide and self inflicted injuries. The fourth most common diagnosis
are Alcohol related diseases. In case of women, the second cause is Malignant neoplasm of breast and the third is
Suicide and self inflicted injuries followed by the Malignant neoplasm of colon and rectum. More detailed results
are presented in Table 2. If we look at the score difference between the tenth cause and the first cause, we can
see that this difference is higher in case of men, which means that the order of causes of death in districts is more
similar than in the case of women.

4 Conclusion
Aim of the paper was to analyse preventable mortality in Slovak regions and identify most frequent causes of
preventable mortality. Issue of preventable mortality is crucial in process of prevention programming. In order to
set suitable prevention program, identification of main causes of preventable mortality is needed. Slovak republic
is heterogeneous from different perspectives. Our analysis confirmed that it is true for preventable mortality, too.
Regions differ in the level of preventable mortality. To generalize, we can claim that high preventable mortality
is in the south part of the country and low is in districts located in the north. Special issue in Slovak republic are
least developed regions selected according to the unemployment rate. These regions are situated in the south part
and east part of the country. Actually, there are 16 districts considered as least developed regions. To sum up, in
these regions is preventable above average, especially these in the south. Heterogeneity is typical also for large
cities, such as Bratislava and Košice, where exist districts with high preventable mortality next to districts with low
preventable mortality. That research provides base analysis of preventable mortality in Slovak regions. To prepare
appropriate prevention program, further analysis is needed. It is important to identify differences among regions
in causes of preventable mortality. In this study, we analysed most frequent causes of deaths in districts. The most
frequent cause of death in case of both sexes was Ischaemic heart disease followed by Malignant neoplasm of
trachea, bronchus and lung in case of men and Malignant neoplasm of breast in case of women.
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Factors Influencing TV Advertising Effectiveness:
Bayesian Networks Application

Daria Gunina1, Lucie Váchová2

Abstract. Advertising management involves decision-making concerning media
scheduling, i.e. with the aim to increase advertising effectiveness. TV commercials
are aimed to reach a broad audience, so the more people are exposed to the mes-
sage, the more expensive and the more effective the commercial is expected to be. In
this paper, advertising effectiveness is construed as the maximisation of advertising
exposure. In previous studies, several statistically significant features influencing ad-
vertising effectiveness were revealed; some of them showed a small impact and some
of them indicated multicollinearity. Hence, the aim of our research is to infer the
relationships between the features that can influence advertising effectiveness using
Bayesian network modelling. The research is based on complete monitoring data on
advertising on the Czech TV market in 2017.

Keywords: advertising exposure, TV commercials, Bayesian network.

JEL classification: M37, C11
AMS classification: 90B60, 62C12

1 Introduction
The effectiveness of television advertising has been the main goal of advertisers for a long time [18], [20] and
still remains the most important issue in the modern era of digitalisation and media proliferation [6]. Advertising
effectiveness (AE) has many different definitions and can be differently measured. Some researchers in the field
of advertising attempted to classify its concepts into an ”advertising effect pyramid” [13]. This pyramid includes
several levels representing different measures of AE: exposure, awareness, comprehension, recall, conviction,
desire, and action. Exposure provides information on how many viewers were exposed to the advertising message
(watched the whole spot, or watched at least three minutes if a spot is longer than three minutes), i.e. the share
of the population that was exposed. Exposure is at the bottom of the pyramid: people are exposed every day to
countless advertisements, so each ad they receive is effective (if its exposure is measured). Action (or purchase) is
at the top of the pyramid, because only small share of advertisements can be considered to be effective according to
this measure. Yet the relationship between advertising activity and sales remains unclear. For example, advertising
activity has a positive effect on sales on the car market [12] and cigarette market [5], but not on the beer [15],
whisky [4] or coffee market [5]. Moreover, companies may set other advertising goals than increasing sales: i.e.
improving brand image or brand awareness.

Exposure is underestimated by advertisers because their advertising campaigns are not usually aimed at max-
imising exposure, but rather on consumer recall or purchases (action). However, exposure should be considered as
important, as it indicates the number (or share) of ads that CAN become effective on the next level of the pyramid
and have the potential to result in a purchase decision. Ads that are not effective on the bottom are excluded from
the ”AE competition” - unless the ad is viewed, it cannot influence purchase decision-making. ”Exposure level”
acts as a filter: if an ad is not effective in the meaning of exposure, it will not be effective by the other meanings of
AE. Moreover, exposure is the only AE meaning that depends solely on media scheduling, and contrary to other
”indicators” (recall, liking, sells etc.) does not include the influence of advertising content and creativity. More-
over, the number of TV viewers is declining and it is harder to address a mass audience [6]; therefore, measuring
advertising exposure is one way of monitoring this trend.

Advertising media scheduling solves questions such as what to air, where to air, and when to air [14]. Me-
dia scheduling can differ for different Product categories, since high-involvement products (i.e. cars) and low-
involvement products (i.e. drugstore goods) require a different media communication strategy [11]. The Group
of channels and Channel variables explain where to air. The question ”when to air” is answered by such media
scheduling variables as the Month of airing, Week of airing, Day of airing and Time of airing. These variables are
adapted to seasonality and audience lifestyle, workweek and weekend, working and sleeping hours. Katz [11] states
that media space selling/buying has two criterions in the USA: Daypart (nine different parts of the day) and format,
1University of Economics, Prague/ Faculty of Management, Department of Management, Jarošovská 1117/II,
Jindřichův Hradec, Czech Republic, daria.gunina@vse.cz

2University of Economics, Prague/ Faculty of Management, Department of Exact Methods, Jarošovská 1117/II,
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which means the Programme type during when the ad is aired (twelve different types). Media context/environment
(particularly the Programme type on TV) can radically influence ad exposure and other effects [21]. Various schol-
ars [2], [13] have analysed the influence of Length of a spot, Number of spots in a break and Position in a break.
Too short commercials make ”clutter” effect and are considered to have a deleterious influence on AE [5]. In his
research, Danaher [7] found that Position in a break, Number of ads in a break, Length of a break and Length of a
spot influence exposure, but not considerably; however, the Programme type has a strong influence. However, the
level of exposure cannot be fully explained solely by these media scheduling indicators [7].

Hence, the aim of our research is to examine the probability relationships among the media features using
Bayesian network (BN) modelling.

2 Data and Methodology
Since their origin, Bayesian networks have been used in a broad range of application areas, especially as a tool for
representing probabilistic knowledge. They are also often used in management and marketing research [1], [3],
[8], [19]. In a Bayesian network, the variables of interest are represented by the nodes while the informational or
causal dependencies among these variables are represented by the links [16]. Given that V = {V1, ..., Vn} is a set
of variables in the model, and vi denote the value of the variable Vi we get

P (v1, ..., vn) =
∏
i P (vi|pai) (1)

where pai is a set of values for parents of variable Vi. For details on BN see, e.g., [10].

The motivation for deploying a Bayesian network for the TV advertising analysis stems from several aspects:
• the knowledge of advertising effectiveness is not complete;
• the knowledge of advertising effectiveness is uncertain;
• the suggestion is that the advertising effectiveness field is of a probabilistic nature;
• BN and related software enables the research to be built on real data with a huge number of observations;
• BN can be deployed in research for descriptive, inference and predictive purpose;
• the design and conditional probabilities of BN constructing facilitate results explanation and presentation to a

wide academic and practitioner public.

This study is based on the secondary dataset provided by the Nielsen Admosphere research agency. The sample
contains data for all commercials aired on television in the Czech Republic in 2017 and includes more than 5,608
million observations. The observation in this study is not the commercial itself but each airing of a particular
commercial, as one commercial could be aired several times and each airing could result in different levels of
effectiveness. In the original dataset, each observation was described by 14 variables Group of channels (TV
outlet), TV channel, Programme type (before a break), Programme type (after a break), Length of a break, Length
of a spot, Number of spots in a break, Position of a spot in a break, Month of airing, Week of airing, Day of airing,
Time of airing, Product category and Exposure. For the purpose of this paper, the dataset was slightly modified
and the new set of 13 variables used in the analysis is shown in Table 1.

Variable Label
Number of

values
Variable Label

Number of
values

Group of channels GC 7 TV Channel CH 45
Programme type
(before a break)

PTB 57
Programme type
(after a break)

PTA 57

Length of a break LB 24 Length of a spot LS 13
Number of spots

in a break
NS 30

Position of a spot
in a break

PS 4

Week of airing WA 53 Weekday of airing DA 7
Daypart PD 7 Product category PC 22

Exposure ES 6

Table 1 Input variables

The Length of a break and Length of a spot variables were transformed into intervals based on the lengths
usually used in TV advertising literature. The Month of airing was omitted because in the previous study multi-
collinearity was proven between the Month of airing and Week of airing. The Time of airing (hour-minute-second)
was transformed into the form of the Daypart. Katz [11] defined nine dayparts for the American market. As the
Czech media market differs from the American market, the dayparts were defined according to media habits in the

Daria Gunina, Lucie Váchová

121



Czech Republic: Late night (11 p.m. - 1 a.m.), Dead time (1 - 6 a.m.), Early morning (6 - 9 a.m.), Daytime (9 a.m.
- 12 p.m.), Early fringe (12 - 5 p.m.), Evening (5 - 7 p.m.) and Primetime (7 - 11 p.m.). As a product category, the
NACE classification on the first level was used, which in our case included 22 categories. Exposure (originally a
continuous variable) was also expressed in the form of intervals with respect to the ability to analyse the generally
interesting intervals (as set in TV advertising research). Only the observations with a complete description were
used, resulting in the final dataset of 5 488 866 observations.

A quantitative approach was employed in this study in accordance with the quasi-experimental nature of re-
search based on real data. The quantitative research design approach is recommended for a large number of
observations in a sample. Data was analysed using the R software [17]. For the construction of the Bayesian
network, the bnlearn package was used, which contains several algorithms for BN structure learning.

3 Results
To build a BN in our research, the Hill-Climbing algorithm was used. It assigns the score to each BN candidate
and is based on the maximisation of this score. Each node in the resulting BN (as presented in Figure 1) indicates
one variable from Table 1. Since Exposure is a variable attesting (economic) TV advertising effectiveness, it is an
important finding that four variables have a direct relation with Exposure in the created BN: TV channel, Weekday
of airing, Week of airing and Daypart. For the purpose of this study, we define ”meaningful exposure” as exposure
to 1% of the population or more; 469585 observations met this condition in our dataset.

Figure 1 Bayesian network of media features

It is expected that during Primetime (7 - 11 p.m.), ads are more likely to have meaningful exposure than during
the other Dayparts. During the Dead time (1 - 6 a.m.), the exposure is expected to be low. The results do not fully
confirm these suggestions. The probability of meaningful exposure, given the Dead time as a value of Daypart, was
0.00% for all values of the Weekday of airing. However, Primetime did not always show the highest probability of
meaningful exposure. On Mondays, Wednesdays and Sundays, the probability of meaningful exposure, given the
Daypart and Weekday of airing, is higher in the evenings (5 - 7 p.m.) than during Primetime (see Table 2).

Primetime Evening
Monday 14.39 15.77
Tuesday 16.24 14.00

Wednesday 13.73 16.53
Thursday 18.53 11.87

Friday 16.26 15.77
Saturday 15.36 12.58
Sunday 16.45 16.99

Table 2 Probability of meaningful exposure given Daypart and Weekday of airing (in %)

These findings differ in different Weeks of airing (see Table 3; the 51st and 52nd weeks are examples). In this
case, we studied the probability of meaningful exposure given the Daypart, Weekday of Airing and Week of Airing.
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The results mostly show the different values in the 51st and 52nd weeks. For example, considering it is Wednesday
and Daytime, it can be observed that the given probability in the 52nd week is 0.00%, in comparison with 13.3%
in the 51st week. While an ad in the Evening on Sunday has a 10% probability of meaningful exposure in the 51st
week, in the 52nd week the probability is 62.5%.

Monday Tuesday Wednesday Thursday Friday Saturday Sunday
Daytime 51st Week 10.00 16.67 13.33 07.69 06.25 00.00 12.50
Daytime 52nd Week 11.11 33.33 00.00 00.00 09.09 00.00 09.09

Early fringe 51st Week 10.34 14.29 14.29 11.11 07.14 03.70 13.33
Early fringe 52nd Week 00.00 08.33 00.00 09.09 07.69 18.18 16.67

Evening 51st Week 16.67 00.00 07.14 12.50 23.08 20.00 10.00
Evening 52nd Week 00.00 25.00 00.00 00.00 22.22 00.00 62.50

Primetime 51st Week 37.50 11.76 16.67 20.00 07.69 08.70 12.50
Primetime 52nd Week 00.00 17.65 00.00 14.29 20.00 15.00 33.33
Late night 51st Week 00.00 00.00 00.00 00.00 15.38 18.18 00.00
Late night 52nd Week 14.29 00.00 00.00 00.00 20.00 00.00 00.00

Table 3 Probability of meaningful exposure given Daypart, Weekday of airing and Week of airing (in %)

According to the literature review, the most frequently used Lengths of spot are 10, 15, 30 and 45 seconds.
However, the results show that these lengths are not the most likely to have meaningful exposure. A 45-second
ad has a 15% probability of being exposed to at least 1% of the population; in the case of 30, 15, and 10-second
ads, the probabilities are 7%, 8.2%, and 13.8%, respectively. Surprisingly, for the shortest ads (with a length less
than or equal to 9 seconds), the considered probability is the highest (18.5%). Additionally, the long commercials
(with the length equal to or higher than 60 seconds) are not appropriate as they have the probability to achieve
meaningful exposure lower than 2%.

The probability of achieving meaningful exposure can also be analysed with respect to the Length of a break
and the Number of spots in a break. Considering the Length of a break, a non-typical finding is that the shortest
and the longest breaks are more likely to have meaningful exposure (with probabilities of 20.3% and 19.4%).
While given that the length of the ads is between 3:50 and 4:00 minutes, the probability is 1.8%, and for the more
frequently used (101,919 observations) lengths between 5:58 and 6:00 minutes, the probability is only 1.2%. When
it comes to Number of spots in a break, it was found that a larger number of spots in a break usually lead to a lower
probability of meaningful exposure: for 24 or more spots in a break, the probability is 0.00%. However, setting
the number of spots in a break from the interval between 20 and 23 seems to be more suitable, considering the
probabilities of meaningful exposure as follows: for 20 spots, the probability is 24.6%; for 21 spots 26%; for 22
spots 20%; and for 23 spots 22.2%. We expected that the lower the number of spots, the higher the probability
of meaningful exposure. This expectation was not confirmed: for a break with only 1 spot, the probability was
17.3%; with 2 spots 17.9%; and with 3 spots 13%.

According to previous studies (e.g., [7], [13]), the first and the last ad in a break are more likely to have higher
exposure. We disprove this assumption about the Position in a break. The first, middle and last ads have similar
probabilities of meaningful exposure, namely, 8.3% for the first, 8.4% for middle and 7.8% for the last ad in a break
(regardless of the number of spots in a break). Considering that there are only 3 spots in a break, the probability
of achieving the meaningful exposure is highest for the middle spot (17.6%), in comparison with 10.3% for the
first ad and 12.3% for the last. In the case that the break consists of only one spot, we considered this as a special
value, since such an ad would be simultaneously in both the first and the last positions. Therefore, the probability
of meaningful exposure given the Position in a break being ”the only one” is the same where the Number of spots
in a break equals 1, thus 17.3%.

The next case analysed was the probability of meaningful exposure, given the Product category and the Pro-
gramme type (before or after a break). In the Table 4, only those results are shown that include the probabilities
of considered exposure, given the Product category and the Programme type before a break that were higher than
30%. Advertisers in different product categories use different programme types, as found from the frequencies
of spots broadcasted in particular categories. Different programmes are watched by different target groups with
various preferences, lifestyles, and needs. Thus, it can be assumed that the same ad broadcast in different pro-
grammes can differ in success with a rate of exposure. Hence, the aim of advertisers and media planners should
be to match the product category (with the assumed target group for the promoted product) with the programme
type (considering the related target audience for a programme). It can be observed in the Bayesian network created
based on the data (see Figure 1), that the Product category and the Programme type (before or after a break) do not
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have a direct relationship.

The limitation of this study stems from the limitation of the Bayesian networks construction. The structure
of the BN was created from data with the use of one algorithm, and relationships in the resulting network were
compared with the usual assumptions about the existence of such connections among the variables under consid-
eration. No arrow was deleted, and none was added. In the analysis, 13 available variables were used to construct
the Bayesian network and examine the probabilities of meaningful exposure. However, in reality, many additional
factors may exist that are not currently measured but still influence advertising exposure. Advertising exposure
is the measure of how many PEOPLE watched the ad. As soon as this variable is also influenced by consumer
behaviour (with related problematic topics such as irrational decision-making, the human factor, consumer black
box etc.), the model cannot fully reflect the real behaviour of consumers. However, it can still be considered as
a useful tool for at least obtaining a preliminary image of the TV ad viewers’ habits (what is watched and what
is not). Another limitation strongly relates to data available for the analysis. The dataset contains some missing
values, and some combinations of the values of the variables do not appear in the dataset, thus the exposure of such
situations cannot be studied.

4 Conclusion
In this study we examined the probability relationships between the media features using Bayesian network mod-
elling, which enabled us to compute conditional probabilities of ”meaningful exposure”, given the values of the
selected set of other variables. The variables that have a direct relation with Exposure are TV channel, Weekday of
airing, Week of airing and Daypart. We examined the probabilities of meaningful exposure in several situations: a)
given the Product category and Type of programme before a break (an example of the results is shown in Table 4),
b) given the Daypart, Weekday of airing and Week of airing (see Table 3 for results from the 51st and 52nd week of
2017), c) given the Daypart and Weekday of airing (see Table 2), d) given the Length of spot, e) given the Length of
break, f) given the Number of spots in a break, g) given the Position of a spot in a break, and h) given the Number
of spots in a break and the Position of a spot in a break.

Advertisers face the problem of a lack of information, as it is not known beforehand how many people will
be exposed to a particular ad. We show that a Bayesian network can be considered to be a suitable tool for
media planning. Based on historical data, it provides useful and important information and can be used in future
decision-making. The model shows the relations among the variables of interest and also enables to compute the
probabilities of a particular exposure, given the selected set of conditions.
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Food and drink Textile, clothing, leather, shoes
news programme - main news session (75.0) entertainment programme - show, stand-up (100.0)
entertainment programme - game, lottery (66.7) news programme - main news session (100.0)
publicistic programme - talk show (44.4) unspecified publicistic programme (71.4)
unspecified publicistic programme (39.5) publicistic programme - talk show (50.0)
publicistic programme - free time and lifestyle (33.3) publicistic programme - free time and lifestyle (33.3)
entertainment programme - show, stand-up (33.3) second
Other manufacturing industry Finance and insurance
news programme - special news (100.0) entertainment programme - game, lottery (100.0)
publicistic programme - advices for consumers (80.0) news programme - main news session (75.0)
news programme - main news session (75.0) publicistic programme - topical general (50.0)
publicistic programme - journalistic magazine (75.0) publicistic programme - talk show (43.0)
entertainment programme - game, lottery (50.0) unspecified publicistic programme (41.2)
publicistic programme - topical general (50.0)
Building industry Education
unspecified sport programme (100.0) unspecified entertainment programme (100.0)
Transport and storage Accommodation, food service and hospitality
unspecified publicistic programme (100.0) entertainment programme - thematic magazine (66.7)
entertainment programme - talk show (100.0)
Information and communication activities Professional, scientific and technical services
publicistic programme - advices for consumers (100.0) dramatic programme - movie (50.0)
publicistic programme - journalistic magazine (50.0) unspecified publicistic programme (50.0)
educational programme - programme for schools (50.0) news programme - main news session (50.0)
entertainment programme - show, stand-up (50.0) unspecified entertainment programme (33.3)
unspecified publicistic programme (44.4)
Cultural, amusement and recreation activities Administrative and support services
entertainment programme - reality show (100.0) publicistic programme - journalistic magazine (50.0)
dramatic programme - TV series (33.3) entertainment programme - competition (50.0)
dramatic programme - TV drama (33.3) dramatic programme - sitcom (33.3)
Public administration and defence, compulsory
social security

Electricity, gas, heating and air conditioning

entertainment programme - reality show (100.0) publicistic programme - humanities (100.0)
Cultural, amusement and recreation activities Cross-sectional category
publicistic programme - journalistic magazine (100.0) news programme - special news (75.0)
publicistic programme - talk show (100.0) news programme - main news session (66.7)
entertainment programme - talk show (100.0) publicistic programme - journalistic magazine (50.0)
entertainment programme - show, stand-up (100.0) publicistic programme - talk show (50.0)
unspecified publicistic programme (50.0) entertainment programme - game, lottery (50.0)
entertainment programme - thematic magazine (50.0) entertainment programme - quiz (50.0)
Other services
news programme - main news session (100.0)

Table 4 Probability of meaningful exposure given Product category and Type of programme before a break (in %)
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A Contribution to the Application of the Fuzzy Approach 

to the Economic Analyses 
Simona Hašková1 

Abstract. The paper deals with the issue of a three-step multi-criterial 

evaluation of alternatives in the case of ex post evaluation. In the first stage the 

alternative A is assessed by the individual components of the specified vector 

of its basal data through which it is represented. In the second stage, the 

suitability of alternative A is assessed in the same way according to each of the 

values of the results of the partial single-criterion evaluations of alternative A. 

The third stage of evaluation is the number that is a sophisticated aggregate of 

the results of all single-criterion evaluations on a common scale, taking into 

account their mutual synergy (multi-criterial evaluation of the alternative A). 

Within this third stage, the uncertainty often comes into play arising from the 

vagueness of the description of the dependence of the resulting aggregate on 

the vector of the results values of all single-criterion evaluations. In a concrete 

example it is shown and demonstrated how a fuzzy approach based on fuzzy 

logic faces this internal uncertainty of the herein presented evaluation process 

of alternatives. 

Keywords: fuzzy approach, multi-criterial evaluation, uncertainty, three step 

analysis. 

JEL Classification: C51, C65 

AMS Classification: 03E72, 90B90 

1 Introduction 
Methods for evaluating investments in production technologies play an important role in any competitive 

business environment. A careful preliminary analysis of the implications of an investment decision is a 

necessary basis on which it is possible to build a rational expectation of future development and on which 

the survival or non-survival of a production enterprise depends. This concerns, in particular, costly, long-

term investments that include the purchase of modern manufacturing technologies such as group 

technologies, flexible production systems, computer-integrated production systems, etc., which contribute 

to improving production performance in terms of cost, productivity, reliability and quality. The issue of 

classification and methodology of standard approaches for assessing the economic benefits of investments 

is dealt with [3], [4], [5] from different points of view. 

The traditional economic assessment of investment in production facilities was discussed, for example, 

in [9] and [10]. These methods are based on discounted cash flow, and in the case of valuation of 

investments in long-term assets, they are, in practice, the most frequently used one-criterion methods (in 

detail in [1]). 

However, these standard approaches analysed in the above-mentioned works more or less ignore the 

specific role played by the human factor in investment activities [11]. They urge the manager not to deviate 

from the framework of a rooted tradition of standard thinking that identifies an understanding of a 

phenomenon with the ability to quantitatively analyse it as if it were a mechanistic system subjected to 

algebraic, differential or integral equations. The manager gets into a similar position as a computer 

programmer who has to adapt his mind to the „computer mind“ (to his operating system), which only 

understands numbers and can only handle numbers. In contrast, most management activities, including the 

investment activities, do not require exact figures, and, in many cases, such behaviour is even 

counterproductive by making it difficult for a manager to use his/her creative potential to its full extent [2]. 
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For example, if we buy a car, we are interested in some quantitative parameters such as price, 

performance, consumption, etc., but we are also interested in some qualitative (aesthetic) parameters such 

as the colour and shape of the bodywork, which are linguistic variables characterized by natural language. 

We can choose well without knowing the exact wavelength of the colour shade and even without the 

knowledge of the three-dimensional system of equations of analytical geometry, precisely describing the 

shapes of the surfaces and the spatial structures from which the bodywork is compiled. 

This is because the key elements of human thinking are not numbers, but intuitive concepts whose 

meanings and contents are vague, unclear, blurred, and simply fuzzy [6]. The human mind is gifted with the 

almost miraculous ability to use this fuzzy-intuitive concept to reduce a lot of data attacking the human 

brain to the minimally precise handful that is needed to carry out the task. This human ability is well 

understood by the authors working with the word fuzzy in the title of their papers given in the list of 

reference of this paper that partly builds on them. They did not choose the way, which forces the manager 

to „think like a computer“, but vice versa; they attempt to adapt the methods of economic analysis to the 

manager´s natural style of thinking [8]. Then, unsurprisingly, the formal model of an intuitive concept will 

be a fuzzy set. 

Given the existence of the qualitative effects of many investment activities, fuzzy linguistic decision-

making will be discussed and applied as an effective alternative to the techniques, which ignore the role of 

human factor. The methodological part will be devoted to the basics of the fuzzy approach, based on which 

an original model of three-step multi-criteria assessment is constructed. In the application section this 

model will be applied to solve a similar problem, which we face when investing in the purchase of our own 

car - to evaluate and optimize the choice of production equipment, whose effects are of a financial and 

qualitative nature. 

2 The methodological approach 

The fuzzy approach has its bases in different versions of fuzzy logic that have been created by adapting the 

binary numerical characteristics of propositional operators to the interval 0,1. If |A|{0,1}, or respectively 

|B|{0,1} being the truth value of the statement A, or respectively B, we can classify the classical truth 

tables for negation, conjunction, disjunction, and implication by the numerical characteristics of these 

operators: |¬A| = 1 – |A|, |A˄B| = min{|A|,|B|}, |A˅B| = max{|A|,|B|} and |AB| = 1 for |A| ≤ |B|, |AB| = 

1 – (|A| – |B|), otherwise. Moving from the set {0,1} to the interval 0,1 we get the semantic form of 

Lukasiewicz's fuzzy propositional calculus originally formulated by Lukasiewicz and Tarski [12]. For us, 

the fuzzy logic is only a tool for exact dealing with fuzzy sets, whose theory was published by L. A. Zadeh 

– see [13] and [14]. 

2.1 Elements of fuzzy set theory  

Let the set U be a field of consideration or discussion (universe), let μA: U → 0,1 be a membership 

function and let A = {(y, µA(y)): y  U} be the set of all pairs (y, µA(y)) in which the numbers 0 ≤ µA(y) ≤ 1 

indicate the degree of affiliation of the pair (y, µA(y)) to the set A to the given y  U. Then A is a fuzzy 

subset on the universe U. The significant characteristic of the fuzzy subset A is its support UA = {y: 0 < 

µA(y) ≤ 1, y  U}  U.  In terms of fuzzy logic is µA(y) = |y  UA|. The element y  U with µA(y) = 0.5 is 

called the crossover point in A. At the values greater than 0.5 the element y rather belongs to UA, at the 

values smaller than 0.5 it rather does not belong to UA. 

Fuzzy subset A, whose carrier UA  U  R, where R is the set of the real numbers, and its function µA is 

gifted by the property of normality and convexity, i.e. at least in the case of one element x  UA it applies 

for it µA(x) = 1, and µA(x´) ≥ min{µA(x1), µA(x2)}for all x´ x1, x2  UA, is called the fuzzy number. 

Theoretically, different forms of the membership function µA of fuzzy numbers can exist: triangular, 

trapezoidal, bell-shaped, sinusoidal, cosinusoidal (see e.g. [7] and [15]). 

In this paper, fuzzy numbers are formal representatives of values (terms) of linguistic variables. A 

typical linguistic variable is, for example, light. From the physical point of view, it is for the human eye a 

visible part of electromagnetic radiation with wavelengths between 380 and 750 nm (the field of basal 

numerical values of the linguistic variable – universe U). The values (terms) of the linguistic variable light 
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are the basic colours of the rainbow, i.e. yellow, orange, red, green, blue, indigo and purple (see [16]). In 

points where the primary colours blend, their colour shades (e.g. magenta, pink, etc.) are created. This 

matter is best reflected by a model of seven trapezoid fuzzy numbers (two border and five inner numbers) 

whose carriers cover the universe U and at their ends they intersect with adjacent carriers. 

For the needs of managerial decision-making a rougher model usually suits with one inner and two 

border fuzzy numbers for the terms low (L), common (M) and high (H) value. Interval U is divided by the 

points a, b, c, d into five sections with the membership functions (1), (2) and (3): 

𝜇𝐿(𝑥) = 1 𝑓𝑜𝑟 𝑥 < 𝑎, 𝜇𝐿(𝑥) =
𝑏 − 𝑥

𝑏 − 𝑎
 𝑓𝑜𝑟 𝑎 ≤ 𝑥 < 𝑏, 𝜇𝐿(𝑥) = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. (1) 

𝜇𝑀(𝑥) =
𝑥 − 𝑎

𝑏 − 𝑎
 𝑓𝑜𝑟 𝑎 ≤ 𝑥 < 𝑏, 𝜇𝑀(𝑥) = 1 𝑓𝑜𝑟 𝑏 ≤ 𝑥 < 𝑐, 𝜇𝑀(𝑥) =

𝑑 − 𝑥

𝑑 − 𝑐
 𝑓𝑜𝑟 𝑐 ≤ 𝑥

< 𝑑, 𝜇𝑀(𝑥) = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. 
(2) 

𝜇𝐻(𝑥) = 0 𝑓𝑜𝑟 𝑥 < 𝑐, 𝜇𝐻(𝑥) =
𝑥 − 𝑐

𝑑 − 𝑐
𝑓𝑜𝑟 𝑐 ≤ 𝑥 < 𝑑, 𝜇𝐻(𝑥) = 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. (3) 

The position of the points a to d in the universe U is determined by an expert in the field of knowledge. 

Another important tool of fuzzy set theory is the rule. It occurs in two modes: in the symbolic notation 

and in the fuzzy logical notation.  

In the symbolic notation, there is the functional relation between the n-member vector of values (fuzzy 

numbers Ai on universes Ui, i = 1,…, n) of different linguistic variables standing on the left side of the rule 

and the value of linguistic variable (fuzzy number B on universe V), standing on the right side of the rule, 

expressed as a pair ((A1,…, An), B). The set of rules P = {((A1,…, An), B): Ai  {Li, Mi, Hi}, B  {L, M, H}, i = 

1,…, n}, whose right sides were chosen by an expert, is a set of inference rules and works just like a 

discrete function of n variables in mathematical analysis (it transforms the n-dimensional vectors of fuzzy 

numbers standing on the left sides of the rules into fuzzy numbers standing on the right sides of the rules). 

The fuzzy logical notation takes into account the adequacy of the rule in the situation characterized by 

the vector x = (x1,…, xn) by interpreting the vector (A1,…, An) of the left side of the rule as a fuzzy logical 

conjunct of statements (x1UA1)˄…˄(xnUAn), whose truth value |(x1UA1)˄…˄(xnUAn)| = 

min{|(x1UA1)|,…, |(xnUAn)|} = min{µi(xi),…, µi(xi)} is the measure of its adequacy. This calculated value 

limits the course of the function μB on the universe V from the above of the fuzzy number standing on the 

right side of the rule (for details see the following part). 

2.2 Construction of a three-step fuzzy model of multi-criteria evaluation 
The three-step fuzzy multi-criteria model describes a multi-criteria evaluation of final set of alternatives. 

Let A be a given set of considered alternatives, specified by vectors a of their basal data. Then, as the multi-

criteria evaluation of the alternative specified by the vector a = (a1,…,ac)  A we consider the number yx, 

which is the output of the process, whose three-step general model is schematically shown in the left part of 

Fig. 1.  

Before the multi-criteria evaluation itself, we assess the alternative a at the first stage of the process 

according to the values of its basal data in comparison to other alternatives. If the preference order is not 

decided at this stage, the vector a will be subjected to a number of different single-criterion evaluations at 

the second stage. If the comparative method does not decide on the order of advantage at that stage, then 

evaluation at the third stage (block K) will follow. In the right part of Fig. 1, there is a case in which some 

basal data enter the block K directly. 

The fuzzy approach applied in the third stage of the process consists of four phases: 

 Fuzzification – the input vector x = (x1,…, xn) converts each inference rule from the set P into the 

logical notation mode, i.e. in the form (min{μ1(x1),…, μn(xn)}, μB), where μi(xi) = |xi  UAi|; the left 

side of the rule in the logical notation is the number, the right side is the function μB: V → 0,1.  

The set P is thus transformed to P* = {(min{μ1(x1),…, μn(xn)}, μB):  min{μ1(x1),…, μn(xn)} ˃ 0}. 
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 A set of partial results is a set B = {min{min{μ1(x1),…, μn(xn)}, μB}: (min{μ1(x1),…, μn(xn)}, μB)  

P*}. It is a mixture of μB functions whose curves over the universe V are limited from the above 

by the numbers min{μ1(x1),…, μn(xn)}, taking into account the degree of adequacy of the rule 

application. These partial results are projected into a common scale (universe V), and it is 

necessary to incorporate them into the common output fuzzy set by a logical sum (aggregation) 

and to determine its affiliation function. This will happen in the next phase of the solution process. 

 Aggregation or summary of functions of set B into a compact unit and detection of its μagg. Using 

the so-called extension principle (see e.g. [12]), which is one of the basic concepts of the fuzzy set 

theory enabling us to find out that this compact set is a fuzzy subset on the universe V with μagg = 

max{min{min{μ1(x1),…, μn(xn)}, μB}: (min{μ1(x1),…, μn(xn)}, μB)  P*}. 

 Defuzzification is the final phase of the process, in the last step of which we obtain the output 

value yx of the three-step model of the multi-criterial evaluation of the alternative (a1,…,ac)  A as 

the mean value of the elements yV weighted by the values µagg(y) of its importance, and 

therefore (4) it applies: 

𝑦𝑥 = ∫ 𝑦 ∙ 𝜇𝑎𝑔𝑔(𝑦)𝑑𝑦/ ∫ 𝜇𝑎𝑔𝑔(𝑦)𝑑𝑦, (4) 

where ∫ is the symbol of a certain integral over the universe Y. 

 

 
Figure 1 Structure of a three-step model of multi-criteria evaluation of alternatives, where NO and PL 

stands for specific components of a vector a (see part 3.1) 

3 Application of a three-step fuzzy model to the problem of 

production facility choice 

The key factors of the specific cases that need to be taken into account when introducing new production 

technology can be summarized as follows: selection of the type of production facility, selection of the time 

of its decommissioning, the way of its subsequent usage, purchase price, cost and yield characteristics, 

qualitative effects. In addition, the relevant qualitative criteria are often taken into account.  

3.1 Task assignment 

The manager has to decide about a choice between two suitable production facilities (machines) with 

lifetimes of 6 years and 9 years. For each machine the relevant numerical data recorded in the managerial 

accounting are provided, from which can be found: the acquisition cost and annual operating expenses 

assuming standard use throughout the physical lifetime including the tax rate on the profit (see Table 1) and 

cost of capital of the project (discount rate 10 %) in which the production facility is involved. The data on 

the annual income from the use of the production facility are the same in both cases and therefore irrelevant 

in terms of machine choice. 
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Year 0 1 2 3 4 5 6 7 8 9 

Technology X 31.0 7.9 13.4 18.9 26.4 36.3 52.8 - - - 

Technology Y 44.3 5.6 11.0 13.3 16.5 19.8 24.42 30.4 39.6 52.8 

Table 1 Capital and annual expenditures for technology X (n = 6 years) and Y (n = 9 years) in thousands of 

EUR 

The two parameters of a qualitative nature that have to be taken into account are the noise of 

manufacturing operation (NO) of the production facility and its impact on the pollution level (PL) of the 

surrounding environment. According to available knowledge, both parameters are more favourable with 

technology X: the NO´s level lies between the low and normal noise level, with the technology Y is the NO 

is rather normal than high. PL caused by the operation of the technology X is rather normal than high, with 

the machine Y, PL lies on the border between the normal and the high level. 

The input parameters of the alternatives are of minimizing nature from the viewpoint of a decision-

maker; in the next, they are processed within the three-step fuzzy model. The first stage stands for a simple 

comparison of data alternatives (here: investment, annual operating expenses, NO, PL). In case of 

impossibility to decide on the alternative, the solution proceeds to the second stage in which the set of 

inputs is modified by means of a relevant result / results of an one-criterion evaluation; these inputs are 

compared again within each alternative (here, the inputs at the second stage: the equivalent of annual 

expenditures, NO, PL). If optimal choice is not possible, the solution proceeds to the third stage, in which 

the fuzzy approach described by the four-phase process in Section 2.2 is applied. 

3.2 Task solution 
From a simple comparison of input data, the problem cannot be decided at the first stage of our three-step 

model. The technology X requires a lower initial investment, has more favourable NO and PL 

characteristics and mostly higher annual operating costs; the operating costs are an irrelevant decision 

source, since machine X differs from machine Y in lifetime. For that reason the average annual 

expenditures (including initial investment) are calculated as the equivalent of annual expenditures ERV = 

PV / α, where PV is the current value of operating expenditures stated in Table 1, and α is the relevant 

annuity factor. If ERVX ≤ ERVY, the problem would be resolved at the second stage of our model with the 

technology X being the optimal choice. Unfortunately, this is not the case: ERVX = 30.7 thousand EUR, 

ERVY = 28.1 thousand EUR. The decision will be made at the third stage of the model (see the diagram in 

the right part of Figure 1). 

For this purpose, we normalize the values of inputs to block K by specifying them in the percentage 

range of their universe. If the universe U of values of the variable ERV is between 0 and 50 thousand EUR, 

then ERVX ≈ 62 % and ERVY ≈ 56 %. Estimation of the parameter values NO and PL depends on the 

distribution of points a to d in the definition of the trapezoid fuzzy numbers (see part 2.1 relations (1), (2), 

(3)) and from it resulting crossover points. If there is no expert who could help us with the distribution of 

points a to d, it is best to assume that they are distributed evenly, i.e. a = 20 %, b = 40 %, c = 60 % and d = 

80 %. Then NOX = 30 %, NOY ≈ 65 %;  PLX ≈ 65 %, PLY = 70 %. The set of inferential rules P = {((ERV, 

NO, PL), B): ERV, NO, PL, B{L, M, H}} has 27 elements in total, in which the selection of the right sides 

(without help of an expert) is performed by the „predominant element“ method in the left side vector (if 

neither of the two of them coincide, then B = M). 

For technology X we get P* = {(0.5, μM), (0.25, μM), (0.1, μM), (0.1, μH)}, B = {min{0.5, μM}, 

min{0.25, μM}, min{0.1, μM}, min{0.1, μH}}, μagg = max{min{0.5, μM}, min{0.1, μH}}, therefore μagg(y) = 

0 for y < 20, μagg(y) = (y – 20) / 20 for 20 ≤ y < 30, µagg(y) = 0.5 for 30 ≤ y < 70, µagg(y) = (80 – y) / 20 for 

70 ≤ y < 78, μagg(y) = 0.1 for y ≥ 78. By integration by parts (see (4)) we get yx = ∫y∙µagg(y)dy / ∫µagg(y)dy = 

1437.9 / 27.1 = 53.06.  

For technology Y we get P* = {(0.5, μM), (0.25, μM), (0.25, μH)}, B = {min{0.5, μM}, min{0.25, μM}, 

min{0.25, μH}}, μagg = max{min{0.5, μM}, min{0.25, μH}}, therefore μagg(y) = 0 for y < 20, μagg(y) = (y – 

20) / 20 for 20 ≤ y < 30, µagg(y) = 0,5 for 30 ≤ y < 70, µagg(y) = (80 – y) / 20 for 70 ≤ y < 75, μagg(y) = 0.25 

for y ≥ 75. By integration by parts (see (4)) we get yx = ∫y∙µagg(y)dy / ∫µagg(y)dy = 1749.1 / 30.625 = 57.1. 
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Based on the results of performed fuzzy analysis it is concluded that technology X is slightly more 

advantageous than its alternative Y as the mean value in terms of (4), covering average annual expenditures 

and “harm” resulting from the usage of the technology expressed in thousands of EUR, is smaller.  

4 Summary and conclusion 

The introduction part stated the reasons that support the tendency to use fuzzy approach in managerial 

analyses. The methodological part covers a brief insight into the basics of philosophy, theory and 

techniques of fuzzy approach that is necessary for understanding the author´s concept of fuzzy multi-

criteria evaluation presented in the form of a three-step model. In the final part this model was applied to 

the problem of the optimal choice of a particular production facility. Given the input data and available 

information of qualitative nature, the result of the fuzzy analysis indicated that technology X is slightly 

more advantageous than its alternative Y. 
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Common shock approach to default risk of reinsurance: 

Solvency II framework 
Radek Hendrych1, Tomáš Cipra2 

Abstract. This contribution deals with the construction of required capital covering 

the default risk in portfolios with a small number of heterogeneous counterparties. 

The typical application of this concept is the counterparty default risk of reinsurance 

in the Solvency II framework. A special approach to default risk based on the common 

shock principle is investigated in greater detail. In particular, a numerical study com-

pares results of various methods which are applicable in this context. The numerical 

results demonstrate that the suggested modifications of the widely accepted common 

shock approach implemented within the official Solvency II regulation might be pre-

ferred by insurance companies when constructing the portfolio of reinsurers for rein-

surance protection of given insurance company. Moreover, it is also confirmed that 

a single high-quality counterparty is more effective in the context of counterparty de-

fault risk than a number of low-quality counterparties. 

Keywords: default risk, common shock, Solvency II, value-at-risk. 

JEL Classification: G22 

AMS Classification: 62P05 

1 Introduction 

The paper deals with the counterparty default risk for a given insurer, which is mainly the risk of possible defaults 

in the portfolio of reinsurers of this insurer. The counterparty default risk plays an important role in the new regu-

latory system Solvency II introduced for the European insurance industry since 2016. The regime Solvency II 

covers “all risks” and not only traditional risk categories like underwriting risk or market risk (see e.g. [1] or [8]). 

Particular risks are grouped to risk modules (sorted further to distinct risk submodules) with corresponding sol-

vency capital requirements (SCR) calculated either by standard formulas or by internal models approved by insur-

ance supervisors. The Solvency II prescribes that the insurer must cover all risk by own eligible funds calculated 

just according to SCR. 

The paper focuses on modeling approaches to the counterparty default risk of reinsurance. Since the number 

of reinsurers in the reinsurance portfolio of one insurer is limited (rarely more than ten reinsurers) one cannot 

replicate typical credit risk modeling approaches which are typical for banks. Such modeling concepts are based 

on the key assumption of large homogenous population of debtors which enables to apply simplifying asymptotic 

results (e.g. the broadly applied Vasicek limiting probability distribution, refer to [10]). 

There are other two aspects that should be reminded in the situation of reinsurance portfolio with limited num-

ber of counterparties: The first of them consists in the fact that the values of loss given default (LGD) of particular 

reinsurers must be estimated in a sophisticated way (undoubtedly these are very important inputs for the calculation 

of SCR to cover counterparty default risk of reinsurance). Since this aspect is a very empirical concern and includes 

conclusions and recommendations from corresponding quantitative impact studies we avoid it in this text (see e.g. 

[4] or [5]). The second aspect is related to the problem of diversification and correlation in the studied reinsurance 

portfolios. Modeling correlation of defaults plays a prominent role in pricing and risk management generally. 

A promising approach to modeling correlation in reinsurance portfolios is based on a common shock. It gen-

erates the correlation among reinsurers in a specific way (see [7] or [9]). Similarly as the insurance industry, the 

reinsurance industry is vulnerable to critical phenomena of sudden impacts induced by natural catastrophes, finan-

cial crises, terrorism, etc. Using this principle, the correlation structure follows from structural parameters of a spe-

cial model that is constructed for the common shock impact in the given reinsurance portfolio. Since this approach 

respects the heterogeneity of reinsurers with different default probabilities and can be applied for small number of 

reinsurers in the portfolio, one recommends it in this context for calculating the particular SCR. 
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The aim of this paper is to survey the Solvency II approach to counterparty default risk of reinsurance based 

on the common shock principle, suggest other possible methods and compare them by means of a numerical study 

(we usually assume the simple model situation with the uniform distribution of loss given defaults in the portfolio 

to be compatible with other authors). In particular, we deal with the problem how to calculate the required capital 

(RC) covering the counterparty default risk due to n risk expositions. It must be retained by an insurance company 

in accordance with Solvency II. It is worth noting that we use the more general term required capital instead of 

solvency capital requirements SCR to stress the fact that more general applications are possible: Although the 

paper deals primarily with measuring counterparty default risk in the context of reinsurance, the results can be 

applied also in other situations with a small number of heterogeneous risk expositions. 

The paper is organized as follows. Section 2 describes the common shock approach to counterparty default 

risk of reinsurance. Section 3 studies methods for prescribing the required capital by employing the common shock 

concept. Section 4 presents the results of numerical study. Section 5 contains conclusion. 

2 Common shock approach to counterparty default risk of reinsurance 

The common shock approach in reinsurance was introduced in [9]. It can be described as follows: 

Let us denote the common shock affecting n reinsurers of a given insurance company (e.g. the arrival of the 

financial and economic crisis or recession, a legislative change or reform, a catastrophic event) as a random vari-

able R ranging in the interval between zero and one. For the values of R near to zero or one, the common influence 

of the given phenomenon is low or high, respectively. The behavior of R can be described by the probability 

density function of the form: 

 10,)( 1   rrrf  , (1) 

where  is a parameter (0 <  < 1). Such a probability density function can be looked upon as a special case of the 

beta distribution, and it is acceptable from the practical point of view since according to (1) the small shocks are 

the most probable ones, while the probability of more intensive shocks declines to small positive values (however, 

the zero value is never achieved). Another interpretation is also possible: the maximal shock among n mutually 

independent annual shocks (i.e., during n years) has the probability density function of the form (1) but with the 

parameter n  instead of . Therefore e.g. for  = 0.1 and n = 10, the probability density function (1) corresponds 

to the uniform distribution so that the maximal shock during the period of 10 years attains each of its values with 

the same probability (one can make use of this property when calibrating ). 

The probabilities of default will depend on the common shock R. A suitable functional relation seems to be: 

 10,)1()(  rrpprPD i/p
iii


, (2) 

where pi is a basic level of the probability of default of the i-th counterparty (i = 1, …, n) in the reinsurance portfolio 

(it is a benchmark after excluding the influence of the common shock R). Moreover, in (2) one adds to this basic 

level a component that depends on R by means of a positive parameter . The power exponent in (2) is a decreasing 

function of the basic level of the probability of default pi since counterparties with a low pi are not very sensitive to 

the random shocks while the higher probabilities of default increase the default sensitivity even if the attained 

values of R are not high. In any case, the function (2) increases from the basic level pi to the value 1. Moreover, 

this function is concave for   < pi (in such a case, the probability of default PDi is regarded as large), it is convex 

for   > pi (then the probability PDi is regarded as small); for   = pi one obtains an increasing line. 

By integrating the function (2) over r using the probability density function (1) one obtains the following for-

mula for the probability of default of the i-th counterparty as: 
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Conversely, if one takes the numerical values of default probabilities PDi of particular counterparties as an external 

rating provided by specialized agencies (see e.g. Standard & Poor's ratings in Table 1) then it is possible to express 

the basic level of the probability of default pi of the i-th counterparty evidently as: 
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One can summarize that the behavior of particular counterparties in the credit portfolio may be modeled in a suit-

able parametric way using observed values PDi and the ratio of two parameters  and . The higher the ratio  /  
is, the more does the observed probability of default differ from the baseline probability of default. For instance, 

from (3.3) it follows that PDi  ≈ 1.5·pi for  /   = 0.5 and PDi  ≈ 5·pi for  /   = 4 (if pi is close to zero). 

Finally, one extends the results for particular counterparties to the whole credit portfolio. Let Ii is a random 

default indicator of the i-th counterparty, i.e., Ii = 1 or Ii = 0 depending whether the default has occurred or not, 

respectively. Then the loss L generated by the defaults in the whole portfolio can be expressed in the form: 
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(LGDi is the particular loss following from the default of the i-th counterparty). It holds (refer to [2]): 
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AAA AA A BBB BB B CCC+ 

0.002% 0.010% 0.050% 0.240% 1.200% 6.040% 30.410% 

Table 1 Standard & Poor's (S&P) ratings and corresponding probabilities of default (PD) 

3 Calculating required capital 

3.1 Value-at-risk based on normal distribution in common shock model 

Ter Berg [9] in his seminal work suggested to calculate the required capital RC by means of the common shock 

approach in the simplest possible way, i.e. as the (relative mean corrected) value-at-risk VaR based on the approx-

imation by normal distribution using the corresponding moments (6) – (7) as: 
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for 0 ˂ α ˂ 1. Φ-1(α) denotes the (α × 100)%-quantile of the standard normal distribution. 

This suggestion was later implemented in QIS5 (2011) in the adjusted form: 
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3.2 Value-at-risk based on true distribution in common shock model 

The random variable L, i.e. the total loss due to counterparty portfolio defaults, has a discrete distribution (possibly 

with a very small number of discrete values). Therefore, its approximation by the normal approximation in (8) is 

very artificial. The opposite extreme is to calculate the corresponding value-at-risk exactly as the quantile: 

 )(1 
 LFRC  (10) 

for 0 ˂ α ˂ 1, where FL(x) is the cumulative distribution function of L. In general, the random variable L acquires 

2n values {0, LGD1, …, LGDn, LGD1 + LGD2, …, LGD1 + LGDn, …, LGD1 + … + LGDn}, where e.g. 
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according to (1) and (2) making use of the fact that the summands in (5) are conditionally independent for fixed 

values of the common shock intensity R = r. One can proceed in a similar way to derive the corresponding proba-

bilities for other values of L but in general, their analytical expression is too complex. 

Another possible approach is to calculate the corresponding quantile of L by means of simulations for the 

empirical distribution function of L, LF̂ , i.e.: 

 )(ˆ 1 
 LFRC . (12) 

Conditionally on the common shock size R = r the true probability distribution of random loss L given by (5) 

follows from convolution of independent risks {Ii(r)}i = 1, …, N , which are modeled by the alternative distribution 

with the corresponding probabilities of default {PDi(r)}i = 1, …, N. Weighing these conditional discrete distributions 

by the probability of common shock intensity delivers the true probability distribution of the random variable L. 

To be more specific, the approximation of distribution function of L is calculated as follows: For given N, 

{LGDi}i = 1, …, N  and R = r (which is repeatedly drawn from the distribution function of R), one can simulate the 

conditional distribution of L given R = r (in accordance with the sum (5)), where {Ii(r)}i are independently drawn 

from the alternative distribution with the default probabilities {PDi(r)}i. Weighing these simulated conditional 

discrete distributions with the discretized estimated probability of the common shock R one obtains the approxi-

mate simulated probability distribution of the random loss L. 

3.3 Expected shortfall in common shock model 

The expected shortfall (ES) may be also applied in the framework of common shock approach. If the true distri-

bution should be used similarly as in Section 3.2 then, it holds: 
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 (13) 

for 0 ˂ α ˂ 1, where one makes use of (10) and (12), respectively. Both integrals in (13) are computed numerically. 

4 Comparative numerical study 

In this section, we shall compare the methods for determining the required capital covering the counterparty default 

risk discussed in the previous sections. We shall analyze the portfolio of N counterparties (all with the equal prob-

ability of default) to be consistent with other published works (see e.g. [3]). 

Figure 1 displays RC0.995 for the portfolio of N similar risk expositions with equal credit rates and LGDi = 1/N 

for i = 1,…, N (N = 1,…, 20) calculated using the formulas in Section 3. Note that we put  /   = 4, as it is recom-

mended in [4], and used the probabilities of default given in Table 1. At first sight, the differences between results 

obtained by the true value-at-risk method (10) and its simulated counterpart (12) or between the true expected 

shortfall model and its simulated counterpart given by (13), respectively, are negligible. It means that the simula-

tion strategy seems to be relatively precise. Point out that we estimated the conditional distribution L | R = r by 

1000 simulations for each given r and the discretized probability of common shock R = r by 2000 simulations (in 

all relevant tasks). Refer to Section 3.2 for more details. Moreover, the value-at-risk based approaches in (8) and 

(9) tend to be generally inconsistent with the true and simulated value-at-risk method (10) and (12), respectively 

(even if one adequately adjusts the results for (8) and (9) by the term E(L) instead of the mean corrected VaR). 

Firstly, it seems that the assumption of using the quantile of standard normal distribution in (8) is quite artificial 

(at least for smaller portfolios). It is confirmed by the detailed analysis of the overall shape of probability distribu-

tion of L: the random variable L has a firm probability mass at zero followed by an uneven tail to the right. Its 

skewness and kurtosis are substantially different from the standard normal ones, which significantly influences the 

speed and quality of convergence guaranteed by the central limit theorem. These facts lead to the (relatively high) 

inaccuracy of the approximation by the standard normal distribution. Therefore, the value-at-risk model (8) is not 

very adequate (at least for smaller portfolios). Secondly, analogous statements are valid also for the value-at-risk 

method (9), which uses the quantile factors 3 or 5 instead of the 99.5% quantile of standard normal distribution. 

Therefore, the original techniques (8) and (9) are at least disputable (for small portfolios of reinsurers). 
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Accepting the previous arguments, we prefer the expected shortfall methods given by (13) amongst all models 

introduced in Section 3 mainly due to their stability over various N (compare with the results for (10) and (12) in 

Figure 1). Alternatively, the value-at-risk based calculation (10) and (12) might be preferred if one implements 

some mechanism to determine a minimal value of required capital (see e.g. (8)) and is aware of possible higher 

volatility of required capital. 

Furthermore, Tables 2 – 4 contain RC0.995 for the portfolio of N similar risk expositions with equal credit rates 

and LGDi = 1/N for i = 1,…, N (N = 1, 5, 10) for all methods introduced in Section 3. The RC variation within 

a particular cell amongst all tables describes the diversification benefit to an insurer if one increases the number 

of counterparties (reinsurers). Note that the variation in a particular column is typically much larger than within 

a particular cell amongst all tables. Apparently, there is not much diversification benefit if the insurer goes from 

one to, e.g., five reinsurers, especially for very highly rated reinsurance companies. Obviously, it is much more 

important to have a high-quality reinsurer rather than ceding business to a number of low-quality reinsurers. Di-

versification benefit is material for the speculative class and low important for lower credit risk classes, which is 

the same conclusion as in [6]. 

 

 

Figure 1 Required capital RC0.995 calculated by methods in Section 3 

5 Conclusion 
The paper dealt with the construction of required capital to cover the default risk in portfolios with a smaller 

number of heterogeneous counterparties. We surveyed various methods for determining counterparty default risk 

of reinsurance based on the common shock principle, proposed modifications of these methods and compared them 

by means of a numerical study. In particular, we investigated the portfolio of N similar risk expositions (reinsurers) 
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with equal credit rates and equal loss contributions. The numerical results confirm that the suggested modifications 

of the widely accepted approach introduced in [9], which was also implemented within the Solvency II framework 

(see [4] and [8]), might be preferred. In any case, the recommended methods confirm the fact that a single high-

quality counterparty is more effective in this context than a number of low-quality counterparties. 

 

Method (8) (9) (10) (12) (13): True dist. (13): Emp. dist. 

AAA 1.2% 1.3% 0.0% 0.0% 0.5% 1.5% 

AA 2.6% 3.0% 0.0% 0.0% 1.5% 3.5% 

A 5.8% 6.7% 0.0% 0.0% 9.6% 9.6% 

BBB 12.6% 14.7% 0.0% 0.0% 48.0% 43.9% 

BB 28.0% 54.4% 100.0% 100.0% 100.0% 100.0% 

B 61.4% 100.0% 100.0% 100.0% 100.0% 100.0% 

CCC + 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

Table 2 RC0.995 for the portfolio of one risk exposition with LGD1 = 1 

 

Method (8) (9) (10) (12) (13): True dist. (13): Emp. dist. 

AAA 0.8% 1.0% 0.0% 0.0% 0.4% 1.7% 

AA 1.9% 2.2% 0.0% 0.0% 2.1% 3.1% 

A 4.2% 4.8% 0.0% 0.0% 10.0% 10.4% 

BBB 9.1% 10.6% 20.0% 20.0% 40.8% 41.8% 

BB 20.2% 39.2% 60.0% 60.0% 85.3% 85.7% 

B 43.7% 84.9% 100.0% 100.0% 100.0% 100.0% 

CCC + 79.8% 100.0% 100.0% 100.0% 100.0% 100.0% 

Table 3 RC0.995 for the portfolio of 5 similar risk expositions with equal credit rates and LGDi = 0.2 for all i 

 

Method (8) (9) (10) (12) (13): True dist. (13): Emp. dist. 

AAA 0.8% 0.9% 0.0% 0.0% 0.4% 1.6% 

AA 1.7% 2.0% 0.0% 0.0% 1.3% 2.9% 

A 3.9% 4.5% 0.0% 0.0% 9.9% 10.1% 

BBB 8.5% 10.0% 10.0% 10.0% 37.2% 38.1% 

BB 19.0% 36.8% 60.0% 60.0% 81.8% 82.1% 

B 41.0% 79.6% 100.0% 100.0% 100.0% 100.0% 

CCC + 73.5% 100.0% 100.0% 100.0% 100.0% 100.0% 

Table 4 RC0.995 for the portfolio of 10 similar risk expositions with equal credit rates and LGDi = 0.1 for all i 
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Matrix games with uncertain entries: A robust approach 
Robert Hlavatý1, Helena Brožová2 

Abstract. In classical game theory, a conflict of two opponents can be modelled as an 

equilibrium-based matrix game. We assume a conflict of two non-cooperative 

antagonistic opponents with a finite number of strategies with zero-sum or constant 

sum pay-offs. In the same time, we suppose that the elements of the payoff matrix 

describing the game are not fixed and are allowed to change within a specified 

interval. 

Supposing that some of the elements of the payoff matrix are uncertain, it is evident 

that this would influence the utilities of both players at the same time and moreover, 

such entropy of the model would eventually influence the position of equilibria or its 

very existence. 

We propose a modelling approach that allows one to find a solution of the game with 

either pure or mixed strategies of opponents with the guaranteed payoffs under the 

assumption that a specified number of unspecified entries would attain different 

values than expected. The chosen robust approach is presented briefly as well as the 

necessary circumstances of matrix game solutions. Our novelty approach follows and 

is accompanied by an explanatory example in the end of the paper. 

 

Keywords: Game theory, matrix games, robust approach, equilibria, uncertainty 

JEL Classification: C70 

AMS Classification: 91A05, 90C08, 90C31 

1 Introduction 

Decision-making process is heavily influenced by the uncertainty in the decision-making situation and the 

inaccuracy of the data. From this perspective, it is possible to analyze the results of models of game theory, if we 

assume possible changes in payoffs. Payoff changes affect the choice of the players’ best strategies (pure or mixed) 

and moreover, a change that is advantageous to one of the players may be disadvantageous to the other. There are 

different approaches for treating uncertainty in operations research. A stochastic approach is probably the one that 

comes to one’s mind when uncertainty is mentioned. This approach is probabilistic-based. A fuzzy approach is 

also available when it comes to calculations with inexact parameters. We want to take advantage of robust 

optimization tools that are strictly deterministic and rather set-based than probabilistic [4] to deal with the goals 

of this paper. Since the matrix game can be reformulated as a linear optimization problem, we are going to treat 

the uncertainty here in a sense of robust linear optimization. 

The parameter uncertainty in the linear optimization has been dealt with in many ways since the pioneering 

work of Dantzig [8] that discusses the very matter of linear programming under uncertainty. The first extensive 

work on the matters of robust optimization is considered by Soyster [15]. In his paper, he proposes the 

reformulation of a linear program into the new program that contains the aspects of uncertainty and is able to 

provide robust solutions that are “protected” against the adverse changes in parameters. The Soyster’s approach 

preserves linearity, it tends to be, however, very over-conservative meaning that it seeks to protect the model 

results at all costs from all possible uncertainty influences which also brings a significant losses in objective 

function value. 

Much later, Ben-Tal and Nemirovski [3] proposed an approach where the conservativeness of the protection 

can be controlled by additional parameters, while this formulation leads to conic quadratic programming that is 

non-linear itself. Later on, a novelty approach was introduced by Bertsimas and Sim [5] that allows controlling the 

level of conservatism in the solution in a way that leads once again to a linear optimization model that can even 

be applied to discrete optimization problems. This approach was further extended by Büsing and 

D’Andreagiovanni [6] and subsequently elaborated in detail in 2014 by the same authors (Büsing and 

D’Andreagiovanni [7]). Finally, it is worth to mention an extensive work of Ben-Tal, El Ghaoui and Nemirovski 

[2] describing the issues of Robust optimization as a whole under the different perspectives.  

The following paragraph discusses the results achieved on uncertainty in game theory by other authors. The 

probabilistic approach is presented by Pun and Wong [13] wherein it is shown how one can possibly apply their 

approach specifically in the insurance, which is modelled as a game here. Fuzzy approach is also very popular in 
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game theory. Namely in matrix-type of games, the pareto-optimal solutions with fuzzy payoffs are discussed by 

Aggarwal, Chandra and Mehra [1] or in a bit more specific fashion by Dutta and Gupta [9] who discuss the Nash 

equilibrium in the games with trapezoidal fuzzy payoffs. Similar matters are presented for bi-matrix games under 

the fuzzy entries by Roy and Mula [14] while Li [12] is concerned with the triangular fuzzy entries and also an 

effective approach to computation of the problem. It is discussed by the same author [11], how one is able to treat 

the matrix games using deterministic approach, specifically the interval arithmetic while he also demonstrates the 

means of reaching the results of the game by linear programming. While in Li’s [11] approach the outcome of the 

game is once again interval data, we propose an approach seeking robust solutions such that input parameters are 

considered to deviate within an assumed interval. 

2 Materials and methods 

In this section, a way of transformation of a generic linear optimization model to its robust counterpart will be 

described, followed by mathematical description of a general matrix game and its reformulation as a linear 

program. 

2.1 Robust programming introduction 

In the following paragraph, it is described how a linear optimization model can be transformed into its robust 

counterpart, that is, a modified program that seeks robust optimal solution. Such solution is resistant against any 

deviations that might occur anywhere in the original deterministic model. For the description we utilize the 

approach of “Γ-robustness” of [5] also described in our previous paper [10]. We assume a generic linear 

optimization model: 

 

��� � ����
�

�	
  

s.t. 

� ����� ≤ �  , � = 1, … , ��
�	
  

�� ≥ 0 , � = 1, … , � 

(1) 

When the presence of uncertainty is considered, we usually assume that the problem coefficients ��� , � , �� (or 

at least some of them) are not precisely defined. For purposes of this article, let us consider the uncertainty to be 

present within the set of coefficients ���  from now on. This leads to a new problem: 

 

��� � ����
�

�	
  

s.t. 

����� + ���� ��
�	
 �� ≤ �  , � = 1, … , � 

�� ≥ 0 , � = 1, … , � 

(2) 

The (2) represents the reformulation of (1) with uncertain coefficients ��� . The uncertainty is expressed using 

deviations for any coefficients if need be. We assume any deviation ����  to be any real nonzero number. It was 

illustrated by Ben-Tal, El Ghaoui and Nemirovski [2] that even a slight change in the original coefficient value 

may affect the optimal solution adversely. In some cases, it may even become infeasible while this is caused by a 

small deviation. Before a construction of the robust counterpart of (1), Bertsimas and Sim [5] propose 4 

assumptions that must hold: 

1) For each coefficient ��� , one is able to define its deterministic (expected, usual,…) value and its 

maximum deviation ����  from the deterministic value. 

2) The deterministic value ���  then belongs to the symmetric interval ���� − ����  , ��� + ���� � 
3) The uncertain coefficients are stochastically independent random coefficients, each one with its own 

deviation range 

4) For each constraint �, one is able to define a maximum number of coefficients Γ� that will deviate 

simultaneously from its deterministic value in the constraint �. 
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Then, a robust model can be constructed, based upon deviations and it is possible to reach the final form of this 

robust counterpart of (1): 

 

��� � ����
�

�	
  

s.t. 

� ����� + Γ� � + � !���∈#$
≤ �  , � = 1, … , ��

�	
  

 � + !�� ≥ ���� ��  , � = 1, … , � , ∀� ∈ #�  � ≥ 0 , � = 1, … , � !�� ≥ 0 , � = 1, … , � , ∀� ∈ #� �� ≥ 0 , � = 1, … , � 

(3) 

where the parameter Γ�, 0 ≤ Γ� ≤ |#�|, � = 1, … , �, controls the protection against uncertainty in the constraint �, !��  is an auxiliary variable for each ���  that is considered uncertain,  � is another auxiliary variable merely 

preserving a relationship between the first and second constraint and #� indicates a set of indices � of those ���  for 

which the deviation is actually considered. The creation of (3) is based on exploiting the properties of primal and 

dual versions of the original problem (1). 

2.2 Matrix game 

Let us consider the basic type of a game called matrix game or normal-form game. This game describes a zero-

sum conflict of two players '
 and '( each one with the finite number of strategies )�, � ∈ *1, … , �+ and ,� , � ∈*1, … , �+ respectively. A matrix - ∈ ℝ/0�  with entries ���  is called payoff matrix. All entries represent payments 

from '( to '
 and since we deal with the zero-sum game, it is possible to construct an equivalent payoff matrix 

for opposite direction payments -1 ∈ ℝ/0� with entries �2�� = −��� , ∀� ∈ *1, … , �+, � ∈ *1, … , �+.  

The game and its solution is based on von-Neumann’s minimax theorem meaning that both players seek to 

minimize the maximum payoff of the other player. Thus, it is necessary to find vectors 3∗ and 5∗ of optimal 

strategies portfolio for both players respectively. Componentwise 6∗ = (8
, 8(, … , 8/) and :∗ = (;
, ;(, … , ;�) 

show the optimal usage of any strategy )�  (,�) for both players. Necessarily ‖8∗‖
 = 1 and ‖;∗‖
 = 1 for any 

case. We seek such pair of vectors 6∗, :∗ that max6 minB 6C-: = minB maxD 6C-: in the game. One is able to 

determine the solution easily in a sense of pure strategies. This can be achieved by applying the minmax (or 

maxmin) approach directly in the matrix to determine which particular strategy (or strategies in case there is more 

equilibria in the game) optimize the payoffs. In general, there does not have to be any equilibrium such that usage 

of a unique strategy optimizes the payoffs of both players. In that case, it is necessary to determine all components 

of  6∗, :∗ to obtain frequencies with which the strategies should be used to maximize outcomes while minimizing 

losses.  

Any matrix game can be reformulated as a linear program based on the minimax assumption while normalizing 

the optimal strategy vectors to 1. The minimax objective formulation is, however, not a linear expression and it is 

generally NP-hard in terms of solution complexity. By introducing a new variable E as the first player’s outcome, 

it is possible to bound the expected payoff of the player as 6CFG ≥ H, H = (E, . . , E), ∀� ∈ *1, … , �+ while we 

maximize E. Similarly, this can be done for the second player by bounding the objective from above by a variable E in the following way: FJ: ≤ H, ∀� ∈ *1, … , �+ while minimizing E. Considering the both substitutions, it is 

possible to formulate a pair of linear programs 

 

max E 

s.t. 6CFG ≥ H, � = 1, … , �  
� 8� = 1/
�	
  

3 ≥ 0 

min E 

s.t. FJ: ≤ H, � = 1, . . , � 

� ;� = 1�
�	
  

5 ≥ 0 

(4) 

These programs can be transformed into pair of dual linear programs.  

 
E∗ = ��� � ��

/
�	
  

s.t. 

E∗ = ��� � K�
/

�	
  

s.t. 

(5) 
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3CFLG ≥ M, � = 1, … , �  3 ≥ 0 

FLJ5 ≤ M, � = 1, . . , � 5 ≥ 0 

From the strong duality theorem, for these particular programs it holds that the optimal solutions are equal. 

This value lies between upper and lower value of the matrix game E ≤ E∗ ≤ E . 

Finally, before the linear programs can be practically solved, one must deal with the fact that the both models 

will only yield desired results when all entries ���  are positive. The entries in the real life situations can also be 

non-positive. This can be easily dealt with by transforming all entries additively by some N that will shift all values 

positive in the following fashion: N = Omin�,� ���O + �, with a positive constant � and new entries �P�� are �P�� = ��� +N, ∀�, �.  

For a matrix game, the following theorem is true, which shows that if players play optimal strategies, both will 

achieve the best possible result. 

The Minimax Theorem.  

For every finite two-person zero-sum game, 

(1) there is a number E∗, E ≤ E∗ ≤ E called the value of the game, 

(2) there is a mixed strategy for Player '
 such that his average gain is at least E∗ no matter what '( does, and 

(3) there is a mixed strategy for Player '( such that his average loss is at most E∗ no matter what '
 does. 

3 Results 

The assumption that some of the input data of the matrix game are not precisely known, it leads a decision maker 

to finding robust solution. The concept of building a robust counterpart was briefly described in the chapter 2.1 

and it allows a player to embed uncertainties into the left-hand side matrix of the system QR3 ≥ 1 or 5CQR ≤ 1. 

Considering the dual linear programs defining the game from both views, the only changeable parameters lie 

within the left-hand side coefficients. This also make sense in terms of the original game representation by the 

payoff table where the only input data were actually the payoffs ��� . 

3.1 Robust formulation of the matrix game 

We will take advantage of the formulation of robust counterpart in (3) and specify it for the particular problems of 

the matrix game. Note that the indices �, � represent rows and columns of Q�� whereas in the following model the 

representation is transposed: 

 

E = ��� � ��
/

�	
  

s.t. 

� ���P��
/

�	
 − Γ� � − � !���∈#S
≥ 1, � = 1, … , � 

 � + !�� ≥ ������ , ∀� ∈ #� , � = 1, … , � T ≥ 0 !�� ≥ 0, ∀� ∈ #, � = 1, … , � �� ≥ 0, � = 1, … , � 

E = ��� � K�
/

�	
  

s.t. 

� K��P��
/

�	
 + Γ� � + � !���∈#S
≤ 1, � = 1, … , � 

 � + !�� ≥ ����K� , ∀� ∈ #� , � = 1, … , � T ≥ 0 !�� ≥ 0, ∀� ∈ #, � = 1, … , � K� ≥ 0, � = 1, … , � 

(6) 

where the parameter Γ�, 0 ≤ Γ� ≤ U#�U controls the protection against uncertainty in a chosen constraint, i.e. how 

many coefficients ���  are expected to deviate from its deterministic value in the constraint �, � resp.  

Because these models do not create the pair of dual linear programs, it is possible to suppose, that E ≤ E which 

means that the worst outcome of the first player according to the first player selection of strategy is lower than the 

first player’s outcome according to the second player’s selection of strategy.  

3.2 Practical example 

To illustrate the usage of the proposed robust approach, we will demonstrate it on the following small-scale matrix 

game with an arbitrarily chosen input. Two players '
, '( have available their strategy sets ) = *)
, )(, )V+ and 
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, = *,
, ,(, ,V, ,W+ with the payoff matrix - and the maximum possible deviations of some of payoffs in matrix X chosen arbitrarily as follows:  

 Q = Y1 2 5 74 2 1 82 5 3 6a ∆ = Y0 0 0 03 0 0 41 1 2 5a (7) 

Looking for the saddle point, the initial estimation of payoffs gives the boundary on the feasible value of the 

game, the lower value is E = 2 and the upper value is E = 4. The optimal mixed strategy of the players are 6∗C =(0.304;  0.478;  0.218) and :∗C = (0.522; 0.087; 0.391; 0)  and the value of the game is E = 2.652. When the 

real payoffs decrease and reaches the lowest values, the lower and upper value of the game is E = E = 1 and the 

game has a saddle point, and in opposite case, when the payoffs increase to their upper limits, the lower and upper 

value of the game are E = 3 and E = 5 (Table 1). 

 S1 S2 S3 S4 Min 

R1 1 2 5 7 1 

R2 1 2 1 4 1 

R3 1 4 1 1 1 

Max 1 4 5 7 

 

The lowest payoffs 

 

 S1 S2 S3 S4 Min 

R1 1 2 5 7 1 

R2 4 2 1 8 1 

R3 2 5 3 6 2 

Max 4 5 5 8  

Initial estimation of payoffs 

Table 1 Payoff matrices 

 S1 S2 S3 S4 Min 

R1 1 2 5 7 1 

R2 7 2 1 12 1 

R3 3 6 5 11 3 

Max 7 6 5 12 

 

The highest payoffs  

 

Suppose now that at most four payoffs can change (∑ Γ� ≤ 4 and ∑ Γ� ≤ 4). The robust model of the first player 

is 

E = ��� ∑ ��/�	
   subject to: 

e1 4 22 2 55 1 37 8 6f 3 − g1111h T − e!

 !
( !
V!(
 !(( !(V!V
 !V( !VV!W
 !W( !WV
f ≥ g1111h 

− Y0 0 00 3 00 0 1a 3 + Y111a  
 + Y1 0 00 1 00 0 1a Y!

!
(!
Va ≥ 0 

− Y0 0 00 0 00 0 1a 3 + Y111a  ( + Y1 0 00 1 00 0 1a Y!(
!((!(Va ≥ 0 

− Y0 0 00 0 00 0 2a 3 + Y111a  V + Y1 0 00 1 00 0 1a Y!V
!V(!VVa ≥ 0 

− Y0 0 00 4 00 0 5a 3 + Y111a  W + Y1 0 00 1 00 0 1a Y!W
!W(!WVa ≥ 0 

 T ≥ 0, 5 ≥ 0, i ≥ 0 

(8) 

This model shows the worst-case strategy for assumed deviations with the minimal guaranteed objective 

function. The optimal strategy for the first player is 6∗C = (0.158;  0.210;  0.632) and the value of the game is E = 1.632. This outcome is better than the outcome that can be obtained in case of decreasing of all payoffs 

(respective lower value of game is E = 1). The robust form of model for the second player is following 

 

E1 = ��� ∑  ���	
   subject to: 

Y1 2 5 74 2 1 82 5 3 6a 5 + Y022a T + Y!

 !
( !
V !
W!(
 !(( !(V !(W!V
 !V( !VV !VWa ≤ Y111a 

− e0 0 0 00 0 0 00 0 0 00 0 0 0f 5 + e1111f  
 + e1 0 0 00 1 0 00 0 1 00 0 0 1f e!

!
(!
V!
W
f ≥ 0 

− e3 0 0 00 0 0 00 0 0 00 0 0 4f 5 + e1111f  ( + e1 0 0 00 1 0 00 0 1 00 0 0 1f e!(
!((!(V!(W
f ≥ 0 

− e1 0 0 00 1 0 00 0 2 00 0 0 5f 5 + e1111f  V + e1 0 0 00 1 0 00 0 1 00 0 0 1f e!V
!V(!VV!VW
f ≥ 0 

T ≥ 0, 5 ≥ 0, i ≥ 0 

(9) 
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Similarly, the optimal strategy for the second player is :∗C = (0.5;  0;  0.5;  0) and the value of the game is E = 4. And again, this outcome is better than the outcome that can be obtained in case of increasing of all payoffs 

(respective upper value of the game is E = 5). 

Analysis of a matrix game with uncertain evaluation of payoffs can be done using the robust approach. The 

value received by solving the robust model for the first player can be seen as the lower bound of outcomes of the 

players, which is higher than lower value of the game with lowest payoffs. In contrary, the value gained by solving 

the robust model for the second player is the upper bound of the players’ outcomes, which is lower than the upper 

value of the game with the highest payoffs. Of course, these bounds depend on the assumptions of the supposed 

changes of payoffs. Advantage of this way of game analysis is that we receive the tighter interval of possible 

outcomes.  

4 Conclusion 

We have explored the possibilities of applying Γ-robustness approach in the matrix games of two players. It was 

discussed in the introduction part that the different techniques could be used for evaluation when uncertain entries 

of the payoff matrix are present. Each technique brings the decision maker slightly different point of view on the 

results achieved by computations, i.e. probabilistic approach leads to probabilistic outcomes, fuzzy entries will 

lead to fuzzy character of the result etc. We applied an approach that is solely deterministic and generates 

deterministic results, too. Using this approach not only allows the decision maker to control a level of protection 

against uncertainty by the Γ parameter but it also occurred, as shown in our example, that the evaluation by robust 

approach leads to tighter bounds on the value of the game. It remains to our future work to explore how does this 

particular robust approach generally influences an existence of equilibria of the game. 
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Interval Estimation of Quadratic Variation
Vladimı́r Holý 1, Ondřej Sokol 2

Abstract. Financial processes such as stock prices, exchange rates and commod-
ity prices are observed as intervals because of the bid-ask spread and discreteness of
prices. We investigate the effects of this interval uncertainty on quadratic variation
estimation. We assume that the price process can be decomposed into a continuous
component and a discrete component with a finite number of jumps. The jump com-
ponent can further be decomposed into a small-jump component containing jumps
smaller than a given treshold and a large-jump component containing jumps larger
than this treshold. We prove that quadratic variation is unbounded from above under
interval uncertainty. The quadratic variation for the continuous as well as small-jump
component is also not identifiable as the upper bound is infinite. The quadratic vari-
ation for the large-jump component is, however, bounded from above and therefore
partially identifiable. We prove the related theorems and illustrate the estimation of
quadratic variation for the large-jump component in a simulation study.

Keywords: High-Frequency Data, Quadratic Variation, Interval Analysis.

JEL classification: C58
AMS classification: 62M09, 91G70

1 Introduction
An important aspect of quantitative finace is a volatility analysis of stock prices, exchange rates and commodity
prices [1, 8]. Intraday volatility is typically measured by quadratic variation of the price process with continuous
time. For this purpose, high-frequency data are utilized. An important characteristic of high-frequency data is that
the price process is not observed directly and precisely. The indirectness is because instead of actual price process,
only bid and ask prices are observed. The imprecision is because the prices are quoted and recorded only with a
given precision.

Traditionally, the bid-ask spread and discreteness of prices are modeled by the market microstructure noise. In
this setting, the price process (called the efficient price) is contaminated by an additive noise with zero expected
value. The presence of this noise in prices causes significant bias of realized variance – an estimator of quadratic
variation [7]. In the literature, there are several methods robust to this noise. Namely, the two-scale estimator [17],
the realized kernels [2], the pre-averaging estimator [9] and the least square estimator [14].

We take a different approach as we do not capture the bid-ask spread and discreteness of prices by an additive
noise but rather by interval uncertainty. This means that we assume that the exact values are not available, only
the bounds are observable. This problem is known as partial identification [12]. As only lower and upper bounds
of the price process are available, the goal is to compute lower and upper bounds of certain statistics. However,
even some of the basic statistics are not easy to estimate in this setting. The statistics studied in the literature
include sample variance [4, 5, 15], t-ratio [3], entropy [10, 16] and higher moments [11]. The summary of interval
uncertainty methods can be found in [6] and [13].

The rest of the paper is structured as follows. In Section 2, we define quadratic variation and prove some basic
theorems related to its decomposition. In Section 3, we present interval uncertainty and prove theorems related
to the bounds of quadratic variation when the process is observed only as intervals. In Section 4, we illustrate
finite-sample estimation of quadratic variation for the large jumps under interval uncertainty in a simulation study.
We conclude the paper in Section 5.

2 Theoretical Framework
Let us consider the proccess Pt with continuous time t ≥ 0. We assume this process can be decomposed into the
continuous component PCt with continuous values and the jump component P Jt with a finite number of discrete

1University of Economics, Prague, Winston Churchill Square 1938/4, 130 67 Prague 3, Czech Republic,
vladimir.holy@vse.cz

2University of Economics, Prague, Winston Churchill Square 1938/4, 130 67 Prague 3, Czech Republic,
ondrej.sokol@vse.cz
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jumps, i.e. Pt = PCt + P Jt . Formally, the jump component is defined as

P Jt =
∑

i:0≤Si≤t
Ji, t ≥ 0,

where Ji are non-zero random variables with non-equal random times Si. We further decompose the jump com-
ponent into the small-jump component PSJt containing only jumps smaller or equal to a given threshold κ in
absolute value and the large-jump component PLJt containing only jumps larger than κ > 0 in absolute value, i.e.
P Jt = PSJt + PLJt . Formally, the small-jump component and the large-jump component are defined as

PSJt =
∑

i:0≤Si≤t,|Ji|≤κ
Ji, PLJt =

∑

i:0≤Si≤t,|Ji|>κ
Ji, t ≥ 0,

where Ji are non-zero random variables with non-equal random times Si. For a given κ > 0, the price component
can then be decomposed into Pt = PCt + PSJt + PLJt .

Our main focus is the quadratic variation. Without a loss of generality, we limit ourselves to the time interval
[0, 1]. Let us consider a sampling of the process Pt at discrete times 0 = T0 < T1 < . . . < Tn = 1. Quadratic
variation is then given by

QV[0,1] = plim
∆n→0

n∑

i=1

(
PTi
− PTi−1

)2

,

where plim denotes the limit in probability and ∆n = max{T1−T0, T2−T1, . . . , Tn−Tn−1} is the maximal lag
between the observations. We denoteQV C[0,1],QV

SJ
[0,1] andQV LJ[0,1] quadratic variation for the continuous component

PCt , small-jump component PSJt and large-jump component PLJt respectively.

Theorem 1. Quadratic variation can be decomposed into QV[0,1] = QV C[0,1] +QV J[0,1].

Proof. We decompose quadratic variation as

QV[0,1] = plim
∆n→0

n∑

i=1

(
PCTi
− PCTi−1

+ P JTi
− P JTi−1

)2

= plim
∆n→0

(
n∑

i=1

(
PCTi
− PCTi−1

)2

+

n∑

i=1

(
P JTi

+ P JTi−1

)2

+ 2

n∑

i=1

(
PCTi
− PCTi−1

)(
P JTi
− P JTi−1

))

= QV C[0,1] +QV J[0,1] + 2 plim
∆n→0

n∑

i=1

(
PCTi
− PCTi−1

)(
P JTi
− P JTi−1

)
.

As P JTi
− P JTi−1

is nonzero only in a finite number of cases, we have

plim
∆n→0

n∑

i=1

(
PCTi
− PCTi−1

)(
P JTi
− P JTi−1

)
=

∑

i:0≤Si≤1

plim
∆n→0

(
PCSi
− PCSi−∆n

)(
P JSi
− P JSi−∆n

)
.

Because
plim
∆n→0

(
PCSi
− PCSi−∆n

)
= 0 and plim

∆n→0

(
P JSi
− P JSi−∆n

)
= Ji,

we have
plim
∆n→0

(
PCSi
− PCSi−∆n

)(
P JSi
− P JSi−∆n

)
= 0,

and therefore, ∑

i:0≤Si≤1

plim
∆n→0

(
PCSi
− PCSi−∆n

)(
P JSi
− P JSi−∆n

)
= 0.

Theorem 2. Quadratic variation for the jump component isQV J[0,1] =
∑
i:0≤Si≤1 J

2
i . Quadratic variationQV J[0,1]

can be decomposed into QV J[0,1] = QV SJ[0,1] +QV LJ[0,1].
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Proof. As P JTi
− P JTi−1

is nonzero only in a finite number of cases, we have

QV J[0,1] = plim
∆n→0

n∑

i=1

(
P JTi
− P JTi−1

)2

=
∑

i:0≤Si≤1

plim
∆n→0

(
P JSi
− P JSi−∆n

)2

.

Because
plim
∆n→0

(
P JSi
− P JSi−∆n

)
= Ji,

we have
plim
∆n→0

(
P JSi
− P JSi−∆n

)2

= J2
i ,

and therefore, ∑

i:0≤Si≤1

plim
∆n→0

(
P JSi
− P JSi−∆n

)2

=
∑

i:0≤Si≤1

J2
i .

The second proposition is a direct implication of this.

3 Interval Approach
Let us consider we do not observe the process Pt, t ≥ 0 but rather a collection of intervals [P t, P t] such that it is
guaranteed that Pt ∈ [P t, P t], t ≥ 0. This setup, in which the true values are not observable but the bounds are
available, is known as partial identification. Due to our weak assumptions, the only information we can infer about
any statistic from the observable intervals [P t, P t], t ≥ 0 is its lower and upper bound. In the case of quadratic
variation, QV[0,1] ∈ [QV

[0,1]
, QV [0,1]], where QV

[0,1]
and QV [0,1] is the lower and upper bound of the form

QV
[0,1]

= plim
∆n→0

min
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
,

QV [0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
.

We assume a process P̃t can be decomposed into the continuous component P̃Ct , the small-jump component
P̃SJt and the large-jump component P̃LJt just like the original process Pt. Similarly, we define QV C

[0,1]
, QV

C

[0,1],

QV SJ
[0,1]

, QV
SJ

[0,1], QV
LJ

[0,1]
, QV

LJ

[0,1] as the minimal/maximal quadratic variation for processes P̃Ct /P̃SJt /P̃LJt over

all possible processes P̃t ∈ [P t, P t]. For simplification, we assume all intervals [P t, P t] have constant width ω,
i.e. ω = P t − P t for all t ≥ 0. The threshold separating small and large jumps is then set to κ = 2ω.

In the following theorems, we investigate properties of quadratic variation under interval uncertainty. We find
that quadratic variation is unbounded from above. Quadratic variation for both the continuous component and
the small-jump component is also unbounded from above. Quadratic variation for the large-jump component is,
however, bounded from above and therefore partially identifiable.

Theorem 3. Quadratic variation is unbounded from above, i.e. QV [0,1] =∞.

Proof. The upper bound of quadratic variation is given by

QV [0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
.

Let us consider process P̂Ti
defined for i = 0 as P̂T0

= PT0
and for i = 1, . . . , n as P̂Ti

= PTi
if |P̂Ti−1

−PTi
| >

|P̂Ti−1 − PTi | or P̂Ti
= PTi else. For any two consecutive values, we have |P̂Ti

− P̂Ti−1
| ≥ ω

2 . Therefore, we
have

ω2

4
n ≤

n∑

i=1

(
P̂Ti
− P̂Ti−1

)2

≤ max
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
.

For ∆n → 0, we have n→∞ and quadratic variation diverges to infinity.
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Theorem 4. Quadratic variation for the continuous component as well as the small-jump component is unbounded
from above, i.e. QV

C

[0,1] =∞ and QV
SJ

[0,1] =∞ respectively.

Proof. The upper bound of quadratic variation for the continuous component is given by

QV
C

[0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃CTi
− P̃CTi−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
.

while the upper bound of quadratic variation for the small-jump component is given by

QV
SJ

[0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃SJTi

− P̃SJTi−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
,

where P̃SJt =
∑
j:0≤SS

j ≤t,|JS
j |>2ω J

S
j , t ≥ 0 is the small-jump component with jumps J̃Sj and jump times S̃Sj

corresponding to a process P̃t. As there are only finite number of values that can be attributed to jumps, a nontrivial
time interval [a, b] ⊂ [0, 1] with min{ plim

∆n→0
|P t − P t−∆n |, plim

∆n→0
|P t − P t−∆n |} ≤ 2ω for each t ∈ (a, b] exists.

This interval cannot contain any large jumps, i.e. QV
LJ

[a,b] = 0, and the upper bound of quadratic variation for

continuous component is indistinguishable from the small-jump component, i.e. QV [a,b] = QV
C

[a,b] = QV
SJ

[a,b].

From Theorem 3, we have QV [a,b] = ∞. Finally, we have QV
C

[0,1] ≥ QV
C

[a,b] = ∞ and QV
SJ

[0,1] ≥ QV
SJ

[a,b] =
∞.

Theorem 5. The lower and upper bounds of quadratic variation for the large-jump component are finite and
respectively given by

QV LJ
[0,1]

= plim
∆n→0

n∑

i=1

χ2
Ti,Ti−1

I{χ
Ti,Ti−1

>2ω},

QV
LJ

[0,1] = plim
∆n→0

n∑

i=1

χ2
Ti,Ti−1

I{χTi,Ti−1
>2ω},

where I denotes the indicator function and

χ
Ti,Ti−1

= min{|PTi
− PTi−1

|, |PTi
− PTi−1

|},
χTi,Ti−1

= max{|PTi − PTi−1
|, |PTi

− PTi−1 |}.

Proof. The lower and upper bounds of quadratic variation for the large-jump component are defined as

QV LJ
[0,1]

= plim
∆n→0

min
{ n∑

i=1

(
P̃LJTi

− P̃LJTi−1

)2

: PTi
≤ P̃Ti ≤ PTi , i = 0, . . . , n

}
,

QV
LJ

[0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃LJTi

− P̃LJTi−1

)2

: PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
,

where P̃LJt =
∑
j:0≤SL

j ≤t,|JL
j |>2ω J

L
j , t ≥ 0 is the large-jump component with jumps J̃Lj and jump times S̃Lj

corresponding to a process P̃t. An absolute difference between two consecutive values plim
∆n→0

|P̃LJTi
− P̃LJTi−∆n | can

either be |J̃Lj | > 2ω or zero from the definition of the large-jump component. If a large jump J̃Lj occurs at time
Ti, we have 2ω < plim

∆n→0
|P̃Ti

− P̃Ti−∆n | = plim
∆n→0

|P̃LJTi
− P̃LJTi−∆n | = |J̃Lj | as the absolute difference between

two consecutive values in limit is zero for both the continuous and small-jump component. Therefore, we can
ignore plim

∆n→0
|P̃Ti

− P̃Ti−∆n | ≤ 2ω as they do not correspond to a large jump. On the other hand, plim
∆n→0

|P̃Ti
−

P̃Ti−∆n | > 2ω may correspond to a large jump and must be included. We can replace plim
∆n→0

|P̃LJTi
− P̃LJTi−∆n | with

plim
∆n→0

|P̃Ti
− P̃Ti−∆n | as we have a finite number of plim

∆n→0
|P̃Ti

− P̃Ti−∆n | > 2ω. The lower and upper bounds

are then given by

QV LJ
[0,1]

= plim
∆n→0

min
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

I{|P̃Ti
−P̃Ti−1

|>2ω} : PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
,

QV
LJ

[0,1] = plim
∆n→0

max
{ n∑

i=1

(
P̃Ti
− P̃Ti−1

)2

I{|P̃Ti
−P̃Ti−1

|>2ω} : PTi
≤ P̃Ti

≤ PTi
, i = 0, . . . , n

}
.
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Figure 1 A simulation of lower and upper bounds of quadratic variation for the large-jump component.

As two jumps cannot occur at the same time, we have

QV LJ
[0,1]

= plim
∆n→0

n∑

i=1

min
{(
P̃Ti
− P̃Ti−1

)2

I{|P̃Ti
−P̃Ti−1

|>2ω} : PTi
≤ P̃Ti

≤ PTi

}
,

QV
LJ

[0,1] = plim
∆n→0

n∑

i=1

max
{(
P̃Ti
− P̃Ti−1

)2

I{|P̃Ti
−P̃Ti−1

|>2ω} : PTi
≤ P̃Ti

≤ PTi

}
.

Finally, we can restrict the minimization and maximization to extreme points and get the desired expressions with
χ
Ti,Ti−1

and χTi,Ti−1
respectively. Both bounds are finite because plim

∆n→0
|P̃Ti

− P̃Ti−1
| > 2ω can occur only at

finite number of times.

4 Simulation Study
In a simulation study, we illustrate the finite-sample properties of estimation of quadratic variation for the large-
jump component. We simulate 1 000 000 observations as the sum of the continuous and jump component. The
continuous component is simulated as the Wiener process with zero mean and unit standard deviation. The jump
component contains 10 000 jumps with values generated from the normal distribution with zero mean and standard
deviation equal to 10 and with times generated according to the exponential distribution.

The finite-sample counterpart of quadratic variation is called the realized variance. Simulated interval estimates
of quadratic variation (i.e. interval realized variances) for various numbers of observations are presented in Figure
1. We can see that for a smaller number of observations, the interval estimate is not precise as it omits some
jumps. For a larger number of observations, the interval estimate converges and the bounds contain the true value
of quadratic variation for the large-jump component.

5 Conclusion
We deal with the estimation of quadratic variation under interval uncertainty. First, we prove that quadratic vari-
ation can be decomposed into a continuous and jump component. Second, we show that quadratic variation for
the jump component is the sum of squared jump values. Third, we prove that quadratic variation is unbounded
from above when the process is not directly observed and we have only intervals available. Fourth, we also find
that quadratic variation for the continuous and jump component containing small jumps is unbounded from above
under interval uncertainty. Fifth, we prove that quadratic variation for the jump component containing large jumps
is bounded from above and present lower and upper tight bounds. Finally, we illustrate finite-sample estimation of
quadratic variation for the large-jump component in a simulation study. Our results can be utilized in a volatility
analysis of financial processes containing large jumps.
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How to tell if a hockey player performs well (enough)
Jakub Houdek 1, Ondřej Sokol 2

Abstract. In this paper, we deal with the analysis of the hockey player’s performance.
An algorithm for data preprocessing is introduced as well as a linear regression model
which allows us to estimate hockey players’ skills.
Data is obtained using R and nhlscrapr package which extracts data from NHL’s
Real Time Scoring System. The result is a special +/- statistic which is adjusted to a
single player’s performance, thus we call it adjusted plus-minus (APM).
The goal of this papers is to decide whether a selected NHL player performs well (or
at least well enough) and then use the information to estimate team’s performance.
Therefore, a logistic regression model which aggregates player performances is cre-
ated. This model allows us to estimate which team is supposed to be well performing.
We compare the estimates with the real results. The results are promising.

Keywords: Ice hockey, linear regression, logistic regression, r.

JEL classification: C44
AMS classification: 90C15

1 Motivation for analysis
The hockey world is simply put goal-oriented. This actually has two meanings. First, every hockey team in NHL
has an ultimate goal of winning the Stanley Cup, which is the trophy that the league awards to the best NHL team.
Second, if you want to win this trophy, you have to win a lot of matches throughout the season that consists of 82
regular season games and of a various number of playoff games (the number of playoff matches depends on the
series’ lengths). In hockey world there is one simple saying that leads to a win – just score one more goal than the
opposing team.

Every team tries to do anything to win. This includes trading for highly effective players, selecting best
available players at the entry draft before every season, offering team’s players yoga lessons (inspiration from NFL,
football league) or creating an analytics department to provide a precise evaluation of player skill and abilities.

There have been several attempts at creating models which could give the teams’ managements better infor-
mation about players. Precise evaluation of players is crucial in assembling of the team especially nowadays in a
salary cap era in which each team has limited space for players’ payrolls. A successful team cannot afford to spend
money on ineffective players.

In this particular paper, a model, which was described by Brian Macdonald [2], is followed and then back-tested
using the recent data. We also analyze problems of the proposed model. The model developed for back-testing is
centered around the assumption that Macdonald’s model provides us with values that describe players’ skills that
are isolated from other players’ successes as we cannot accurately measure individual players’ performances as ice
hockey is a team-based sport.

2 Acquiring data from NHL
Datasets were acquired using nhlscrapr package [4] via R environment [3].

The initial dataset consists of a large number of data matrices in which one matrix stands for one match. These
matrices contain data about every single event that has happened during the match on the ice. Every event also
gives us information about the time of occurrence, who was on the ice during the event and the type of the event.
Original data matrices also contain other information such as the date of the match but these information are not
needed for the purpose of this analysis.

This analysis was done for seasons beginning in years 2011, 2012, 2013 and 2014 separately. What Macdonald
did in [2] is that he joined several previous seasons in one and then performed his analysis.

3 Creating the model
Complete model can be divided into two parts. First part is ranking players based on their skills and then aggregat-
ing their skills and performing a logistic regression to back-test the overall skill of every team. Using this model
1Department of Econometrics, University of Economics, Prague, houdek@forsaga.net
2Department of Econometrics, University of Economics, Prague, ondrej.sokol@vse.cz
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we can model the chance of the team of making playoffs.

3.1 Linear regression model for acquiring players’ skills
Macdonald [2] describes the model for evaluating players’ skills as following:

yESi = β0 +

J∑

j=1

hijβj +

J∑

j=1

aijδj + ei, (1)

where yESi is the number of goals that would be scored in favor of the opposing team, if players present on ice
during the event i were playing for full 60 minutes of the game, i = 1 . . . N is indexing the events on the ice for
all events that have happened on ice, β0 defines the home-ice advantage, hij denotes j-th home player’s presence
on the ice during the event i, J is the total number of players that have occurred on ice during the selected match,
βj denotes the offensive skill of the player j, aij denotes j-th away player’s presence on the ice during the event i,
δj denotes the defensive skill of the player j and ei is the error term.

This equation describes the estimates of the number of goals scored if selected players are present on ice. What
we do, is that we apply this equation to every line change that has occurred. During the analysis we also eliminate
events which are not important for us – we only want to know how long a certain line combination was on the ice
and whether a goal was scored.

When applied to a whole match, we can determine what players were more effective than the others based on
players’ β and δ coefficients. What is troublesome is the fact that players in lines are not usually switched during
the match. This leads to estimates that have very high standard deviation.

In order to minimize this problem with higher standard deviations in players’ skills coefficients β and δ, we
need to apply this model to all matches (or as many as possible).

It is important to note that in this model we actually need to ’turn the sides’. Players who are currently in the
possession of the puck and are attacking are also defending in a sense. Let’s imagine this situation – one team has
a line so dominant that it scores a lot of goals, plays really well and does not get any goals scored upon. Therefore
we need to look at it from the point of view of the opposing team.

Therefore, we need to adjust the model. This final model can be described as
[
yES

0

]

2N×1

= β0
2N×1

+

[
HA

AH

]

2N×2J

[
β

δ

]

2J×1

+ ε
2N×1

, (2)

where the left hand side represents a vector where first half of elements are the goals scored by attacking teams and
the second half of elements are the goals scored by the defending team. Right hand side represents a big matrix
which submatrices represent players present on the ice during the shifts.

Remark. For every shift that occurred on the ice, we find players that have appeared on the ice. We determine
who was attacking and who was defending. Then we are ought to determine the length of the shift. Afterward,
we determine whether a goal was scored. If a goal was scored, we evaluate the number of goals that would be
scored if the line would be playing the whole match – full 60 minutes, e.g. 3600yESi /ti ∈ R>0. If a goal wasn’t
scored, then 3600yESi /ti = 0 as the number of goals scored is 0. Afterward, we need to create a second equation
where the sides are switched and represent the game from the point of view of the other team. We apply this to all
matches we desire to be analyzed.

3.2 Conclusion of Macdonalnd’s model
Using this model we obtain estimates of β and δ. However, these estimates need to be transformed in a following
way:

OPM = β̂, (3)

DPM = −δ̂, (4)

APM = OPM +DPM, (5)

where OPM is an estimated offensive skill of a selected player, DPM is an estimated defensive skill of the same
player and APM is the total skill of this player.

This way we get APM , which the estimate that is essential for evaluating player’s performance on ice and
thus essential for the following model, where we back-test Macdonald’s model and at the same time try to make a
prediction whether a team can advance to playoffs.
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3.3 Back-testing of Macdonalnd’s model
Premise of Macdonalnd’s model is that it should isolate players’ skills, therefore aggregating their skills should
give us the overall strength all teams.

Creating a ranking model for NHL teams

Aggregation was simply done using a weighted sum as following:

APMWteam =
∑

i∈team
APMi

t̄i
3600

, team ∈ NHL (6)

where NHL is a set of all NHL teams.

This way was created the complete ranking of teams participating in NHL.

Usage of the ranking model

NHL is one of many major hockey leagues where the winner of the season is not determined by points but using
playoff bracket. Every team’s goal is to enter the playoffs. So instead of a creation of points predicting model,
playoff model was created.

This model is described as

PLAY OFFteam =
1

1 + e−(β0+β1APMWteam+uteam)
, team ∈ NHL (7)

Intuitively, this equation described odds of entering playoffs based on teams’ APMW value.

4 Evaluating results
4.1 Evaluation of player rankings
Although the total count of players appearing during the selected season is not unbearable for researching whether
the player’sAPM is adequate, it is rather impossible for one human to be able to actually know whether the player
is performing well. This problem occurs mostly when trying to evaluate less famous players. These players can be
performing well but there are not many sources documenting it aside from regular or advanced statistics provided
by NHL itself or any statistics oriented fan websites.

Sufficient way to inspect whether the ranking ’makes sense’ is the usage of histograms of statistics defined in
previous paragraphs.

Figure 1 OPM histogram

In the case of OPM histogram (see Figure 4.1) we can see that the histogram resembles normal distribution.
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Figure 2 DPM histogram

On the other hand, DPM histogram does not show that obvious similarity to normal distribution but can still be
considered adequate.

Figure 3 APM histogram

Deciding on distribution of the histogram for APM (see Figure 4.1) values is more complicated as it is derived
from equation 5, which is a sum of two random variables that are usually negatively correlated as seen in Figure
4. The size displays the total time spent on ice. The negative correlation can be explained through the inability
of an average player to perform well in both defending and attacking. It is quite common to describe players as
defensive or offensive players, therefore the regression line confirms this common description. However, there are
only several players that could be considered purely offensive or purely defensive.
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Figure 4 Negative correlation between OPM and DPM

4.2 Back-testing evaluation
In order to determine the successfulness of back-testing, it is needed to examine, whether the logistic model is able
to determine the probability of a team entering the playoffs. This can be seen in Figure 5.

Figure 5 Plotting of a logistic curve and comparing it with real results

We can see three distinguishable groups of teams. First group consists of teams that have not made playoffs
and their APMW is rather low. On the other side, we can see teams that have made it to the playoffs and have
rather high APMW value. The third group represents the teams that have rather average APMW and may or
may not make the playoff during this season. Based on examining the seasons’ results this is not surprising as
some of the teams tend to be average and their playoff appearance might be more or less based on luck and other
teams’ results.

5 Conclusions and considerations
While Macdonald’s model provides us with a manual how to rank players, it is still not that efficient. Macdonald
in his later work[1] adds goaltenders and the effect of special teams. This provides us an additional information
about the performance of all teams. While the results might seem accurate, they are still incomplete.
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One of the flaws is that some players tend to play with the same players for the entire season. And in some
cases they play with the same player or players for their entire career. Sedin twins can be a good example, which
was addressed by Macdonald himself. This leads to an inability to identify the skill of one of the twins, or in less
extreme cases, inability to distinguish skills of players that have a line ’chemistry’.

The so called chemistry is one of the flaws that is not covered in any of Macdonald’s models. Chemistry
can cause players to suddenly overperform, which temporarily inflates players’ skills and therefore it makes the
estimation of players’ skills more difficult.

While the common sense tells us to join seasons and create a larger dataset with more events, that should lead
to minimizing variance in player skills, this might not be the best way to eliminate the high variance problem.
Player skills tend to be inconsistent between seasons. In some cases we can observe players having overall under
average career, but they have one season that is much better that others.

Originally designed method for back-testing provided us with results that seem to be sufficient and tells us, that
Macdonald’s model provides us with informations that are valuable but still are not as accurate as they can be due
to reasons described in this paper.

Future possible back-testing method for players’ performances can include game theory models, where we
take in consideration an assumption, that coaches of NHL teams are selecting lines to ice based on their best
possible decision - select the line that is the most efficient against the opponent’s line, and thus converge into a
goal differential which in this case would be represented by the price of the game.
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SOM with Diffusion Modelling
in Stock Market Analysis

Radek Hrebik1, Jaromir Kukal2, Josef Jablonsky3

Abstract. Traditional self organised map (SOM) is learned by Kohonen paradigm.
Novel model of self organisation is based on diffusion modelling in continuous space
which is a good approximation of endorphins propagation in real brain. Therefore the
structure of system is described by neuron coordinates instead of neighborhood rela-
tionship in traditional SOM. Neuron activation using diffusion process is discussed.
Novel diffusive learning algorithm is based on this activation mentioned above. Paper
is focused on market analysis via Kohonen and diffusion learning. Kohonen SOM
is used as referential method. Using logarithmic differences of stock market data is
preferred as data preprocessing.

Keywords: self organization, Kohonen map, diffusion learning, SOM, stock market.

JEL classification: C63
AMS classification: 68T05

1 Introduction
There are many approaches how to perform modelling of self organisation. They can be directly inspired by
anatomy and physiology of neuronal system or rather by other ideas which are easy to realize. Our research is
inspired by pudding model of atom in physics [1, 2], where the nucleus of atoms are supposed as points (raisins)
in the electron continuum (pudding). In the case of self organisation we will place individual neurons instead of
atom nucleus into the continuum which would transfer the information in the system. The second inspiration is
strongly connected with brain physiology study about slow signal propagation in central nervous system.

The SOM can be directly applied to the analysis of time series of stock prices. The logarithmic differences i.e.
daily yields are evaluated for given stock first. Then we can define the state of the stock as its history in previous
days. These states are real vectors of x-dimensions which are in mutual relationships and the relationship structural
is useful for the study of stock market evaluation. This approach will be applied both to individual stocks and to
their system.

2 Pudding Model of SOM
Our model of self-organised map is based on specific assumptions:
• Finite number of neurons is placed in fix positions like raisins in a pudding.
• The neurons are surrounded by unconstrained continuum as analogy of the pudding base.
• Neuron interconnections are omitted.
• The pattern set stays outside the pudding and only sequentially activates individual neurons.
• Neuron activities generate concentration profile of substrate in the pudding.
• Substrate concentration influences the learning rates of individual neurons.
• The learning process changes weights as neuron properties.

The pudding model description begins with remembering of basic facts. Let m,n,H ∈ N be number of patterns,
pattern dimensionality and number of SOM neurons [3]. The individual patterns are xj ∈ Rn, where j = 1, ...,m
and form the pattern set S = {x1, ...,xm}. The fixed positions of individual neurons in continuum are pi ∈ RN
for i = 1, ...,H and reflects the topology of SOM [4] which is subject of network design. The diffusion process in
continuum can be easily expressed using matrix D ∈ (R+

0 )H×H of mutual distances di,j = ‖pi−pj‖2. Therefore
the resulting SOM is invariant to translation and rotation of its structure. Let ∆t > 0 be learning period and the
diffusion in continuum will be studied only in discrete time tk = k ·∆t, where k ∈ N0. The result of SOM learning
is the system of weights [5] wi ∈ Rn, where i = 1, ...,H of course. We begin with random weights setting wi(0).
The weights evolve during learning process and their values in time tq are denoted as wi(q), where q ∈ N0. The
pudding model is based on substrate concentrations in neurons and given time. Being prepared to SOM learning
we have to study the concentration profile first.
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Figure 1: Concentration profile after single (left) and complete (right) activation (N = 2, a = 1, b = 1/10, H =
37, q = 100)

2.1 Single Activation
The pudding SOM learning is based on the activation of single neuron. We will study j-th neuron which is
supposed to be active in time tk. Therefore, formally j = ϕk. The concentration profile in RN is depicted on
the left part of figure 1 for N = 2. But it is not necessary to study the substrate concentration in any point. The
learning is based only on the concentration in neuron points. The concentration in time tq is

c(y,pj , tq) =
1

(4πD(tq − tk))N/2
· exp

(
− ‖y − pj‖22

4D(tq − tk)

)
· exp (−λ(tq − tk)) (1)

for q > k. The formula can be simplified to

c(pi,pj , tq) =
1

(4πD(q − k)∆t)N/2
· exp

(
−

d2i,j
4D(q − k)∆t

)
· exp (−λ(q − k)∆t) . (2)

After the substitution a = 4D∆t > 0, b = λ∆t > 0 we obtain resulting activation formula

c(pi,pj , tq) = (πa(q − k))−N/2 · exp

(
−

d2i,j
a(q − k)

− b(q − k)

)
. (3)

When min(di,j ≥ 1), then we suggest to use a = 1, b = 1/10 for the first experiments as will be demonstrated in
next sections.

2.2 Complete Activation
The SOM learning is based on the substrate concentrations in q-th step in time tq . This concentration represents
the result of previous activation sequence ϕ1, ϕ2, ...ϕq−1 using single activation model (3). Due to linearity we
can use the additivity principle and directly calculate the cumulative concentration in i-th neuron and step q

ci,q =

q−1∑

k=1

c(pi,pϕk
, tq − tk) =

1

(πa)N/2
·
q−1∑

k=1

exp

(
− d2i,ϕk

a(q−k) − b(q − k)

)

(q − k)N/2
. (4)

Resulting formula consists of all concentration information which are necessary for the SOM learning. Therefore
the concentration ci,q is only a function of activation history, SOM topology and parameters a, b. But the history
is result of learning which will be studied in next section.

The full concentration profile in 2D pudding after 99 random activation steps (q = 100) is depicted on the right
part of figure 1.
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2.3 Diffusive Learning of SOM
Novel learning algorithm is completely devoted to Kohonen learning rules [6] as follows. The weight of i-th neuron
is changed in q-th step by rule

wi(q) = wi(q − 1) + α(q) · ci,q · (xq −wi(q − 1)) (5)

for i = 1, ...,H , xq ∼ U(S) is uniformly selected pattern from S, ci,q is substrate concentration according to (4)
and α(q) > 0 is ageing function which is supposed to be non-increasing. The winner is also selected according to
Kohonen rule [6] as

ϕq ∈ arg min
k=1,...,H

‖xq −wk‖2. (6)

The main difference between the traditional SOM learning [7] and our approach [8] is in the application of diffusive
equation which generates the concentration profile (4). The learning feedback is driven by winner index ϕq from
(6) which is used in next step of concentration calculations (4).

As in traditional SOM learning we have to initialize the weights [7] and use appropriate ageing strategy. We
recommend generate the initial weights from the multivariate Gaussian distribution as

wi(0) ∼ N(EX, varX/100) (7)

for i = 1, ...,H . The ageing function α(q) can be constant in the first experiments, but satisfying α(q) · ci,q ≤ 1
to avoid learning instability.

3 Stock Market States
In our previous studies [9, 10] we investigated the states of country economics using annual change of macroeco-
nomical indicators and traditional principal component analysis. In this study we focused on the states of individual
stocks [11] and their changes which are easy to analyse and visualise using Pudding SOM algorithm. The analysis
of single stock is based on price time series

{ak}D−1
k=0 (8)

in period of D days where ak ≥ 0 is the stock price in k-th day. First, we have to calculate daily yield as

zk = ∆ ln ak = ln(ak+1/ak) (9)

The hypothesis behind the study is that the state reconstruction brings more information than the individual daily
price or yield. The stock state is defined using slighting window of length w ∈ N as vector

sk = (zk, ..., zk+w−1) ∈ Rw (10)

To avoid the effect of dimensionality curse we will study the states for w <= 30 respecting the habit of 5 market
days per week we will study the market states for w = 5, 10, 15, 20, 25, 30 in fixed hexagonal topology of 19 nodes
SOM.

3.1 Case Study: Stock Market in Period 2000 - 2018
As input data we use daily prices of 10 main indices index SP500 (USA), index Dow Jones 30 (USA), index Nasdaq
(USA), index Russell 2000 (USA), index DAX (Germany), index CAC40 (France), index BEL20 (Belgium),
index EURONEXT100 (Europe), index NIKKEI (Japan) and Hang Seng index (Hong Kong). We have used data
from March 2000 to March 2018. Therefore the SOM consists of 43070 states from 4312 days. The diffusive
learning and traditional Kohonen approach have been compared for w ∈ slozenezavorky5, 10, 15, 20, 25, 30
which corresponds to working week period. Selected results are demonstrated in figure 2 as number of states in
SOM nodes. The results for w >= 10 are very similar and we decided to analyse individual stocks only for
diffusive learning and w = 5. As seen the highest concentration are in the central nodes which represent the
average behaviour. Meanwhile the extreme case in perimeter nodes are not so frequent in all cases.
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2522 1663 2184 2350

2528 2056 1961

2776 2141 3276 2069 2475

1850 1507 2247 1990

2807 2049 2374

2514 2452 2157 1791

Figure 2: Resulting SOMs in case of diffusive learning with w = 5 (top left), w = 10 (top right) and Kohonen
learning with w = 5 (bottom left), w = 10 (bottom right)

Using the result of learning we can trace the states of selected stock in selected years. The situation in the year 2008
i.e. the beginning of crisis is demonstrated in figure 3. The anomalous market behaviour caused higher frequency
of extreme states in perimeter nodes as opposite to normal behaviour. The example of standard behaviour is
captured in figure 4.

4 Conclusion
The new method of diffusive learning has been applied to stock market data and its results are similar to Kohonen
SOM. The state reconstruction has been performed using one week history of individual stocks. There is significant
difference between stocks states during crisis period and normal stock behaviour. The crisis can be characterized
by high frequency of extreme states at the perimeter of SOM. So that the last year can be characterized by normal
stock behaviour.
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Figure 3: Resulting SOMs for SP 500 (left top), DAX (right top), NIKKEI (left bottom) and Hang Seng (right
bottom) for diffusive learning with w = 5 in 2008
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Multiple criteria methods for definition of 

charging stations for freight transport  
Michal Husinec1, Tomáš Šubrt2 

Abstract. Our paper deals with the technical definition of charging stations for   

electric vehicles. The scope for the possible use of freight electric vehicles in road 

transport is limited by the lack or absence of a charging station network. The        

analyzed problem is based on the limited infrastructure of the charging stations 

available to the trucks and the time needed to charge the battery. Nowadays existing 

charging stations for passenger cars cannot be used by trucks. The subject of the    

article is the application of a multi-criteria analysis method ANP for the purpose of 

locating charging stations, in terms of availability of energy network sources and    

efficiency of use during charging. The goal of the solution is also the efficient use of 

resources and the mitigation of environmental impacts in locations of new charging 

stations. The work provides a comprehensive overview of the use of modern    

methods and their benefits in their field of use. 

Keywords: Multicriteria decision, analytic network process, charging stations,   

electric vehicle 

JEL Classification: C44 

AMS Classification: 90B50, 91B06 

1 Introduction 

In the field of sustainable road transport, the possible use of electric trucks as an alternative for conventional 

vehicles has been discussed in recent years. The area of possible use of vehicles is limited by the lack of or   

completely missing trucks charging stations infrastructure and by the overall time needed for charging the     

batteries. 

The main reason for introducing electromobility is its minimal environmental impact [3]. Studies on the use 

of the energy network indicate the benefits in the area of charging at night, when the electric vehicles are mainly 

recharged [11]. Overnight charging helps to balance the power supply in the energy network by consuming sur-

pluses from production. Together with the development of electric vehicles, we should work with the idea of a 

smart energy network that will ensure energy for these   vehicles [8] in the future. Improving the efficiency of 

car is linked to the network efficiency increasing, thereby achieving significantly lower energy consumption and 

reducing carbon emissions produced by the energy production. The main constraints are the vehicle's range of 

batteries. Manufacturers indicate that for vehicles with a total weight of 3.5t and above is the range around 120 

km [7] which may vary in relation to the laden capacity and climatic conditions. Based on the long-term tests of 

Mercedes-Benz, the range in urban areas is sufficient [6]. Nevertheless, what happens when the vehicle has to 

reach outside this radius and we need it to return to the central depot. Or, as a result of congested infrastructure 

capacity, the vehicle will get stuck in a traffic jam. The vehicle must then locate the charging station and re-

charge the battery. The company FUSO, a subsidiary of Mercedes-Benz, with its product called E-Canter indi-

cates the battery charge up to 80% in one hour if the direct current is used for charging [6]. Ideal vehicle recharg-

ing is a type 2 (EU compatible) CCS connector. This connector allows you to charge the battery with up to 200A 

[1]. Currently there are 43 charging stations in the Czech Republic with the possibility of connecting this con-

nector. Unfortunately, these stations are only usable for recharging passenger cars due to their location in city 

centers. Overall, the network of charging stations for trucks is inadequate, therefore there is a room for system 

analysis of the definition of the charging station and the optimization of the charging stations location. The loca-

tion should include criteria for assessing the ideal location. One of the evaluation criteria should also be the loca-

tion near the logistic parks. In this context, hybrid algorithms based on genetic algorithms and the conventional 

PSO (Particle Swarm Optimization) algorithm [2] appear for optimization. The suggested GAIPSO method in-

creased the functionality of algorithm PSO and shows a new optimal charging station locations strategy. The 

designed algorithm fulfilled the required criteria for the minimum number of charging stations and the optimal 

energy profile in the energy network. In terms of definition, the charging    stations of the cargo-related electric 
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vehicles could be integrated to the category of logistical objects with the possibility of using an algorithm to 

localize objects with charging stations parameters restrictions. The placement issue depends on the complexity of 

the logistic network which will be multi-layered (indirect relationship: Suppliers-Intermediate points-recipients). 

The problem with locations of warehouses is a multi-objective optimization problem, which depends on quanti-

tative and qualitative criteria [9]. The number of criteria emphasizes the complexity of the problem resulting 

from the possible location of charging stations for which multicriterial decision-making methods can be used in 

order to select a solution 

Multiobjective decision problem for the definition of the charging station represents the analysis selected by 

the method ANP (Analytic Network process) and it is very difficult to make a decision on the correct definition 

of the charging station without using the ANP method (the specification of the criteria and Sub-criteria are not 

mutually independent), which will be suitable for the availability of energy network resources and the efficiency 

of use during charging. For the ANP method, the importance of all including elements is determined by pair 

comparison on a scale of 1-9, similar to the AHP method. The difference lies in the elements clusters            

interdependence rating. From methodological perspective we present an approach based on the ANP method for 

evaluation of electric charging stations. The essence of using the ANP model is the efficient use of resources and 

mitigation of environmental impacts in the construction of new charging. 

2 ANP as a tool for evaluating the criteria of charging stations 
Models of Multicriterial decision-making are now used in many areas for quantification, comparison and evalua-

tion. The Analytical Network process (ANP) is one of the most effective tools in cases where the interaction 

between qualitative and quantitative factors creates a network structure [13], [14]. It dissolves the decision-

making problem into a network of sub-problems, which are then analyzed and evaluated. Network structuring of 

the decision-making problem helps to express situations in which decision-making criteria are grouped by sub-

criteria for interaction models. Criteria rectangles can also represent individual clusters (clusters), e.g. criteria of 

the decision-making problem. The method of analysis of network process is the method newly derived by T. L. 

Saaty in 1996 [12]. The method was primarily derived from the AHP method, but in a fact, AHP is a more versa-

tile method when ANP is just one of their specific instances. The main benefit of the method is that it allows to 

model and evaluate interdependence (influencing) between alternatives, criteria and sub-criteria, or sub-criteria 

of each other. The general model of ANP has thus four-level hierarchical structure,  

1. Objective of the analysis or decision 

2. Criteria Group 

3. Sub criteria Group, where the sub-criteria tend to include barriers to achieving goals.  

4. Group of alternatives.  

In terms of the quality of feedback, the ANP models can be divided into two groups: first the FSM (Feedback 

System models) with the feedback within the sub-criteria group, and the second the SSM (Series System       

models), without these feedbacks. Essential for determining the definition of the charging station are the feed-

backs of clusters, which are connected to each other (one-to-one) into a large complex network model. We    

assume that individual criteria interact as well as the criteria interact with each other. This means that the       

hierarchical structure could be transformed into a network structure and the ANP model seems to be a very    

suitable tool for resolving this problem. ANP Super-matrix (not weighted, weighted, marginal) with possible 

grouping of interactions and influences shall be defined and calculated and the most appropriate project design 

shall be selected by synthesis (adding) of all the control criteria. The calculation itself has been done by the 

software Superdecision [15].  

 

 

 

 

 

In which:   

• WC the balance criteria matrix with respect to the definition of the charging station 

• WS is the sub-criteria balance matrix with respect to the criteria 

• WS* is the weight matrix of sub-criteria with respect to each other 

• WA is the balance matrix solution with respect to sub-criteria 

Level of criteria in the ANP process is designed by SMART principle. The aim is a general declaration of the 

desired outcome with one or more sub targets that define exactly what the resulting charging station should look 

like. Criteria and sub-criteria that are taken into account to select the location of the charging stations have been 
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derived from Wu et al [16] and customized for freight transport in Czech conditions. Thus some criteria were 

refined and expanded (Geographical location) and some of them were modified and enhanced (original Wu text 

was designed for Chinese conditions). Among most modified ones Energy saving (stability) can be named. Here 

the possibility of creating an autonomous station independent of the energy network was taken into account. All 

the criteria are complex and are composed as a mix of demand based (e.g. Convenience of transportation, Loca-

tion..) supply based (e.g. Rechargeable Capability, Capacity expansion...) and general ones (Environmental im-

pacts, Support from local government ..) 

1. Economic factors  

• Construction costs – costs associated with the purchase of land, project documentation, construction of 

the charging station. Measurable in Euro; 

• Operating costs - costs including all operating charges related to daily operation. Operating costs are 

important in terms of financial gain. Measurable in Euro; 

• Return on investment (ROI) – relevant in terms of cost and operating income assessment. The most   

important economic criterion in the commercial sphere. Measurable in months; 

2. Technical factors  

• Distance from the distribution station – location near the distribution station affects loss of power 

transmission. Measurable in km; 

• Impact on the energy network – relevant for the safe operation of the energy network. Measurable in 

MW; 

3. Service availability 

• Rechargeable Capability-Maximum number of charging stations in a single moment. This sub-criterion 

is related to the number of vehicles that can be charged. Measurable in number of charging stations. 

• Availability (Convenience of transportation) – criterion important from the point of view of the       

available road network by a lorry. Measurable in the number of accessible roads; 

4. Social factors 

• Capacity expansion – a necessary requirement in terms of further increases of freight electric vehicles. 

Measurable in volume of newly build charging stations; 

• Local position – relevant requirement of impact on the potential health problems of the population 

(electromagnetic fields, traffic growth). Measurable in the number of permits issued for the construction; 

• Support from local government – this attribute may include possible grant titles for construction       

(National Action Plan for Clean Mobility). Measurable in the number of issues released for construction; 

5. Environmental impacts 

• Environmental impact – the necessary environmental impact assessment (EIA process). Measurable in 

carbon footprint CO2; 

• Energy saving (stability) – the possibility of creating an autonomous station independent of the energy 

network or creating a hybrid model that could respond to excess of energy in the network and thus compensate 

for fluctuations. Measurable in MW. 

• Impact on the energy network – an immediate demand for performance (charging) can destabilize the 

energy network. Measurable in MW; 

6. Location (geographic location) 

• Logistic Parks – relevant from the point of view of logistics chains engagement accepting places with a 

high concentration of vehicles used for products (goods) transportation. Measurable in the number of available 

logistic parks; 

• Logistic objects – places with concentration of production plants. Measurable in the number of        

production plants and parking areas with logistic services. 

3 ANP Model for Charging Station Definition 

The ANP software tool Superdecision was used to build a network dependency between criteria and sub-criteria 

and to calculate necessary weights. The first level of the hierarchical network under the Goal node represents the 

level of criteria as unique clusters (there are no Mutual Dependence). The balance of the criteria was set        

identically to 0.167.  

Other level is represented by individuals criteria (clusters) with sub-criteria that are a key part of the process 

of evaluating the importance of each sub-criterion within the ANP process. These relations are based on the 

experience of other authors or subjective assessment of the author in terms of importance (example of mutual 

influence – the distance criterion from the distribution station will affect the construction costs. However, it does 

not have a direct effect on the station availability criterion by a lorry. Vehicle availability, construction costs, 

operating costs and the capacity of the charging stations affect the criteria Return of Investment). Most important 

criteria should be economic factors, technical feasibility in terms of the energy network, or possible construction 

of an autonomous station, the number of charging stations. This criteria will evaluate the overall return on    
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investment. Relations within the clusters are most current within economic, technical, and location situations for 

location evaluation for possible location of charging stations to already established logistic parks or other     

industrial premises (manufacturing area, logistics terminal and places from high concentration freight transport). 

Achieving certain sub-criteria precludes the achievement of others or, conversely to achieve one sub-criteria 

accelerates the achievement of another sub-criteria. If there are any sub-criterion relevant, it is important to make 

it realistic. Similar relations were observed within other clusters (Picture 1). The current weights are based on an 

expert evaluation and are calculated by using of a Saaty matrix that is an integral part of the software             

Superdecision [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Picture 1 Network model of Charging Station Definition (software Superdecision) 

3.1 ANP model Results 

The first ANP result, un-weighted super-matrix for equal criteria weights, gives a good impression of clusters, 

established connections and their evaluation by weights.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 First part of unweighted matrix – goal node and criteria 
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The ANP results also deals with final weights calculations using limit matrix. Limit calculation brings following 

weights for SMART sub-criteria (Table 2.). As supposed, most important sub-criteria are those, usually         

mentioned ahead within Service availability, Engineering feasibility and Economic factors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 Sub criteria limit weights 

 

Figure 1 shows limit scales sub-criteria in a graphic form. We applied the weighting limits to the existing logistic 

areas to find a suitable location for the charging station. The solution to the possible location is still distorted by 

the capacity of the energy network, for which it is necessary to handle more detailed impact of construction and 

immediate unit sampling when charging stations are connected. It is surprising that our originally preferred   

criteria and sub-criteria have a lower marginal weight than expected. The ANP method uncovered other major      

sub-criteria that are essential for the correct charging station definition. 

 

 

 

 

 

 

 

 

 

 

Figure 1 Sub-criteria limit weights - chart view 

4 Conclusion 

The aim of the paper was to analyze the quality and quantity of the various criteria which are essential to define 

the charging station for electric vehicles. The problems of freight electro-vehicles charging stations unlike the 

charging stations for passenger cars have not yet been analyzed in detail and thus ANP analysis with a SMART 

approach to evaluating the criteria, here can be beneficial. 
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1. The methodology used appears to be suitable for the definition of the charging station according to     

different criteria. 

2. The ANP method allows description and research of complex dependencies between important criteria 

and sub-criteria from different viewpoints. Network dependencies are typical for this issue. 

Our future research will focus on the weight of the criteria and the assessment of the actual design of the      

charging station definition. These weights must be estimated according to the expert's judgement, therefore a set 

of criteria requires a soft system approach. Further relevant criteria for the definition of the charging station can 

be added. In view of the future fast-growing support for electromobility by local authorities, the aid criterion is 

likely to be shifted from a cluster of social factors into economic factors. Other new criteria can be e.g.: the    

increase in working opportunity in the region and the development of opportunities for small enterprises offering 

additional services (accommodation, gastronomy, etc.). 
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What drives the estimation results of DSGE models?
Effect of the input data on parameter estimates

Jakub Chalmovianský1

Abstract. In this contribution, I compare three different Bayesian dynamic stochastic
general equilibrium (DSGE) models in a simulation-estimation exercise. This exercise
is aimed at revealing the capabilities of these models to re-estimate, during the esti-
mation phase, values of parameters previously set in the simulation phase. The first
model is the renowned work of Smets and Wouters [7]. The second one is the rather
small DSGE model of a closed economy with search and matching frictions on labour
market proposed by Lubik [5]. The third one is based on the paper written by Sheen
and Wang [6], where they introduce a model of a small open economy with various
labour market frictions.
The aim of this contribution is to examine how the complexity of the model and the
amount of information needed, represented by the number of observations in the ob-
servables, affect the results when the parameters are estimated. At first, I shortly
introduce all presented models. Based on the given calibration, trajectories of main
endogenous variables are simulated. These simulated trajectories with a various num-
ber of observations are then used as observables for estimation of the model param-
eters to reveal how rich information is needed for each model to properly identify its
parameters.

Keywords: Bayesian estimation, DSGE model, Matching moments, Model simula-
tion, Parameter identification.

JEL classification: C32, C52
AMS classification: 91B51

1 Introduction
Dynamic stochastic general equilibrium (DSGE) models have become a standard tool (not only) for monetary
policy analysis of aggregate economic phenomena or investigation of the mutual interaction between monetary
and fiscal policy. Thanks to the increased computational power and enhanced numerical approximation methods,
estimation of rather complex DSGE models is feasible. Nevertheless, their complex structure and increasing
number of parameters together with only a limited number of suitable observable macroeconomic time-series
or length of these time-series available give rise to the question of identifiability of their parameters during the
estimation. This issue is of special interest in the region of Central Europe where the number of observations for
macroeconomic indicators is often limited. For more details on the identification issues in DSGE models, I refer
interested readers to the work of Canova and Sala [1], the contribution of Iskrev [3], or the paper by Koop, Pesaran
and Smith [4].

In this contribution, I investigate the stability of three different Bayesian DSGE models in a simple simulation–
estimation exercise. I focus on the capabilities of the selected DSGE models to re-estimate their parameters during
the estimation phase. First of the models is the renowned medium-scale model of Smets and Wouters [7]. The
second one is a rather small DSGE model of a closed economy with search and matching frictions on labour market
proposed by Lubik [5]. The third model is based on the paper written by Sheen and Wang [6], where authors, in
the end, present four different specifications of their model of a small open economy with combinations of the
following two aspects: a model with/without hiring costs, with real/nominal wage rigidities.

The simulation–estimation exercise consists of two stages. During the first stage, based on the given calibration,
trajectories of main endogenous variables are simulated. These simulated trajectories are in the second stage used
as observables for estimation of the model parameters. Three different scenarios for the length of observable time
series are used for each model (100, 75, and 50 observations respectively) to reveal how the extent of the given
information may affect the ability of each model to properly identify its parameters. For discussion about the effect
of the selection of observables on DSGE estimation results, I refer interested readers to see the paper written by
Guerrón–Quintana [2].

The aim of this contribution is to examine how the complexity of a model and the amount of information
needed, represented by the number of observations in the input observables, affect the resulting parameter esti-
1Masaryk University, Faculty of Economics and Administration, Lipová 41a, Brno, Czech Republic, chalmovian-
sky@mail.muni.cz
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mates. At first, I briefly introduce all presented models. Subsequently, the summary of calibrated parameters
and estimation methods used are presented, followed by the discussion over results of the proposed simulation–
estimation exercise for my models of interest. Summary of main findings concludes.

2 Evaluated models
2.1 Model Smets, Wouters (2007)
The model proposed by Smets and Wouters in [7] is an example of estimated New Keynesian DSGE model of
medium-scale. It is one of the most cited DSGE models in recent years and shortly after its publication it has
become a work-horse for monetary policy analysis. This model was initially developed and used in European
Central Bank, however, the referenced paper presents results from the estimation of the US economy. It allows
for both price and wage rigidities, habit formation in consumption, and investment adjustment cost. There are
seven different structural shocks: total factor productivity shock, εat , risk-premium shock, εbt , investment-specific
technology shock, εit, wage mark-up shock, εwt , price mark-up shock, εpt , exogenous spending shock, εgt , and
monetary policy shock, εrt . Overview of main equations of the linearized model is as follows:

yt = φp (αkst + (1− α)lt + εat ) (1)

kst = kt−1 + zt (2)

zt = z1r
k
t (3)

rkt = − (kt − lt) + wt (4)

yt = cyct + iyit + zyzt + εgt (5)

ct = c1ct−1 + (1− c1)Etct+1 + c2(It − EtIt+1)− c3(rt − Etπt+1 + εbt) (6)

it = i1it−1 + (1− i1)Etit+1 + i2qt + εit (7)

qt = q1Etqt+1 + (1− q1)rkt+1 − (rt − Etπt+1 + εbt) (8)

kt = k1kt−1 + (1− k1)it + k2ε
i
t) (9)

µpt = α(kt − lt) + εat − wt (10)

πt = π1πt−1 + π2Etπt+1 − π3µ
p
t + εpt (11)

µwt = wt −mrst = wt −
(
σlt −

1

1− λ/γ (ct − λct−1)

)
(12)

wt = w1wt−1 + (1− w1)Et(wt+1 + πt+1)− w2πt + w3πt−1 − wtµwt + εwt (13)

rt = ρrt−1 + (1− ρ)(rππt + ry(yt − ypt )) + r∆y

[
(yt − ypt )− (yt−1 − ypt−1)

]
+ εrt (14)

εat = ρaεat−1 + ηat (15)

εgt = ρgεgt−1 + ηgt + ρgaηat (16)

εbt = ρbεbt−1 + ηbt (17)

εpt = ρpεpt−1 + ηpt − µpηpt−1 (18)

εwt = ρwεwt−1 + ηwt − µwηwt−1 (19)

εrt = ρrεrt−1 + ηrt (20)

where yt is GDP, lt is labour input, kst is capital in use which follows the evolution described in (2) with zt
denoting capacity utilisation and rkt as marginal productivity of capital, wt describes real wage, ct is consumption,
it investment, Et is expectations operator, rt is the interest rate on a one-period safe bond, πt denotes inflation
rate, qt is the real value of the existing capital stock, installed capital is denoted by kt, µ

p
t is mark-up price over

marginal cost, similarly, µwt denotes wage mark-up, where mrst is marginal rate of substitution between working
and consuming, and finally ypt is the potential level of output. The exogenous disturbances are then assumed to be
orthogonal and described as autoregressive processes of the first order, see eq. (15) - (20). For detailed derivation
of the model equations please refer to [7].
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2.2 Model Lubik (2009)
The second model is the least complex one. It is the model proposed by Lubik in [5] and it represents a small-
scale DSGE model that incorporates search and matching frictions on labor market and right-to-manage wage
bargaining process between firms and households. Thanks to the search and matching process, creation of seeker-
vacancy pair between job searchers and firms looking for workers is time-consuming and costly. As the model, I
applied, is identical to the original one, I will present here only a brief overview of its main equations. For details
on the model structure, estimation techniques etc. please refer to [5].

λt = C−σ
t (21)

m (ut, vt) = µtu
ξ
tv

1−ξ
t (22)

q (θt) = m (ut, vt) /vt (23)

θt =
vt
ut

(24)

nt = 1− ut (25)

nt = (1− ρ) (nt−1 − vt−1q (θt−1)) (26)

yt = Atn
α
t (27)

yt =

(
pt
Pt

)−1−εt
Yt (28)

τt = α
ytεt

nt(1 + εt)
pt − wt + (1− ρ)Etβt+1τt+1 (29)

κvψ−1
t = (1− ρ)qtEtβt+1τt+1 (30)

βt = βλt/λt−1 (31)

wt = η

(
α

ytεt
nt(1 + εt)

pt + κvψ−1
t θt

)
(1− η) (b+ χtC

σ
t ) (32)

Yt = Ct +
κ

ψ
vψt (33)

The first-order condition for households is shown in (21), where λt is the Lagrange multiplier on the represen-
tative household’s budget constraint, Ct is aggregate consumption, σ ≥ 0 is the coefficient of relative risk aversion
in the household’s utility function. In equation (22), m(ut, vt) represents the number of matches of unemployed
job-seekers, ut, and vacancies, vt, matching shock µt measures the efficiency of the matching process, parameter
0 < ξ < 1 stands for the match elasticity of unemployed. Further, q (θt) represents aggregate probability of filling
a vacancy, with θt indicating labour market tightness, nt is the employment rate, which develops over time as given
by (26), with separation rate ’0 < ρ < 1. For simplicity, this model assumes monopolistic behaviour of firms,
with production (and demand) yt described by production function (27), with stochastic process At describing an
aggregate technology shock and 0 < α ≤ 1, introducing curvature in production. Demand function of a repre-
sentative firm is given by (28), with aggregate output, Yt, price pt set by firm, and aggregate price index Pt; εt
stands for demand elasticity assumed to be an exogenous process. The first-order conditions of the firms are (29)
and (30), where τt is the Lagrange multiplier associated with firms employment constraint, wt denotes bargained
wage, βt is stochastic discount factor, Et denotes the expectations operator, parameter κ > 0 is a scaling factor on
vacancy creation, and ψ > 0 stands for elasticity of vacancy creation. Parameters η ∈ [0, 1] and b in the expression
for bargained wage (32) denote bargaining power of worker and unemployment benefits, financed by lump-sum
tax Tt, respectively. The model is complemented by specifying properties of exogenous shocks. For logarithms of
technology shock,At, labour shock, χt, demand shock, εt, and matching shock, µt, the independent autoregressive
processes of the first order with residuals εit ∼ N(0, σ2

i ) and coefficients ρi, where i ∈ (A,χ, ε, µ) are defined.

2.3 Model Sheen, Wang (2014)
Third and the last studied model is the medium-scale model proposed by Sheen and Wang in [6], where the
authors compared and assessed small open economy model with different labour market frictions. This model
links the previous two, as it contains sticky prices and wages, habit formation in consumption and costly investment
adjustment as the model by Smets and Wouters, together with the search and matching process on the labour market
as in Lubik’s model.
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Authors, in fact, present the following four different specifications of one model:
• model with real wage rigidities and hiring costs (RWHC),
• model with real wage rigidities, without hiring costs (RWNOHC),
• model with nominal wage rigidities and hiring costs (NWHC),
• model with nominal wage rigidities, without hiring costs (NWNOHC),

In their original contribution, Sheen and Wang found out that model with real wage rigidities and hiring costs
suits the Australian economy the best. However, in my contribution, I assess all four specifications. Because of
the complexity of the model (linearized economy consists of more than 40 equations) no overview of the model is
given at this point. I refer interested readers to find all information about the model in the original paper (see [6]).

3 Empirical results
Simulation–estimation exercise used in this contribution can be described by the following algorithm:
1. Calibrate the model parameters with the given values.
2. Take a random number generator and simulate new data, i.e. shocks and variable paths, with the number of

observations equal to Q = Q0 +Q1, where Q1 is equal to the length of interest (100, 75, or 50 observations),
using the values of parameters from the previous step.

3. Take the smoothed paths of endogenous variables, discard the first Q0 generated values to avoid the potential
distortion by initial values.

4. Use selected endogenous variables from the previous step as observables, and estimate the model with these
trajectories used for input.

5. Repeat steps 2, 3 and 4 M times.
6. Compute the mean, and other moments from your estimated trajectories and compare them with the values

from simulated trajectories.

The length of data sample used in this exercise is equal to Q1 ∈ {100, 75, 50} and I set Q0 = 100 to minimize
the impact of initial values. The number of iterations is set to M = 20, except the Sheen and Wang model, where
this would be enormously time-consuming, therefore only 1 iteration was produced for each specification of this
model. Table 1 summarizes parameter settings used for the simulation stage. In all models, parameter settings used
are as close to the values originally proposed by authors as possible.

In Table 2, I compare means and standard deviations of trajectories, which authors originally used as observ-
able input, simulated by the model with the moments in smoothed trajectories after estimation. These moments
are based on 20 repetitions of the simulation–estimation exercise, for the model by Sheen and Wang only one
realization of the trajectories of interest is available.

As can be seen from the figures in Table 2 number of observations does not have any major impact on the con-
sistency of moments from estimated trajectories with their simulation counterparts. Figures are naturally different
when 100, 75, or 50 observations are taken into account, however, in the vast majority of cases, moments from
estimated trajectories follow the respective moments from simulated trajectories.

Focusing on the complexity of the model and its effect on the ability of the model to replicate its simulated
data, no definitive answer can be given. Nevertheless, an intuitive expectation of more dissimilarities in more
complex models does not seem to be applicable in this case. The best performance from this point of view shows
the Smets and Wouters model, which is a medium-scale model. The small-scale model of Lubik seems to have a
bit more difficulties with reproducing the simulated trajectories during the estimation. However, differences are
still rather reasonably small. The biggest non-uniformity is represented by the most complex Sheen and Wang
model. However, results from only one replication of the simulation–estimation exercise are shown, and hence it
may be partially responsible for these considerable discrepancies.

Table 3 compares estimated and simulated trajectories in more detail showing 5th and 95th quantile for the
mean of the whole set of obtained trajectories (with N=20). Because the effect of the lower number of observations
on the estimated trajectories did not prove presented are only figures for 100 observations. Again, the model
presented by Smets and Wouters displays perfect match between simulated and estimated trajectories. For model
proposed by Lubik, there is only one small discrepancy regarding the unemployment rate (∆ logUt to be precise).

4 Conclusion
In this contribution I examined how the complexity of the model and the number of observations in the observables
affect the results of three DSGE models, the well-known model of Smets and Wouters estimated for US data, small-
scale model of Lubik focused on labour market, and rather complex model of Sheen and Wang with elements from
both previously mentioned models. Analysis of the effect of complexity and number of observations was based on
the simulation–estimation exercise. Starting from the given calibration, trajectories of main endogenous variables
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Smets, Wouters Lubik Sheen, Wang
Parameter Value Parameter Value Parameter Value

ϕ 6.0144 β 0.99 b 0.6

σc 1.5 α 0.67 B 0.12

λ 0.6361 σ 1 S̃′ 7.694

ξw 0.8087 ξ 0.7 φ̃a 0.01

σl 1.9423 ρ 0.1 f 0.5

ξp 0.6 η 0.5 ηc 1.2

ιw 0.3243 b 0.4 ηi 1.2

ιp 0.47 ψ 1 ηf 1.2

ψ 0.2696 κ 0.05 µz 1.005

Φ 0.05 ρ{A,χ,µ,ε} 0.9 λ
d

1.2

rπ 1.488 σ{A,χ,µ,ε} 1 λ
mc

1.2

ρ 0.8762 λ
mi

1.2

ry 0.0593 ξd 0.675

r∆y 0.2347 ξmc 0.675

π̄ 0.7 ξx 0.675

β̄ 0.742 ρR 0.8

l̄ 0 rπ 1.75

γ̄ 0.3982 ry 0.125

α 0.24 rs 0

ρa 0.9977 r∆π 0

ρb 0.5799 r∆y 0

ρg 0.9957 ρ{ζc,ζN ,µz,ε,φ,Γ,z̃∗,λd,λmc,λmi,λx,λw} 0.5

ρI 0.7165 σ{ζc,ζN ,µz,ε,φ,Γ,z̃∗,λd,λmc,λmi,λx,λw} 1

ρr, ρp, ρw 0

σa 0.4618

σb 1.8513

σg 0.6090

σI 0.6017

σr 0.2397

σp 0.1455

σw 0.2089

µp, µw 0

ρga 0.51

Table 1 Parameter setting for simulation

Model Smets, Wouters (2007)
logHt rt ∆ logPt ∆ log Yt ∆ logCt ∆ log It ∆ logWt

Simulated mean -0.83/-1.02/-1.37 1.47/1.41/1.29 0.49/0.46/0.41 0.27/0.34/0.28 0.28/0.34/0.28 0.25/0.38/0.29 0.31/0.33/0.32
Estimated mean -0.83/-1.02/-1.37 1.47/1.41/1.29 0.49/0.46/0.41 0.27/0.34/0.28 0.28/0.34/0.28 0.25/0.38/0.29 0.31/0.32/0.32
Simulated SD 9.14/9.19/8.89 3.13/3.15/3.03 1.24/1.25/1.18 5.66/5.70/5.59 6.05/6.09/5.97 5.87/5.93/5.81 0.63/0.63/0.62
Estimated SD 9.14/9.19/8.89 3.13/3.15/3.03 1.24/1.25/1.18 5.66/5.70/5.59 6.05/6.09/5.98 5.87/5.93/5.81 0.63/0.63/0.62

Model Lubik (2009)
∆ logUt ∆ log Vt ∆ logWt ∆ log Yt

Simulated mean -0.34/-0.17/0.03 -0.84/-0.80/-0.78 0.22/0.20/0.19 -0.01/0.02/-0.12
Estimated mean -0.47/-0.23/-0.11 -0.78/-0.68/-0.66 0.29/0.32/0.35 0.05/0.14/0.07
Simulated SD 2.86/2.86/2.76 2.76/2.75/2.73 1.88/1.81/1.81 2.00/1.96/1.98
Estimated SD 2.80/2.78/2.69 2.76/2.75/2.73 1.92/1.84/1.84 1.94/1.91/1.97

Model Sheen, Wang (2014)
RWHC ∆ log Yt Uat ∆ log

(Wt
Pt

)
∆ logCt πct Rt ∆ log It ∆ logXt

Simulated mean 0.49/0.41/0.3 7.97/8.28/9.21 0.42/0.53/0.41 0.61/0.48/-0.07 -1.10/-0.17/-0.29 0.48/0.40/0.35 0.53/0.45/0.56 1.56/1.63/1.05
Estimated mean 0.47/0.39/0.35 7.97/8.28/9.21 0.52/0.45/0.55 0.49/0.41/0.39 0.42/0.53/0.41 1.75/1.69/1.59 0.57/0.48/-0.07 0.38/0.33/0.43
Simulated SD 1.54/1.49/1.51 2.89/3.01/2.92 1.15/1.24/1.19 4.26/4.61/4.72 8.04/8.05/7.18 1.43/1.47/1.47 3.12/3.13/3.18 1.71/1.66/1.45
Estimated SD 1.41/1.44/1.46 2.80/2.91/2.81 3.11/3.12/3.17 1.51/1.47/1.48 1.14/1.23/1.18 1.32/1.32/1.42 4.05/4.42/4.58 2.69/2.63/2.70
RWNOHC
Simulated mean 0.43/0.55/0.69 5.69/5.78/5.54 0.27/0.21/0.19 0.80/1.09/1.29 1.36/-0.75/-1.59 0.51/0.60/0.75 0.59/0.75/0.93 0.94/0.58/0.79
Estimated mean 0.52/0.60/0.74 5.69/5.80/5.54 0.59/0.76/0.94 0.43/0.54/0.69 0.27/0.21/0.19 1.14/1.28/1.46 0.77/0.98/1.21 0.57/0.49/0.49
Simulated SD 2.45/2.64/2.59 4.57/4.72/4.91 2.29/2.32/2.14 3.69/3.75/3.67 10.12/10.02/10.58 2.24/2.33/2.16 4.49/4.58/4.59 1.86/1.90/1.88
Estimated SD 2.22/2.32/2.15 4.51/4.66/4.86 4.48/4.57/4.58 2.44/2.63/2.58 2.28/2.32/2.14 1.98/2.12/2.07 3.44/3.51/3.41 4.80/4.61/4.89
NWHC
Simulated mean 0.64/0.51/0.49 6.64/10.28/11.31 0.40/1.27/1.46 1.13/0.92/0.76 3.15/2.15/2.66 0.73/0.58/0.49 0.36/0.35/0.36 1.58/2.08/2.40
Estimated mean 0.74/0.58/0.50 6.64/10.28/11.31 0.35/0.35/0.36 0.65/0.51/0.50 0.40/1.27/1.46 1.18/1.98/2.41 1.10/0.90/0.78 0.78/0.61/0.50
Simulated SD 2.89/3.00/3.05 11.71/10.90/8.72 3.36/3.35/2.53 4.71/4.85/4.33 12.46/12.95/11.64 3.55/3.71/3.50 2.49/2.64/2.62 1.76/1.62/1.61
Estimated SD 3.54/3.71/3.50 11.69/10.88/8.69 2.47/2.62/2.60 2.88/2.99/3.04 3.36/3.34/2.52 3.14/3.07/2.53 4.50/4.63/4.11 6.19/5.64/5.27
NWNOHC
Simulated mean 0.44/0.08/1.33 14.63/7.41/8.97 2.01/1.08/0.35 0.14/-0.54/1.89 -5.67/1.07/-0.56 0.17/-0.35/1.45 0.62/0.59/1.23 0.74/1.03/0.56
Estimated mean 0.17/-0.35/1.45 14.63/7.41/8.97 0.62/0.59/1.24 0.43/0.07/1.33 2.01/1.08/0.35 2.71/1.57/1.66 0.17/-0.54/1.82 -0.07/-0.58/1.33
Simulated SD 3.93/4.22/3.67 36.77/39.05/37.26 7.80/8.71/8.12 8.90/9.90/9.39 26.64/26.99/26.54 5.65/6.16/5.59 3.10/3.19/2.86 1.47/1.47/1.42
Estimated SD 5.65/6.16/5.59 36.77/39.05/37.26 3.08/3.17/2.84 3.92/4.21/3.66 7.80/8.70/8.12 7.18/7.78/7.54 8.74/9.75/9.24 7.48/7.97/7.74

Table 2 Comparison of estimated vs. simulated data moments (100 obs. / 75 obs. / 50 obs.)
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Model Smets, Wouters (2007)
logHt rt ∆ logPt ∆ log Yt ∆ logCt ∆ log It ∆ logWt

Simulated mean, 5th and 95th quantile -6.908, 8.036 -0.291, 4.034 -0.409, 1.737 -0.059, 0.803 -0.088, 0.794 -0.205, 0.845 0, 0.508
Estimated mean, 5th and 95th quantile -6.908, 8.036 -0.291, 4.034 -0.409, 1.737 -0.059, 0.803 -0.088, 0.794 -0.205, 0.845 0, 0.508

Model Lubik (2009)
∆ logUt ∆ log Vt ∆ logWt ∆ log Yt

Simulated mean, 5th and 95th quantile -3.047, 1.896 -2.136, 0.526 -1.112, 1.591 -1.359, 1.504
Estimated mean, 5th and 95th quantile -3.047, 1.872 -2.136, 0.526 -1.112, 1.591 -1.359, 1.504

Table 3 Comparison of quantiles for the mean of estimated vs. simulated trajectories with 100 observations

were simulated and used, with the various number of observations, as observables for the estimation of the model
parameters. Based on my results, no significant effect of the number of observations on the estimated trajectories
can be found. An indirect relation between the complexity of the model and its ability to replicate the trajectories of
observables did not prove to be applicable for the examined models. The most complex model of Sheen and Wang
shows more discrepancies between properties of simulated trajectories and their estimated counterparts. However,
the same conclusion cannot be drawn for the case of the similarly complex model by Smets and Wouters, where
almost perfect match between the properties of the investigated trajectories can be found. In addition, the presented
results for Sheen and Wang model are based on only one execution of the algorithm, whilst 20 repetitions were
applied for the other models. This may be responsible for at least some part of the discrepancies found in the
results of Sheen and Wang model.
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Measuring the Efficiency of Costumer Satisfaction with DEA

models
Lucie Chytilova1

Abstract. Nowadays, many people are buying various things, food and services

at discount portals. It can be said that this is being the hit of the last few years.

Slevomat is the main discount portal in the Czech Republic and it is known as very

solvent. However, customer satisfaction with the obtained goods or services is varied,

at least according to the portal ratings. So it was decided to take the advantage of

more sophisticated tests and the knowledge of efficiency measurement to find out how

customers are really satisfied. The article uses DEA models that work with ordinal

data. The qualitative data are obtained on the basis of the text analysis and changed

to ordinal data. Overall, the aim of the article is to measure the efficiency of customer

satisfaction with Slevomat for travel services using DEA models. The obtained results

give an overview of the industry and compare the results with the given server.

Keywords: DEA, text analysis, qualitative data, ordinal data, efficiency.

JEL classification: C61, D24, H43, O22, O32

AMS classification: 90C90

1 Introduction

The present time is quite materialistically oriented. People are buying various things, food and services. They are

spending a lots of money. At same time, they love to save money as well. So they are trying different ways how

to use discount. Nowadays, one of the most favorite ways how to save money is to use a discount portal. In the

Czech Republic there are many discount portals. People may buy there almost everything - food, all kinds things

(clothes, electronics etc.), vacation and so on. One of the most famous discount portal is Slevomat in the Czech

Republic.

Slevomat2 is a Czech company founded by T. upr, P. Barto and R. Sudov originally as a server of mass shopping.

Later, Miton became a member of the company. The server was launched on April 12, 2010 as one of the first

portals of its kind in the Czech Republic. Slevomat operates in 7 European countries (Czech Republic, Slovakia,

Hungary, Bulgaria, Lithuania, Latvia, Estonia). Slevomat is the place where registered customers are looking for

inspiration for new experiences in the form of favored offers for goods or services in several categories - travel,

wine, restaurants, cosmetics, fashion and other services. Slevomat launches new offers every day. They help

businesses to be seen, sell, and empty capacities. Slevomat proved to be the fastest growing company in the Czech

Internet to reach an annual turnover of 1 billion crowns in less than four years since its inception. Slevomat team

has about 200 people. Slevomat’s principle is to negotiate with a merchant about a discount of more than 40 %

on a service or product, on condition that it is at least ordered by a certain number of people. After the discount

is purchased by this number of visitors to the server, the discount is activated and until now the visitors pay.

After payment, visitors receive a so-called voucher containing unique code. This unique code serves the customer

as a withdrawal ticket to recieve the product from merchant. Slevomat seeks to cooperate only with competent

merchants. Competence is verified by customer reviews (star and word ratings). The question is, if evaluation by

stars (5 stars mean a satisfaction and 0 star means discontent) that most people are looking for, is the best rating.

Measurement of customer satisfaction in Slevomat is based on stars, which may not be as accurate as men-

tioned above. In this respect, customer satisfaction can be understood as the efficiency of the service, which can be

seen for example in the article [1]. And since Slevomat, along with star rating, also includes the verbal evaluation

(something as a word rating), it allows us to explore more deeply the customer satisfaction. Basic Data Envel-

opment Analysis model (DEA) is a models that solves technical efficiency and works with the quantitative data.

There are other types of DEA models that work with qualitative data, can be seen in the work [6]. So, on the basis

of the analysis of the text, it is possible to analyze the efficiency / satisfaction of customers with one travel agency

(the rule of homogeneity must be met). More specifically, the goal of the article is to measure the efficiency of

customer satisfaction with Slevomat for travel services by use of DEA models. The obtained results provided an

overview of the field. Plus, there had been compared with the results given by the server.

1VSB-TU Ostrava, Economic faculty, Department of System Engineering, Sokolska tr. 33, Ostrava, Czech Repub-

lic, lucie.chytilova@vsb.cz
2www.slevomat.cz
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The remainder of this paper is organized as follows. Next section discuss the methodology of both DEA

models. Section three introduces the used data set. Section four presents analysis of results and finally, section five

provides some final considerations and conclusions.

2 Data envelopment analysis (DEA) and imprecise DEA (IDEA)

Data envelopment analysis (DEA) is non-parametric approach. It measurs the relative efficiency of decision mak-

ing units (DMUs) when the data for multiple inputs and outputs are known exactly. Suppose, there is a set of T peer

DMUs, (DMUk for k = 1, ..., T ), with multiple inputs xik (i = 1, ..., R) and multiple outputs yjk (j = 1, ..., S),

respectively. Also, ui (i = 1, ..., R) and vj (j = 1, ..., S) be the weight of ith input and jth output, respectively.

Mathematically, the relative efficiency score of DMUk defined as:

ek =

∑S
j=1 vjyjk∑R
i=1 uixik

, for k = 1, ..., T. (1)

Charnes et al. [2] proposed the very first DEA model - CCR ratio model for measuring the efficiency score of

under evaluation unit, DMUQ where Q ∈ {1, ..., T}:

max eQ =
PS

j=1 vjyjQPR
i=1 uixiQ

,

s.t.

PS
j=1 vjyjkPR
i=1 uixik

≤ 1, k = 1, ..., T,

ui > 0, i = 1, ..., R,

vj > 0, j = 1, ..., S.

(2)

This model (2) transformed into the following CCR multiplier problem:

max eQ =
∑S
j=1 vjyjQ,

s.t.
∑R
i=1 uixiQ = 1,∑S
j=1 vjyjk −

∑R
i=1 uixik ≤ 0, k = 1, ..., T,

ui > 0, i = 1, ..., R,

vj > 0, j = 1, ..., S.

(3)

When xik (for any i) and yjk (for any j) are imprecise and unknown decision variables as bounded and ordinal

data, see Cook et al. [3], [4], model (3) becomes a non-linear and non-convex program, and it is called imprecise

DEA (IDEA), see e.g. Zhu [7]. The bounded data expressed as:

yjk ≤ yjk ≤ yjk and xik ≤ xik ≤ xik, (4)

for j ∈ BO and i ∈ BI , where yjk and xik are the lower bounds, and yjk and xik are the upper bounds. BO and

BI are the associated sets. These sets contain bounded outputs and inputs, respectively.

The weak ordinal data expressed as:

yjk ≤ yjl and xik ≤ xil ∀k 6= l (5)

for j ∈ DO and i ∈ DI, or to simplify the presentation,

yj1 ≤ yj2 ≤ ... ≤ yjl ≤ ... ≤ yjn (j ∈ DO), (6)

xi1 ≤ xi2 ≤ ... ≤ xil ≤ ... ≤ xin (i ∈ DI),

where DO and DI represent the associated sets containing weak ordinal outputs and inputs, respectively.

The strong ordinal data expressed as:

yj1 < yj2 < ... < yjl < ... < yjn (j ∈ SO), (7)

xi1 < xi2 < ... < xil < ... < xin (i ∈ SI),
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where SO and SI represent the associated sets containing strong ordinal outputs and inputs, respectively.

Model (3) involving (4) - (7) then changes into the following model:

max eQ =
∑S
j=1 vjyjQ,

s.t.
∑R
i=1 uixiQ = 1,∑S
j=1 vjyjk −

∑R
i=1 uixik ≤ 0, k = 1, 2, ..., T,

(xik) ∈ θ−i , i = 1, 2, ..., R,

(yjk) ∈ θ+j , j = 1, 2, ..., S,

ui ≥ 0, vj ≥ 0,

(8)

where (xik) ∈ θ−i and (yjk) ∈ θ+j represents any of or all of (4) - (7) sets. The model (8) with the (4) - (6) sets is

solved by the standard linear DEA models via concerning the bounded and ordinal data into exact data, Zhu [7].

The model (8) when θ−i and θ+j are in forms of (6) set and obtain a set of optimal solutions y∗jk and x∗ik with

the optimal e∗Q is the following:

e∗Q = max
∑
j∈DO vjyjQ +

∑
j /∈DO vjyjQ,

s.t.
∑
i∈DI uixiQ +

∑
i/∈DI uixiQ = 1,∑

j∈DO vjyjk +
∑
j /∈DO vjyjk −

∑
i∈DI uixik

−∑i/∈DI uixik ≤ 0,

k = 1, 2, ..., T,

ui ≥ 0, vj ≥ 0, i = 1, 2, ..., R, j = 1, 2, ..., S,

where 0 ≤ y∗j1 ≤ y∗j2 ≤ ... ≤ y∗jl ≤ ... ≤ y∗jn ≤M (j ∈ DO),

0 ≤ x∗i1 ≤ x∗i2 ≤ ... ≤ x∗il ≤ ... ≤ x∗in ≤M (i ∈ DI).

(9)

Where y∗jk and x∗ik are obtained a set of optimal solutions with the optimal e∗Q and M is sufficiently large, more

accurate information are at articles by Zhu [7]. Note that in this case, model is no longer a non-linear program, but

a linear CCR model.

3 Data set

There are 150 observations/DMUs in the analysis. More specifically, there are 150 ratings (verbal evaluations) for

a one-day trip abroad with travel agency Cesty Evropou. The data were collected directly from the server Slevomat.

The ratings were taken for the time period from 2016 to 2018. Table 1 provides a statistical description of the data.

stars positives (+) negatives (-)

sum 695 195 47

max 5 4 3

min 1 1 1

std.dev 0.77 0.83 0.64

average 4.63 1.86 1.34

Table 1 Statistical description of the data

Table 1 shows the sum, maximum, minimum, standard deviation and average value. These statistics are listed

for the stars, positives and negatives texts - verbal evaluations. It can be seen that starts have the maximum in five

stars (satisfied clients) and the minimum is one star (dissatisfied client; there is no one-day trip with rating of zero

stars). According to the sum and average (150 observations), clients were primarily satisfied with the one-day trip

(4.63 stars). The positives and negatives texts are based on a textual analysis. From Table 1 it can be seen that

positive comments had prevail in this analysis. So again, it can be seen that clients were satisfied.

Positive and negative text from the text analysis was modified for need of DEA models. The input-oriented

DEA model was used. It means that the outputs should be maximized, i.e. the positive text was defined as the

output. The input side was defined as negative text, i.e. the variables should be minimized.

More specifically, the positive text has been divided into four categories - organization, guide, transport and

another positives. The first three categories were the most represented comments and the last one was left for

another positive comments. The transformation of the text had been done as follows. The output always had a

value of one in each category, and if another positive aspect has been found in the category, another value of one
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had been added. For example, in the beginning the vector of outputs for the customer one (DMU01) was (1, 1, 1, 1).
After the textual analysis, where it was found out that the customer said that the guide was very erudite and the

drivers were professional, the output vector had changed. So, the final output vector for this DMU is defined as

(1, 2, 2, 1). Inputs were define similarly. Inputs were divided into three categories - communication with travel

agency, organization of the trip and another negatives. Again, in general, the inputs have a value of 1, and if there

was a negative mention in the text, the number one was added. An example is rating of customer fifteen (DMU15),

where the customer complained of poor communication with the travel agency. The final vector of inputs for this

DMU is (2, 1, 1).

For better clarity of previous paragraph, Table 2 introduces a part of the data file, more precisely the first 20

units of measurement. DMU01 and DMU15 from previous paragraph are seen in Table 2. Table 2 shows the verbal

description of the plus and minus that had been subdivided into the subgroups (see above). Then the number of

stars is given, i.e. the total rating, the number of the plus and minus, their difference and finally the efficiency score

is there as well.

DMU positives in words negatives in words stars + - difference efficiency score

DMU01 driver, guide 5 2 0 2 0.600

DMU02 5 0 0 0 0.100

DMU03 guide, organization 5 2 0 2 0.200

DMU04 location 5 1 0 1 0.800

DMU05 location 5 1 0 1 0.800

DMU06 bus, driver 5 2 0 2 0.800

DMU07 guide 4 0 1 -1 0.600

DMU08 5 0 0 0 0.600

DMU09 guide, location 5 2 0 2 0.600

DMU10 guide 5 1 0 1 0.600

DMU11 5 0 0 0 0.400

DMU12 location, transportation, guide 5 3 0 3 0.400

DMU13 time schedule, driver, guide 5 3 0 3 0.400

DMU14 location, driver bus, guide 4 2 1 1 0.400

DMU15 organization 3 0 1 -1 0.400

DMU16 location bus 5 1 1 0 0.400

DMU17 location, organization, bus guide 4 3 1 2 0.300

DMU18 organization 5 1 0 1 0.200

DMU19 organization 5 1 0 1 0.200

DMU20 guide organization 4 1 1 0 0.200

···

Table 2 Part of the data file

4 Results and discussions

Three analyzes of all the results had been done and compared. Averages of all results are shown in Table 3.

stars positives negatives differences efficiency score

sum 695 195 47 148 61.35

max 5 4 3 4 1

min 1 0 0 -3 0.05

std.dev 0.77 1.1 0.65 1.37 0.24

average 4.63 1.3 0.31 0.99 0.41

Table 3 Statistical description of all analysis

The first analysis concerned only the ratings by stars. Based on the average value of the stars, which is 4.63, it

can be assumed (if the 5 stars mean most satisfied and the 0 stars mean least satisfied customer) that the customers

were generally satisfied with the one-day trip, without any big problem.
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The second analysis was based on the difference between positives and negatives. The principle was the use of

the textual analysis. A distinction was made between positive and negative references in the text. If the distinction

was positive, one can assume that the customer was more than satisfied. The more positive the difference between

positives and negatives, the customer is more satisfied. In the case of a negative difference, we are talking about

dissatisfaction. If the value of the difference is zero, it can be assumed that the customer was satisfied, but he/she

did not received anything extra then it was expected. So he/she had no reason to comment on it or that the negatives

were balanced by the positive. Table 2 shows that the positive was greater than the negative. The difference

between positives and negatives is 148. Generally speaking, customers are satisfied. More precisely, the average

value, which is 0.99, indicates that the satisfaction with the one-day trip always prevails.

The third analysis was based on the IDEA models. As already mentioned, DEA models calculates technical

efficiency, but based on input and output data, it can be said that technical analysis can equal customer satisfaction.

If the customer is 100 % satisfied, the value is one. If a customer has already found some problem or he/she was

not satisfied fully, the value is between 0 and 0.99. According to the IDEA method, there had been just three

customers totally satisfied. Another 50 customers had the satisfaction score (the efficiency score) in interval 0.99 -

0.6. These customers probably were satisfied about the one day trip, but they did not get anything extraordinarily

superior (in their eyes). 80 customers had the satisfaction score in interval 0.59 - 0.2. These customers are close

to average. It means that they get what they wanted probably and the one day trip was good. And the rest of the

customers, with the satisfaction score in interval 0.19 - 0, was not satisfied at all.

The last analysis should be the most comprehensive. The reason is the largest database of inputs and outputs.

Table 3 shows that this analysis is most pessimistic. The average value of an effective score is 0.41. This value

means that customers are satisfied in half. It has to be said that this can be influenced by the fact that some

customers did not comment on the given categories, so it can be expected that the score is not 1. However, the

value of 0.41 is quite small and from a classical psychological point of view it can be said that customers were not

extremely attentive to the service, but they have met their expectations.

5 Conclusion

The aim of the article is to measure the efficiency of customer satisfaction with Slevomat for travel services using

the score of Slevomat, positive and negative text and IDEA models.

The results of the first two analyzes are similar. These analyzes generally refer to satisfied customers. The

latest analysis gives much more varied results, but can not be interpreted exactly as the classic DEA method. The

value one means that the rating is effective, but due to the data it also means that the customer satisfaction was

extreme. In other words, the customer received something above average, something above expectations. Values

around the average can then be classified as classically satisfied by customers.

Therefore, the goal of the article has been fulfilled, but it is still necessary to look at the results of the results

and find better data bases.
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Alternative approaches for efficiency evaluation in multi-

stage serial DEA models 
Josef Jablonský1 

Abstract. Traditional data envelopment analysis (DEA) models have been proposed 

as a tool for relative efficiency and performance evaluation of the set of homogeneous 

units that transforms multiple inputs into multiple outputs in one stage. Reality of 

often more complex and the process under evaluation may consists of several consec-

utive serial stages. Multi-stage models assume that all or at least a certain part of out-

puts of a stage s serve as the inputs of the next stage (s+1) and the outputs of the last 

stage of the model are considered as the final outputs of the production process. It is 

possible evaluating efficiency of each stage of the model independently but there are 

proposed several models trying to evaluate the overall efficiency of the multi-stage 

production process. Kao and Hwang [9] and Chen et al. [3] models belong to the most 

known ones. The paper compares traditional multi-stage DEA models with alternative 

approaches based on multi-objectiveoptimization methodology. A minimax, weighted 

sum of deviations and lexicographic principles are applied. The results are illustrated 

on a two-stage model with a real data set with 20 units. 

Keywords: Data envelopment analysis, multi-stage model, efficiency, ranking. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 
Conventional DEA models, firstly introduced by Charnes et al. [2] and further extended by Banker et al. [1] and 

by many others deal with efficiency analysis of single-stage processes. However, reality is usually more complex 

and the production process under consideration can be defined as a multi-stage process. It can be analyzed using 

network DEA models that have been introduced by Fare and Grosskopf [5] at first. A simplest case of multi-stage 

processes is the one that consist of two serial sub-processes. Kao and Hwang [9] and Chen et al. [3] are two first 

DEA models for efficiency evaluation of two-stage serial models but they can be easily generalized for a case of 

multi-stage systems. They are based on traditional definition of efficiency as the weighted sum of outputs divided 

by the weighted sum of inputs. A slack-based model (SBM) for two-stage processes is proposed by Jablonský [8]. 

Two-stage systems and their evaluation of efficiency using DEA models is still subject of research among many 

researchers. Kao [10] is an interested review of two-stage DEA models. A similar study about two-stage DEA 

models is the main topic of the paper Halkos et al. [6]. An importance and attractiveness of the research in this 

field is illustrated by the latest studies Despotis et al. [4] or Li et al. [11]. They discuss the latest developments in 

network DEA models and propose original models extending the traditional ones. 

The aim of this paper is to discuss the possibility of using alternative approaches for efficiency and performance 

analysis in multi-stage serial production systems. The models proposed further in our paper are based on the meth-

odology of multi-objective optimization and work in two main stages. In the first stage the efficiency scores of 

individual stages are derived using traditional DEA models. The next stage consists in an application of multi-

objective optimization principles – lexicographic optimization, minimization of maximum deviation from ideal 

values (maximum efficiency scores from the first stage), and minimization of the sum of deviations. This process 

lead to optimal weights of the inputs, final outputs and all intermediate variables that minimize the given metrics 

and derives efficiency scores of particular stages and/or overall efficiency score that allows complete ranking of 

the units under evaluation.  

The paper is organized as follows. Section 2 contains basic definitions and formulation of traditional multi-

stage models. Section 3 introduces original multi-stage DEA models based on multi-objective optimization meth-

odology. The results of the model are illustrated on the two-stage model with a real data set – efficiency evaluation 

of 20 Czech banks. Final section discusses given results and possibilities of a future research in this field. 

 

                                                           
1 University of Economics, Prague, Faculty of Informatics and statistics, Department of Econometrics, W. 

Churchill Sq. 4, Praha 3, Czech Republic, e-mail: jablon@vse.cz 

180



2 Multi-stage serial DEA models 
Let us assume a multi-stage serial production process with S stages. It is graphically illustrated on Figure 1. The 

first stage of this process spends m inputs and produces p1 outputs. For simplicity, we suppose that all outputs of 

the first stage serve as the inputs of the second stage (in general, some of them may leave production process). The 

second stage produces p2 outputs that enter the third stage as its inputs. In general, the stage s = 2,…,S-1 has ps-1 

inputs and ps outputs. Let us denote for the DMUi:  xij, i = 1,…,n; j = 1,…,m, the value of the j-th input of the first 

stage, yik, i = 1,…,n; k = 1,…,r, the value of the k-th final output of the last stage, and 
s

s
ilz , i = 1,…,n; ls = 1,…,ps, 

s = 1,...,S1 the value of the ls-th output of the s-th stage and at the same time the value of the ls-th input of the 

(s+1)-th stage. Individual efficiency scores of the first and the last stages  1q and  Sq are defined as follows:  
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where 
s

s
ilw  ls = 1,…,ps, s = 1….,S1, are the weights of the intermediate variables in the s-th stage. The overall 

efficiency score q
0

 for the DMUq is the weighted sum of final outputs divided by the weighted sum of the inputs 

of the first stage, i.e. 
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It is clear that the overall efficiency score is the product of efficiency scores of all particular stages, i.e.
0 1... S
q q q    

holds. 

                    Intermediate 

        Inputs            variables       Final outputs 

             Stage 1   Stage 2  . . . Stage S-1  Stage S 

          

   xij, j = 1,,…,m  z1
il, l1 = 1,…,p1 z2

il, l2 = 1,…,p2 zs-1
il, ls-1 = 1,…,ps-1 yik, k = 1,…,r 

                   i = 1,…,n 

Figure 1: Multi-stage serial model 

 

Kao and Hwang model [9] was originally proposed for two-stage serial models but can easily be generalized for a 

multi-stage case. This generalized model maximizes overall efficiency score  0q of the unit under evaluation under 

the assumption that efficiency scores in all other stages for all other units of the set do not exceed 1. This model is 

not linear in its objective function but can be easily transformed into a linear program. The linearized version of 

this model is below (the model assumes S  3; for two-stage models the second set of constraints must be removed):   

 

Maximize *

1

r
KH

q k qk

k

u y


  

Subject to 
1

1 1

1

1 1

1 1

p m

l il j ij

l j

w z v x
 

  ,  i = 1,…,n,     (4) 

1

1 1

1

1 1

1 1

,
s s

S s s s

s s

p p
s s s s
l il l il

l l

w z w z


 



 

 

    i = 1,…,n, s = 2,…,S1, 

1

1 1

1

1 1

1 1

,
S

S S

S

pr
S S

k ik l il

k l

u y w z


 



 

 

    i = 1,…,n, 

Josef Jablonský

181



1

1,
m

j qj

j

v x


  

  0, 0, 0.j l kv w u  

 

The ideal (maximum) efficiency score of the unit DMUq in all stages can be derived using conventional input-

oriented DEA models with constant returns to scale technology. The model for a general stage s = 2,…,S-1 is as 

follows (the model for deriving ideal efficiency scores for the first and the last stages are slightly modified): 

 

Maximize *
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3 Alternative models for efficiency evaluation in multi-stage processes 

The main aim of the paper is to verify the applicability of alternative approaches for measuring efficiency in case 

of multi-stage models. Three models based on basic multi-objective optimization principles will be taken into 

account – lexicographic optimization, minimization of the sum of deviations from ideal values, and minimax prin-

ciple.  

3.1 Lexicographic optimization 

Let us assume that the decision maker is able to discriminate among levels of efficiencies in all particular stages. 

Without the loss of generality we can assume that the efficiency score of the first stage is the most important, the 

second stage has the second importance, etc. Under this assumption we can solve the following lexicographic 

optimization problem: 

lex max  (
1
q , 

2
q ,…,

S
q ) 

subject to 
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Let us denote (v*, w1*, …, wS*, u*) vectors of optimal weights computed by model (6). The efficiency scores of 

the first and the last stages and overall efficiency score using these optimal weights are as follows (efficiency 

scores of intermediate stages are computed in the same way):  
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Results (7) allow ranking of the DMUs easily according to their overall efficiency scores 0i , i = 1,…,n.  
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3.2 Weighted sum of deviations 

The model introduced below minimizes the weighted sum of deviations of efficiency scores of all stages from their 

ideal values obtained by models (5).  

minimize  
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In model (8), ds (s = 1,…,S) are deviational variables that express the distance of the efficiency scores  sq from 

their theoretically maximum values. s (s = 1,…,S), 1s   are the weights expressing the importance of devi-

ational variables in the objective function. It is clear that i = 1 leads to the model that maximizes efficiency score 

of the i-th stage but its result need not be identical with results of models (5). The weights derived by this model 

may be used for calculation of efficiency scores of all stages and overall efficiency scores using (7). 

3.3 Minimax model 

The minimax model is just a modification of model (8). Instead of minimization of the sum of deviations a maxi-

mum deviation is minimized. In model (8) its objective function is replaced by the maximum deviation D and the 

set of constraints is extended by: 

ds ≤ D, s = 1,…,S, (9) 

  ds  0. 

As in the previous model the weights computed by this model are used for calculation of particular and overall 

efficiency scores which allow ranking of the units under consideration. 

4 Numerical illustration 

The results of the above formulated models are illustrated on efficiency evaluation of 20 banks operating on the 

Czech financial market. It is rather an illustrative example with a real background. The data set comes from Ja-

blonský [7] and originally is taken from public financial statements of the banks It is presented in Table 1. The 

first stage evaluates production efficiency and the second stage profit efficiency. The following inputs, intermedi-

ate variables and final outputs are taken into consideration.  

Inputs: 

 Equity of the bank in millions of CZK, 

 Number of full time employees (FTE). 

Intermediate variables (outputs of the first stage and inputs of the second one): 

 Deposits in millions of CZK, 

 Credits in millions of CZK. 

Only final output: 

 Profit in millions of CZK. 
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The problem is expressed as a two-stage model, i.e. in our notation above S = 2. The models (4), (6), and (8) 

presented in previous sections are formulated in a general way for S ≥ 3. For the case of two-stage models they 

can be easily modified by omitting of the second set of constraints in each model. 

 

 

 Bank Equity FTE Credits Deposits Profit 

CS 14 014 10 163 416 854 530 101 14 317 

Citibank 673 900 125 062 169 425 14 310 

ČSOB 3 635 6 420 209 172 568 199 13 572 

GE Money 775 2 290 97 262 109 942 3 851 

Hypotecní Bank 157 476 145 070 455 2 288 

ING CZ 84 123 19 169 89 211 821 

KB 6 556 7 883 334 834 441 285 14 417 

LBBW Bank 727 350 19 161 18 929 50 

Raiffeisenbank 989 528 152 663 125 936 2 320 

UniCredit 1 578 265 172 070 174 373 3 473 

Volksbank CZ 186 726 39 147 30 155 345 

Wustenrot 380 200 31 978 35 956 341 

Commerzbank 42 371 40 162 19 950 343 

Czech Export B 39 144 59 856 58 690 217 

Czech-Moravian  171 218 20 776 27 076 1 053 

PPF Bank 44 154 18 655 36 332 804 

Blue pyramid 399 356 49 030 69 119 1 026 

Raiffeisen SS 56 257 39 578 76 160 830 

CS SS 420 250 44 307 97 540 1 464 

Wustenrot hyp 17 33 11 261 2 259 90 

Table 1 Data set – efficiency evaluation of Czech banks   

 

The results obtained by presented models for all DMUs are included in Table 2. All results are computed under 

the assumption of constant returns to scale returns to scale technology. Assumptions of other technologies can be 

ensured by small changes of the models. Table 2 contains the following information: 

 Column (1) – name of the bank. 

 Columns (2) to (4) – efficiency scores of the first and second stages, and overall efficiency scores – three banks 

are efficient in the first stage (ING CZ, UniCredit and Czech Export) and two in the second stage (Citibank 

and Hypotecni Bank). Citibank is only DMU overall efficient.  

 Column (5) – efficiency scores obtained by Kao and Hwang model (4).  

 Column (6) – overall efficiency scores derived using of the optimal weights of the model (8) with 1 = 2 = 

0.5.   

 Column (7) – overall efficiency scores computed using optimal weights of the minimax model (9).  

The results show that there are no significant differences among all presented models. There are few rank 

reversals of the banks but all model identify as the most efficient Citibank.  

5 Conclusions 

The presented three models for efficiency and performance evaluation of serial multi-stage processes can be con-

sidered as a possible alternative to traditional network DEA models. The numerical example shows that their 

results are more or less similar to traditional models. There is almost a perfect correlation between the results of 

Kao and Hwang model on one hand and the other models on the other hand (correlation coefficient greater than 

0.99 in all pairs of results). 

The advantage of the proposed models consists in their parametrization which allows a more detailed analyzes 

of level of efficiency of the units under evaluation. The relation of the presented models to conventional network 

and/or single-stage models was verified on an example only. A general relation should be further investigated 

which could be an excellent issue for a future research.     
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Bank 1st stage 2nd stage Overall Kao- 

Hwang 

WSD Minimax 

(1) (2) (3) (4) (5) (6) (7) 

CS 0.1010 0.3170 0.0886 0.0314 0.0314 0.0312 

Citibank 0.3764 1.0000 1.0000 0.3764 0.3764 0.3764 

ČSOB 0.1401 0.5671 0.1756 0.0509 0.0510 0.0486 

GE Money 0.1088 0.4038 0.2337 0.0427 0.0415 0.0420 

Hypotecní Bank 0.7290 1.0000 0.6854 0.1234 0.1208 0.1166 

ING CZ 1.0000 0.3743 0.4597 0.1590 0.1590 0.1529 

KB 0.1124 0.3853 0.1150 0.0429 0.0429 0.0428 

LBBW Bank 0.1117 0.0298 0.0090 0.0030 0.0030 0.0030 

Raiffeisenbank 0.6004 0.2006 0.2763 0.0936 0.0867 0.0876 

UniCredit 1.0000 0.2255 0.8243 0.2255 0.2255 0.2255 

Volksbank CZ 0.1371 0.1228 0.0872 0.0139 0.0115 0.0112 

Wustenrot 0.3522 0.1092 0.1072 0.0363 0.0363 0.0361 

Commerzbank 0.6231 0.1649 0.3841 0.0611 0.0485 0.0485 

Czech Export 1.0000 0.0416 0.2617 0.0416 0.0416 0.0416 

Czech-Moravian  0.2518 0.4580 0.3038 0.1139 0.1139 0.1133 

PPF Bank 0.5630 0.3767 0.8594 0.1415 0.1347 0.1347 

Blue pyramid 0.3680 0.1829 0.1813 0.0656 0.0658 0.0656 

Raiffeisen SS 0.9037 0.1833 0.6971 0.1109 0.1036 0.0880 

CS SS 0.5925 0.2888 0.3683 0.1270 0.1270 0.1238 

Wustenrot hyp 0.8016 0.2648 0.2490 0.0661 0.0610 0.0610 

Table 2 Efficiency scores obtained by DEA models   
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Stakelberg Game in Emergency Service System Reengineering 
Jaroslav Janáček1, Marek Kvet2 

Abstract. An emergency service system design is usually worked up by a system 

administrator, who acts on behalf of the public and tries to minimize disutility per-

ceived by an average user. As distribution of demands for service develops in time 

and space, the originally determined center locations will cease to suit both serviced 

population and providers and reengineering of the system is to be performed. In 

some systems, the administrator is responsible for the reengineering. In other sys-

tems, the administrator only defines some rules, under which a service provider is al-

lowed to relocate his service centers. In the second mentioned emergency health care 

system the profit of a provider is proportional to transportation performance neces-

sary for the demand satisfaction. This paper deals with the latter case, when partial 

reengineering is suggested by the private service providers running considerable 

portions of the current service centers. The providers try to maximize their profit 

subject to the system administrator’s rules. We model the providers’ behavior and 

the process of reengineering as an instance of Stackelberg’s game. 

Keywords: Location, Emergency Medical Service, System Reengineering, Stackel-

berg’s Game of Providers. 

JEL Classification: C61 

AMS Classification: 90C27 

1 Introduction 

This contribution was motivated by a special case of emergency service system reengineering, when the deci-

sions on change of service center deployment is not made by system administrator, but a considered service 

provider, who acts subject  rules given by the administrator. Originally, the emergency system is designed with 

the objective to minimize the average or total disutility perceived by the users [1], [3], [8]. The optimal deploy-

ment of service centers for such type of system can be obtained by exact or approximate solving of the weighted 

p-median problem modelled either by the location-allocation or radial formulations [4], [5], [6], [12]. The admin-

istrator also supervises dispatching of emergency vehicles to individual users’ demands in the way that each user 

demand is served from the nearest available service center. The service provision by emergency vehicles is per-

formed by private providers, who own and run several service centers equipped with emergency vehicles. The 

profit of a provider is considered to be proportional to transportation performance necessary for the demand 

satisfaction. In some national systems, the system administrator only defines some rules, under which a service 

provider is allowed to relocate his service centers [10].  

The users’ and providers’ objectives are in a conflict, the user protecting rules comprise usual condition that 

the average or total value of disutility must not exceed a given limit. Following these rules, a considered provid-

er, who performs reengineering, will change locations of his centers so that he maximizes the profit by capturing 

much demand under assumption that each demand is serviced from the nearest service center. We provided line-

ar programming model of provider’s reengineering of his part of emergency service system to maximize his 

profit under rules imposed by the system administrator [7]. In this paper, we focus on relation between the con-

sidered provider called leader and the other mutually cooperating providers, which represent a follower, which 

reacts on leader’s decisions. The relation will be studied here as a form of Stackelberg’s game [13]. 

2 Model of Follower’s Reengineering 

We introduce J as a finite set of all system users, where bj denotes a volume of expected demand of user jJ. Let 

I be a finite set of possible center locations. For each pair i, jIJ, the symbol dij denotes the integer distance 

between locations i and j, where the maximal relevant distance is denoted by m. The current emergency service 

center deployment is described by two disjoint sets of located centers IL I and IF  I, where IL contains the 

centers of the leader and IF is the set of p centers belonging to the other providers.  
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The model below describes the problem, where positions of leader’s service centers from IL are fixed and the 

follower’s service centers from IF can be changed, for follower to improve his benefit. Due to some restrictions, 

the centers originally located at positions from IF can be moved only to some free locations from I-IL or they can 

be left unchanged. Let IR denote the subset of possible center locations for the follower’s centers. It holds that 

IF IR I-IL. 

The system administrator’s rules are quantified by the following constants. The value F gives upper limit of 

the total transportation performance necessary for satisfaction of all users’ demands (the total disutility perceived 

by system users). The value H is the maximal feasible distance between a user’s location and the nearest service 

center. 

We introduce coefficients as
ij for each pair i, j, where iIRIL and jJ, where as

ij = 1 if and only if dij  s and 

as
ij = 0 otherwise for s = 0, 1, …, m-1. 

We define cost coefficients for iIR and jJ so that cij = 0 if dij ≥ min{dtj: tIL} and cij = bjdij otherwise. 

The last two auxiliary structures are denoted as {Pj} and {Rj}, where jJ. The first of them is a system of 

ordered lists, where list Pj consisting of iIR is ordered so that the following inequalities hold: dPj(1)j ≤

 𝑑𝑃𝑗(2)𝑗 ≤ ⋯ ≤  𝑑𝑃𝑗(|𝐼𝑅|)𝑗. An element Rj of the second structure is an ordered list of subscripts from range 1, …, 

IR, where Rj(r) gives the minimal subscript, for which  𝑑𝑃𝑗(r)𝑗 < 𝑑𝑃𝑗(𝑅𝑗(𝑟))𝑗 holds. Obviously r+1 Rj(r). 

Now, we introduce series of decision variables, where binary variable yi defined for each iIR takes the val-

ue of one, if a service center is to be located at i and it takes the value of zero otherwise. 

To be able to express the total transportation performance value, we introduce zero-one auxiliary variables 

xjs for jJ and s = 0, 1, …, m-1, where xjs = 1 if there is no located service center in the radius s from the user 

location j. 

Finally, we introduce series of allocation variables zij{0, 1} for iIRIL and jJ, where zij = 1 if user de-

mand located to j is serviced from center location i. 

Using the above introduced structures and decision variables, we suggest the following model. 
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The objective function (1) expresses the volume of transportation performance allocated to the considered 

provider (provider’s profit). If a user is nearer to a center of other providers, the contribution to the considered 

provider is zero. The misallocation of a user to a more distant center of the considered provider is prevented by 

constraints (8). 

Constraint (2) preserves constant number of centers belonging to the considered provider under reengineer-

ing. 

Constraints (3) ensure that any user j lies in the radius H from a located center, i.e. maximal distance be-

tween a user and the nearest center is less than or equal to the value H. 

Constraints (4) give relation between located variables yi and auxiliary variables xjs so that xjs equals to one, 

if no center is located in the radius s from the user’s location j. Then, the expression xj0+ xj1+…+ xjm-1 gives the 

distance from the user j to the nearest service center regardless of its owner. 

Constraint (5) makes use of the variables xjs and assures that the total transportation performance does not 

exceed the given value F. 

Constraints (6) are commonly used allocation constraints, which assure that each user demand is allocated to 

exactly one center belonging either to the considered provider or to other providers. 

Link-up constraints (7) give relation between allocation variables zij and the location variables yì, which 

model the decisions on locating service centers operated by considered provider. 

Constraints (8) were developed to prevent the maximization process from allocating a demand to a more dis-

tant service center than the nearest one. The constraint formulated for location Pj(k) and user j forbids allocation 

of user’s j demand to every service center Pj(r), which is more distant from the location j than the center location 

Pj(k). 

In remainder of this paper, the optimal set of the follower’s center locations obtained by solving the problem 

(1) – (11) for a set IL of fixed centers and for a given matrix  c of cost coefficients will be denoted as Ic(IL ). 

3 Stackelberg’s Game of Service Providers 

We shall study the problem of a leading provider, which starts with a rearrangement of the set IL of his service 

center locations. The leader’s action is followed by the follower’s changes of follower’s service center locations 

to optimize his profit subject to the current deployment of the leader’s service center. Let us express leader’s 

profit from a given system user j under assumption that leader’s and follower’s sets of service centers are known. 

Let IL and IF denote the current leader’s and follower’s sets of centers respectively. As a user’s demand is as-

signed to the nearest service center, the leader’s profit Cj(IL, IF) from the user j can be defined by (12). 

 

}:min{),(

0),(}:min{}:min{

LijjFLj

FLjFijLij

IidbIICelse
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The total leader’s profit can be expressed by (13). 

The leader’s problem of this Stackelberg’s game can be described as a task of determination of such set IL 

that the profit (13) reaches the maximal value taking into account the subsequent follower’s reaction. It is as-

sumed that the leader is not allowed to place any his center at locations currently occupied by the follower. The 

leader’s problem with p centers can be described as follows. 

Unfortunately, the set Ic(IL ) is a result of an optimization process performed by an IP-solver with the problem 

(1)-(11) and thus the set cannot be expressed analytically. This is why; the problem (14) cannot be represented 

by one mathematical programming model and solved by standard tools of mathematical programming. The exist-

ing approaches to this problem made use of heuristics and their authors tried to obtain a good solution of (14) by 

a searching process, where a heuristics for Ic(IL ) determination was embedded into heuristic process searching 

for IL [2], [9], [11]. 
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We suggest a different approach, which makes use of the exact solving technique for Ic(IL ) mentioned in Sec-

tion 2. The approach is based on an estimation of the follower’s future activities. 

4 Approximate Solution of Leader’s Problem 

Having assumed that the follower’s set IF stays unchanged, we can solve the leader’s problem to optimality by 

the above-mentioned process, which produces the optimal set of leader’s center locations [7]. The process uses 

profit coefficients cij for iI-IF and jJ so that cij = 0 if dij ≥ min{dtj: tIF} and cij = bjdij otherwise. This way of 

leader’s problem solution would be appropriate only under the assumption that the follower will not react on the 

leader’s move (change of IL). The suggested approach tries to anticipate follower’s reaction on the leader’s move 

such that it adjusts the profit coefficients taking in the account the situation which can appear after the leader’s 

move. 

Our approach to the leader’s problem is based on the modified profit coefficients, which reflect the possibil-

ity that the follower places his center so that it will be nearer to the user than a leader’s center. We come from 

the hypothesis that the original contribution bjdij of a user j to the leader’s center located at i will be diminished 

proportionally to the number of possible center locations, which distance from the user location j is less than or 

equal to the distance between locations i and j. Let us denote the number of possible locations j and i by the 

symbol nij. Then, the modified coefficients cij will be determined according to (15). 

)/(

0}:min{

ijijjij

ijFtjij

ndbcelse

cthenItddIf




 (15) 

The non-negative exponent  in (15) is a parameter of this strategy. Obviously, an increase of the parameter 

leads to diminishing of the expected profit. The leader’s solution, i.e. his new service center locations can be 

obtained as the result of the solving process applied on the model (1)-(14), where coefficients cij are employed 

instead of cij and IF is used instead of IL, will be denoted as Ic(IF ). Applying the leader’s solution into the 

Stackelberg’s game, Ic(IF ) corresponds to the result of the leader’s move and this result can be used in the opti-

mization process to obtain the result Ic(Ic(IF )) of the follower’s move. Then, the resulting profit of the leader 

after the both steps of the game are performed is expressed by (16). 

5 Numerical Experiments 
To study presented approximate approach to Stackelberg’s game, we performed series of numerical experiments, 

in which the optimization software FICO Xpress 8.3 (64-bit, release 2017) was used and the experiments were 

run on a PC equipped with the Intel® Core™ i7 5500U processor with the parameters: 2.4 GHz and 16 GB 

RAM. We used benchmarks derived from real emergency health care system of the Slovak Republic, which we 

partitioned into six self-governing regions, i.e. Bratislava (BA), Banská Bystrica (BB), Nitra (NR), Trenčín 

(TN), Trnava (TT) and Žilina (ZA). In each benchmark, all cities and villages were taken into account. The cor-

responding number bj of the dwelling place inhabitants was rounded to hundreds. The set of dwelling places 

represents both the set J of users’ locations and the set I of possible center locations as well. The numbers of 

dwelling places in the individual self- governing regions are reported in Table 1, where the associated column is 

denoted by |I|. The set of currently operated centers in a self-governing region is denoted by I1  I and the num-

ber of located service centers in the individual self-governing regions is reported in the column |I1|. The network 

distance from a user to the nearest located center was considered as the user´s disutility. 

Table 1: Size of used benchmarks. 

Region |I| |I1| |IL| |IF| 

BA 87 14 8 6 

BB 515 36 17 19 

NR 350 27 16 11 

TN 276 21 10 11 

TT 249 18 11 7 

ZA 315 29 15 14 

 


Jj

F
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j
IIIIIC )))((),(( c  (16) 

Jaroslav Janáček, Marek Kvet

189



Each benchmark was completed by random partitioning of the set I1 into two subsets IL and IF of leader’s and 

follower’s centers respectively so that approximately half of the centers belong to the leader. The exact cardinali-

ties of the sets IL and IF are presented in Table 1 in the columns denoted by |IL| and |IF|. 

The current profit of the leader and follower is plotted at Table 2 for each benchmark in the columns SPL and 

SPF respectively.  There is also shown how the leader’s profit drops if he resigns to his move and let move the 

follower only. The resulting profits are given in columns FPL and FPF of Table 2.  

The substantial part of the numerical experiments is devoted to exploration of the suggested approach to the 

leader’s problem. First of all, our attention was focused on proper setting of the parameter . Based on our pre-

liminary experiments, we established range of the parameter as interval [0, 4] and performed enumeration of the 

expression (14), which gives the resulting leader’s profit subject to given value of the parameter . The resulting 

values are plotted in Table 3. 

 

Table 2: Profit shares of the leader and follower at the initial positions and after follower’s only move. 

Region 
Current state 

Only follower’s 

move 

SPL SPF FPL FPF 

BA 8965 12877 8282 13290 

BB 17594 14882 16518 15956 

NR 24822 14009 19648 19160 

TN 15151 11532 10962 15628 

TT 19927 11655 16782 14735 

ZA 15437 16518 12063 19890 

 

Table 3: Resulting leader’s profit, when leader’s strategy given by parameter  is used. 

Region\: 0 0.125 0.25 0.5 0.75 1 2 4 

BA 9358 9358 9358 8787 8787 9344 11042 6843 

BB 17328 17282 17282 17282 16274 16274 16274 14828 

NR 23312 23312 23121 24314 24728 24181 23958 22039 

TN 11854 11854 12212 12212 12212 12212 12212 11417 

TT 19560 19441 19100 18812 18812 19240 18027 19192 

ZA 14420 14375 14696 14696 15239 14446 13409 12715 

AVG 15972 15937 15962 16017 16009 15950 15820 14506 

 

6 Conclusions 
The paper deals with an approach to emergency service system reengineering, where the service providers play 

so-called Stackelberg’s game, in which they compete for profit following transportation performance necessary 

for servicing their clusters of users. The clusters are formed so that a customer is assigned to the nearest located 

service center and the user’s contribution to profit of the center owner is proportional to product of the distance 

between user’s and center locations and the user’s demand. The game is played so that the considered provider – 

leader performs his move first. The move consists in changing positions of his centers to improve his profit. But, 

this leader’s move is followed by follower’s reaction, which is performed with knowledge of the leader’s chang-

es. This reaction may considerably reduce the resulting leader’s profit. This way, leader’s strategy has to antici-

pate the follower’s reaction on the leader’s move.  

We have suggested leader’s strategy based on adjustment of profit coefficients, which reflect the possibility 

that the follower places his center so that it will be nearer to the user than a leader’s center. As the suggested 

strategy depends on setting of the parameter , we have performed a research of its suitable setting and present-

ed the results.  

The presented approach may serve as a useful tool for research of providers’ behavior in reengineering pro-

cesses, in which different groups of providers compete for the profit under system administrator supervision. 

Future research may be aimed at fair solution of the reengineering problem. 
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Semantic Model of Management  

in Student Projects 
Tereza Jedlanová1, Jan Bartoška2, Klára Vyskočilová3 

Abstract. The article describes the use of semantic networks and analytical network 

analysis (ANP) methods for quantification of the "soft" structure of a project. Design 

and use of the semantic model is shown on selected student projects. The semantic 

project networks are derived based on the Work Breakdown Structure and the RACI 

matrix. Their subsequent quantification using the ANP method creates the basis for a 

team communication in organization. Although the prioritization of project roles in 

communication or project documentation in project management is key to the success 

of the project, a unique approach to quantify the soft structure of the project has not 

been introduced yet. Semantic networks can be used to manage projects to illustrate 

and quantify links between internal and external objects of the project environment - 

- project goals, project outputs and project documents. The paper suggests a new 

approach to identifying and quantitating project roles in the project communication. 

The showed semantic model and its quantification can be used to construct a multi-

criteria model for decision support in project management. This may be applied not 

only in student organizations but also in commercial practice. 

 

Keywords: Project Management, Student Projects, Semantic Networks, Stakeholder 

Management, Analytic Network Process, Human Resource Project Management, 

Multi-criteria Decision Making. 

 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

So far in project management no analytical tool has been implemented for a comprehensive analysis of the 

management structure, with the possibility of quantification of elements and links for project roles, project 

documentation, project constraints or project outputs. The proposed tool to perform this task in the form of 

semantic networks and ANP (Analytic Network Process) is suggested by [1] and [2]. Its use makes it possible to 

obtain quantitative feedback on the significance of elements in the project structure and its management - 

especially in the case of a project team.  

Project management is a collection of many professional disciplines and skills when, besides traditional 

quantitative approach, qualitative approach which is the content of international standards is gaining on 

importance. International standards of project management, i.e. PMBOK®Guide [9], PRINCE2 [7] and ISO 

21500:2012 [4] describe a common practice to set organizational, instrumentation, process and knowledge 

management aspects of a project, giving rise to the so-called "soft" structure of the project, i.e. a partially ordered 

set of documents, roles, workflows and tools with variable influence of internal and external environment of the 

project. Although the prioritization of project roles in communication and project documentation in project 

management is a key for the success of the project, a unique approach to quantifying the "soft" structure of the 

project has not yet been introduced. "Soft" structures of the project are usually just displayed in the form of 

knowledge maps or semantic networks. For potential quantification it is appropriate to focus particularly on the 

use of semantic networks. 

Semantic networks are conventionally utilized in ICT, especially in developing and maintaining software and 

web applications, e.g., Kim et al. [5] uses a semantic model for viewing and extracting structure tags for creating 

and managing web sites, or Zhu and Li [18] focus on developing a semantic approach in IT for the resolution of 

an application and contextual level. The use of semantic networks can lead to the improvement of the systems 

studied, such an example is a case study in the field of IT by Shing-Han, Shi-Ming, David and Jui-Chang [15]. 

Semantic networks are also used for expressing the relationships between users of information systems and content 
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web servers, where significance quantification of elements is subsequently conducted with the help of the 

PageRank method [8]. In a similar manner, but using the ANP method (Analytic Network Process) [13], it is 

possible to quantify the elements of the "soft" project structure, i.e. e.g. project roles, project documentation and 

project constraints. The use of semantic networks in project management is not yet prevalent. For the environment 

of IT project models, Schatten [14] proposes semantic social networks for the extraction and transfer of knowledge 

within the project team and stakeholders of the project. Whereas Williams [17] uses a semantic network for the 

display and analysis of success factors in the structure of mutual expectations and limitations of the project 

stakeholders. While El-Gohary, Osman and El-Diraby [3] for example indicate that insufficient or inadequate 

stakeholders' involvement in the management of projects, programs and portfolios is the main reason for failure, 

and they further propose the semantic model as a tool to visualize and manage relationships and knowledge towards 

stakeholders in a multi-project environment. Following the example of their use in IT, it is therefore appropriate 

to continue developing semantic models to meet the needs of project management, i.e. a management structure of 

roles, documentation, and knowledge constraints in a project. 

The aim of the article is to use a semantic model for the management of projects in the student project 

environment and to quantify the significance of project roles. The benefit should be a holistic approach to 

identifying and quantifying project roles as elements in the structure of the project environment. 

2 Materials and methods 

2.1 Project Management Institute – PMBOK® Guide 

Project Management Institute (PMI) ranks among the largest non-profit associations in the world, dealing with 

project management. The association was founded in the United States in 1969. Since the 80s of the 20th century, 

in a broad discussion among experts and professional public, it has been developing a standard entitled "A Guide 

to the Project Management Body of Knowledge" (PMBOK®Guide).  

The PMBOK®Guide [9] is process-oriented and in its knowledge areas it presents the set of qualitative (e.g. 

team management, team motivation, etc.) or quantitative approaches (e.g. CPM, EVM, etc.) necessary for project 

management. Knowledge areas of the PMBOK®Guide standard [9] represent the substantive content of the project 

lifecycle processes. The standard thus dissolves project management into atomic transformations where the entry 

is secured, necessary tasks (expert, professional, managerial, etc.) are performed and output is created. Outputs 

from one process become inputs of the second. 

2.2 PRINCE2 – Projects in Controlled Environments 

International project management methodology PRINCE2 originated at Simpact Systems Ltd. in 1975 as a 

methodology of PROMPT projects management. In 1979, the UK government has accepted PROMPT II 

methodology as the official methodology for managing IT projects in public administration. In 1989, the 

methodology was expanded and published under the new name PRINCE - "Projects in Controlled Environments''. 

Using the topics [7], the methodology indirectly defines its own knowledge areas, i.e. the areas to be managed 

across processes, with the help of specific expertise and with a specific goal.  

The topics of PRINCE2 methodology are as follows [7]: Business Case; Organization; Quality; Plans; Risk; 

Change; Progress. The seven processes which PRINCE2 methodology provides describe the life cycle of a project 

from the position of roles and responsibilities. All seven PRINCE2 processes can be continuously connected. 

PRINCE2 methodology processes [7] are based on the interaction of project roles and stakeholders in the 

organizational structure of the project. Project roles and roles of stakeholders in PRINCE2 are as follows [7]: 

Steering Committee; Sponsor; Senior User; Senior Supplier; Project Manager; Team Manager; Change Authority; 

Project Support; Project Assurance. 

2.3 Semantic Model 

A semantic model consists of a semantic network that Mařík et al. [6] define as "natural graph representation", 

where each node of a graph corresponds to a specific object and each edge corresponds to a binary relation. Mařík 

et al. [6] further state that "semantic networks can conveniently express the relations of set inclusion and 

membership in a set, and unique as well as general terms can be represented there". Semantic networks emerged 

at the end of the 60s of the 20th century. The term "semantic network" was for the first time used by Quillian [10] 

in his dissertation on the representation of English words. According to Sow [16], semantic networks are used for 

their ability to provide an easy-to-use system of information representation. The semantic networks are suitable 

for displaying and expressing vast information resources, management structures and processes or other areas, e.g. 

[11]. 
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2.4 Analytic Network Process (ANP) 

The ANP (Analytic Network Process) method is the generalization of the AHP (Analytical Hierarchy Process) 

method. The ANP model reflects and explores the increasing complexity of network structure, where the network 

is made up of different groups of elements. Each group (cluster) comprises a homogeneous set of elements. 

Linkages can exist among clusters as well as among the elements. In the ANP model the hierarchy is removed 

[13]. 

 

Figure 1The structure of elements and clusters in ANP model  

The benefit of the ANP method is the ability to express different preferences of links between elements and 

clusters. To express preferences the method of pair comparison is used. Preferences always occur precisely in 

assessing the importance of the two elements in terms of the element which refers to them - there rises a question 

"which of the elements is more important, and by how much". The resulting values for the sub-clusters are then 

combined into a super matrix where the normalisation of columns is performed [12] or [13]. 

 W =
C�			 C� … C�C�C�⋮C� 
W�� W�� … W��W�� W�� ⋯ W��⋮ ⋮ ⋱ ⋮W�� W�� … W��

� (1) 

Where each block of the super matrix consists of: 

 W�� = 
w�� w�� … w��w�� w�� ⋯ w��⋮ ⋮ ⋱ ⋮w�� w�� … w��
� (2) 

Under condition: 

 �w�� = 1, j ∈ 〈1, n〉�
�  (3) 

For a weighted super matrix (1) for which the relation (3) is valid, a calculation to obtain limit weights of the 

elements can be performed. The calculation is performed by squaring the weighted super matrix to a sufficiently 

large number. Since the super matrix has NxN size, the squaring is always feasible in a trivial manner (matrix 

multiplication).The result is the approximation of the weighted matrix to the limit matrix. Limit scales can be 

found in any column of the super matrix. The limit weight of each element expresses the strength of the effect on 

the overall structure of elements, i.e. it answers the question of how strongly an element affects the other elements 

[12] or [13]. 

2.5 Management in Student Projects 

For the purposes of designing a semantic project management network for student projects, the Work Breakdown 

Structures, the RACI matrix, and the organizational structure organogram with roles in student projects are used. 

According to  [9] and [7], the Work Breakdown Structure (WBS) is a tool in the form of a tree chart in which the 

target (root of the tree) is decomposed into partial project outputs, work packages and, consequently,  atomic tasks. 

The WBS is complemented by the creation of an organizational structure, which in the case of student projects has 

a form as illustrated in Figure 2.  
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After creating the Work Breakdown Structure and organizational structure chart, it is possible to define a RACI 

matrix for managing human resources in a team. According to [9] and [7], RACI matrices are incidental in nature 

- in columns defined roles are assigned partial activities in a row. The incidence of the row and column represents 

the type of responsibility:  

• R - Responsible - person working on an activity,  

• A - Accountable - person accountable for a fulfilled task, 

• C - Consulted - person providing consultancy, giving answers when asked,  

• I - Informed - person receiving information in order to know what is happening and not expected to react.  

 

Figure 2 Organizational structure of student projects  

3 Results and Discussion 

3.1 Creating a Semantic Model for Student Projects 

Based on [1] and [2], two student projects were selected to create the semantic model of project management and 

the ANP method: "Ludo" and "Wine festival".  The creation of a semantic model is based on a progressive use of 

the Work Breakdown Structure (WBS) [9], where the core activities of the project are located, and the RACI 

matrix [7] which identifies dependence on project roles and project activities that bind their results on project 

outputs and documentation, or its course on project constraints. 

 

Figure 3 The part of semantic network of the project “Wine Festival” 

In the case of student projects clusters were also proposed for the creation of semantic models:  

• Role - cluster of elements representing partial roles in the project team; 

•  Outputs - clusters of elements that represent planned outputs of the project in the form of expected products, 

services or returns (benefits);  
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• Documentation - a cluster of elements that present project documentation for project planning and 

management; 

• Restrictions - cluster of elements that represent project constraints, dependencies or partial threats.  

The clusters that define the structure of the projects are made up of partial elements. The nature of the elements 

is always given by the cluster they belong to. Names of the elements, such as Documents or Outputs, differ for 

each project. In addition, for the purposes of creating semantic models for student projects, the following linkages 

were defined: 

• R (responsibility) – the linkage goes from a given role and is of the "conjugate - perform - create" type; 

• A (accountability) – the link goes from the role and is of the "approve” type; 

• C (consulted) – the link goes from role R to role C and is of the "consult" type; 

• I (informed) – the link goes from role R to role I and is of the "inform" type.  

The linkages express the possible interaction among the elements, i.e. project roles, documentation, outputs or 

project constraints. The resulting topology of the semantic model differs between the selected student projects - 

the arrangement of the linkages corresponds to the process of project management and planning and 

implementation. For illustration, Figure 3 presents a sub-network of a semantic model for the "Wine Festival" 

student project. Thanks to the procedure described here, i.e. the progressive use of WBS and RACI matrix tools, 

cluster and linkage definition, it was possible to clearly identify the nature and task of project roles in the structure 

and management of the project. 

3.2 Quantification of Project Roles in Project Structure 

The semantic model quantification of the project structure can be performed by the ANP method. The advantage 

of this method is the possibility of bias preferences among elements. Creating the calculation of the ANP model 

(Figure 2) can be performed e.g. in a software tool MS Excel. By calculating a super matrix can be obtained 

weights of the project roles. The resulting weights of the individual elements reflect the influence of the element 

on the structure of the whole model even within individual clusters: 

 

“Wine festival” Project  “Ludo” Project 

Weight Role Weight Role 

0.199052 Senior project manager 0.171429 Senior project manager 

0.170616 Junior project manager 0.171429 Junior project manager 

0.14218 Financial manager 0.114286 Financial manager  

0.14218 Promotion manager  0.114286 Promotion manager 

0.113744 Coordinator of participants 0.142857 Coordinator of participants 

0.113744 Program coordinator  0.142857 Program coordinator 

0.118483 Food coordinator  0.142857 Food coordinator  

Table 1 Quantification of sub-roles in the project team  

From the results achieved in both student projects it is clear that the highest weight and thus the highest 

importance is related to responsibility. In both projects and project teams, it is the Senior Project Manager and 

Junior Project Manager who have the highest responsibility for the project. Both roles have the highest weight in 

the project management structure. The significance of other elements in the cluster is gradually decreasing 

according to the real responsibility in the project - the decrease in the projects varies in relation to their nature and 

difficulty. The semantic model and quantification of roles demonstrate the realistic organization of the project 

team and the project management structure. 

4 Conclusion 

The semantic project management model can be used to display and quantify elements of a project structure. The 

weighting of elements contributes to the clarification of the significance of project roles. The results can be used 

for control (in terms of frequency) and reward (based on position) of team members, or to ensure communication. 

The article describes how to identify and quantify project roles in a project structure, in the context of planned 

outputs, project documentation, and project constraints. The project management tools, namely the Work 

Breakdown Structure to view key project activities, organizational structure of the project (interception of all 

project roles) and, last but not least, the RACI matrix, which was expanded with possible outcomes from individual 

activities, were used. The research was conducted on two student projects bearing the same organizational structure 

and comparable activities during the project. Differences were only in size and focus of the projects. The achieved 
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results have highlighted the difference in importance of roles for each project – comparable projects differ in the 

interaction among roles in the project structure. 
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Multi–Objective Optimization Problems with

Random Elements; Survey of Approaches

Vlasta Kaňková 1

Abstract.

Many economic and financial situations depend simultaneously on a random
element and a decision parameter. Mostly, it is possible to influence the above
mentioned situation only by an optimization model depending on a probability
measure. This optimization problem can be static (one–stage), dynamic with
finite or infinite horizon, single–objective or multi–objective. We focus on one–
stage multi–objective problems corresponding to applications those are suitable
to evaluate simultaneously by a few objectives. The aim of the contribution is
to give a survey of different approaches (as they are known from the literature)
of the above mentioned applications. To this end we start with well–known
mean–risk model and continue with other known approaches. Moreover, we
try to complete every model by a suitable application. Except an analysis of
a choice of the objective functions type we try to discuss suitable constraints
set with respect to the problem base, possible investigation and relaxation.
At the end we mention properties of the problem in the case when the the-
oretical“underlying” probability measure is replaced by its “deterministic” or
“stochastic” estimate.

Keywords: Multi–objective optimization problems, random element, mean–
risk model, deterministic approach, stochastic multi–objective problems, con-
straints set, relaxation

JEL classification: C44
AMS classification: 90C15, 90C29

1 Introduction

Multi–objective optimization problems with a random element correspond to many economic situations
in which an economic process is influenced by a random factor say ξ, a decision parameter say x and it is
suitable to evaluate it by a few objectives. To recall an exact mathematical definition of the optimization
problem depending on a random factor, let (Ω,S, P ) be a probability space; ξ := ξ(ω) = (ξ1(ω), . . . , ξs(ω))
s–dimensional random vector defined on (Ω,S, P ); F (:= F (z), z ∈ Rs), PF and ZF denote the distribu-
tion function, the probability measure and the support corresponding to ξ; x = (x1, . . . , xn) ∈ Rn. Let,
moreover, gi := gi(x, z), i = 1, . . . , l, l ≥ 1, g∗j := g∗j (x, z), j = 1, . . . , l′, l′ ≥ 1 be real–valued (say
continuous) functions defined on Rn ×Rs, X ⊂ Rn be a nonempty set.

The above mentioned rather general multi–objective problem with a random element (in static setting)
can be introduced in the following form:

Find min gi(x, ξ), i = 1, . . . , l

subject to g∗j (x, ξ) ≤ 0, j = 1, . . . , l′, x ∈ X. (1)

(1) is (generally) a non linear multi–objective (practically “deterministic”) programming problem every-
where when the decision x can depend on the random element ξ, it means when the realization ξ is known
in the time of the problem solution. However, it is known that such “nice” situation happen very seldom.
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On the other hand rather often it is possible to assume that the probability measure PF is known or
at least it can be estimated. Consequently, (in such case) a question arises how to determine a suitable
problem. Of course, it is possible to assume that the problem will be again multi–objective and that it
will be depending on a probability measure. To explain this situation, let us start with very simple and
well known one–objective portfolio problem (1) in which l = l′ = 1, the functions g∗1 is not depending on
the random element ξ. The problem (with random element) is the following:

Find max

n∑

k=1

ξkxk s.t.

n∑

k=1

xk ≤ 1, xk ≥ 0, k = 1, . . . , n, n = s, (2)

(xk is a fraction of the unit wealth invested in the asset k; ξk return of the asset k). Evidently, if it
is necessary to determine xk without knowledge the realization ξk, k = 1, . . . , n, then it is (very often)
reasonable to set to (2) two–objectives “deterministic” optimization problem:

Find max

n∑

k=1

µkxk; max[−
n∑

k=1

n∑

j=1

xkck, jxj ], s.t.

n∑

k=1

xk ≤ 1, xk ≥ 0, k = 1, . . . , n, (3)

in which µk = EF ξk, ck, j = EF (ξk − µk)(ξj − µj). (Symbol EF denotes the operator of mathematical
expectation corresponding to the distribution function F ; of course we suppose that the corresponding
final mathematical expectation exists).

Remark 1. The “underlying” problem with random element (2) is single –objective with deterministic
constraints, the corresponding problem (3) depending on the probability measure is two–objectives, where
one is in a form of mathematical expectation and the other is given by the second moment; constraints
set is deterministic.

To find x that maximize simultaneously both objectives is mostly impossible. Markowitz in [13]
suggested to replace the problem (3) by one–objective problem:

Find min[−
n∑

k=1

µkxk +K

n∑

k=1

n∑

j=1

xkck, jxj ] s.t.

n∑

k=1

xk ≤ 1, xk ≥ 0, k = 1, . . . , n, K ≥ 0. (4)

The Markowitz approach to the portfolio problem (3) have started the general approach to multi–objective
stochastic optimization problems, known (from the literature) as scalarizing. (This approach is well known
also from the deterministic multi–objective problems theory.)

2 Scalarizing

To explain this approach we start with more general multi–objective problem with random elements
and suppose: the decision vector x has to be determined without knowledge of the random element
realization ξ. If it is reasonable to determine the decision with respect to the mathematical expectation
of the objectives; the constraints set can be included in “deterministic” constraints depending on PF ,
then the corresponding multi–objective stochastic problem can be introduced in the form:

Find minEF gi(x, ξ), i = 1, . . . , l s.t. x ∈ XF . (5)

Remark 2.

a. We assume that the final mathematical expectation EF gi(x, ξ), EF g
∗
j (x, ξ), i1, . . . , l, j = 1, . . . , l′

exist for all x ∈ X.
b. The mathematical expectation in (5) can be replaced by another functional (see, e.g., the relation

(4)); we denote it generally by a symbol F .
c. Considering (1) with g∗j omitted, the following problem in [4] is considered:

Find min
x, u

(u1, . . . , ul) s.t. PF {gi(x, ξ) ≤ ui} ≥ βi, βi ∈ 〈0, 1〉, i = 1, . . . , l, x ∈ X.

Simultaneously, a comparison with problems mean, mean – variance, mean – standard deviation is
introduced in [4].
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A few types XF ⊂ Rn are known from the stochastic programming literature, they are “deterministic”
(XF = X); given by mathematical expectation EF g

∗
j , j = 1, . . . , l′; determined by probability constraints

(for more details see see, e.g., [1]); recently rather often stochastic dominance constraints appear. The
results obtained for deterministic multi–objective problems enable to apply these cases.

2.1 Deterministic Problems

To recall the suitable results obtained for deterministic problems, let fi(x), i = 1, . . . , l be real–valued
functions defined on Rn; K ⊂ Rn be a nonempty set. The multi–objective problem can be defined by:

Find min fi(x), i = 1, . . . , l subject to x ∈ K. (6)

Definition 1. The vector x∗ is an efficient solution of the problem (6) if and only if there exists no x ∈ K
such that fi(x) ≤ fi(x∗) for i = 1, . . . , l and such that for at least one i0 one has fi0(x) < fi0(x∗).

Definition 2. The vector x∗ is a properly efficient solution of the multi–objective optimization problem
(6) if and only if it is efficient and if there exists a scalar M > 0 such that for each i and each x ∈ K
satisfying fi(x) < fi(x

∗) there exists at least one j such that fj(x
∗) < fj(x) and

fi(x
∗)− fi(x)

fj(x)− fj(x∗)
≤M. (7)

Proposition 1. [7] Let K ⊂ Rn be a nonempty convex set and let fi(x), i = 1, . . . , l be convex functions
on K. Then x0 ∈ K is a properly efficient solution of the problem (6) if and only if x0 is optimal in

min
x∈K

l∑

i=1

λifi(x) for some λ1, . . . , λl > 0,

l∑

i=1

λi = 1.

A relationship between efficient and properly efficient points is introduced, e.g., in [6] or [7]. We
summarize it in the following Remark.

Remark 3. Let f(x) = (f1(x), . . . , fl(x)), x ∈ K; Keff , Kpeff be sets of efficient and properly efficient
points of the problem (6). If K is a convex set, fi(x), i = 1, . . . , l are convex functions on K, then

f(Kpeff ) ⊂ f(Keff ) ⊂ f̄(Kpeff )

(f̄(Kpeff ) denotes the closure set of f(Kpeff ).

2.2 Multi–Objective Stochastic Optimization Problems

Setting
fi(x) = EF gi(x, ξ), i = 1, . . . , l, K = XF , (8)

then evidently, under assumptions of convex functions gi(x, ξ), i = 1, . . . , l on convex, nonempty set
XF , we can (employing Proposition 1) to obtain the set of properly efficient points of the problem (5).
According to Remark 2 this set approximate the set of efficient points of (5). Consequently it is suitable,
first, to suppose X be nonempty convex set and to analyze properties of the sets type XF separately:

1. XF = X. In this case XF = X is a convex set.

2. XF = {x ∈ X : EF g
∗
j (x, ξ) ≤ 0, j = 1, . . . , l′}. Evidently if g∗j (x, ξ), j = 1, . . . , l′ are convex

functions on convex nonempty set X, then XF is a convex set.

3. XF given by individual probability constraints. In particular, in this case we assume l′ = s, there
exist functions ḡj(x), j = 1, . . . , s defined for x ∈ X such that g∗j (x, z) = ḡj(x) − zj , j = 1, . . . , l
and

XF := XF (α) :=

s⋂

j=1

{x ∈ X : P [ω : ḡj(x) ≤ ξj ] ≥ αj},
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where αj ∈ (0, 1), j = 1, . . . , s, α = (α1, . . . , αs), z = (z1, . . . , zs).

If ḡj(x), j = 1, . . . , s are convex functions, PF absolutely continuous with respect to the Lebesque
measure on Rs, then XF is a convex set (for more details see, e.g., [9]).

The situation with general probability constraints is rather complicated; see, e.g., [16].

4. To deal with the last case, let l′ = 1, g∗1(x, ξ) be a real-valued function, Y (ξ) a random value. If
for x ∈ X there exists finite EF g

∗
1(x, ξ), EFY (ξ) and if

F 2
g∗1 (x, ξ)

(u) =

u∫

−∞

Fg∗1 (x, ξ)(y)dy, F 2
Y (u) =

u∫

−∞

FY (y)dy, u ∈ R1,

then we can define the second order stochastic dominance constraints XF by

XF = {x ∈ X : F 2
g∗1 (x, ξ)

(u) ≤ F 2
Y (u) for every u ∈ R1}. (9)

Employing the results [14], the stochastic second order dominance constraints (9) can be rewritten
in a more friendly form:

XF = {x ∈ X : EF (u− g∗1(x, ξ))+ ≤ EF (u− Y (ξ))+ for every u ∈ R1}. (10)

If g∗1(x, ξ) is a concave function on X, then XF is a convex set.

Since for the optimization problem given by (8), (10) the Slater’s condition is not fulfilled generally,
it is necessary to relax constraints set (for more details see, e.g., [2], [11]).

The multi–objective problem given by (8) (with XF fulfilling first and third case, gi(x, ξ), i = 1, . . . , l
be strongly convex function) has been investigated in [10], where also the definition of a strongly convex
function can be found. However, [10] is mainly focus on the case when the theoretical measure PF is
replaced by empirical one given by independent random sample. To obtained these results the stability
with respect to the Wasserstein metric has been there investigated.

The special case of the functions fi has been considered in [5]. In particular, there were considered
the following multi–objective two-stage stochastic problem:

Find min fi(x) = g′i(x) + EF min q′y, i = 1, . . . , l

s.t. Ax = b,

Dx+Wy = ξ, x ≥ 0, y ≥ 0.

A, D, W, b, q are deterministic matrix of the corresponding dimensions, g′i, i = 1, . . . , l suppose to be
linear deterministic.

The stability of the last problem considered with respect PF and based on the bounded Lipschitz
metric, has been investigated in [5]. We recall this work because it has been first one dealing with the
stability of multi–objective stochastic problem.

Remark 4. An idea of scalarization has been also employed in [8]. However there the approach is
combined with utility function approach. Consequently, there the linear dependence objectives on the
probability measure is a very suitable property. In [10] this property can be replaced by more general
assumptions.

3 Multi–Objective Stochastic Objectives via Stochastic Dominance

The relations (9), (10) recalled the constraints set given by the second order stochastic dominance.
Considering in (1) the case l = 1 and g∗1 , j = 1, . . . , l′ being omitted, we can evaluate the solution x by
the stochastic dominance. To this end, first, we generalize the problem (3) and consider the problem:

Find maxEF g1(x, ξ), min ρ(g1(x, ξ))) s.t. x ∈ X, ρ(·) denotes a risk measure. (11)

Vlasta Kaňková

201



(11) is two objectives optimization problem. Evidently to optimize simultaneously both objectives is very
often impossible (see also a comment to the problem (3)). Following the approach of Markowitz we can
obtain the problem:

Find max{(1− λ)EF [g1(x, ξ)]− λρ(g1(x, ξ)} s.t. x ∈ X; λ ∈ 〈0, 1〉. (12)

To recall examples of the risk measure ρ considered in [8] we set V := g1(x, ξ). They are

1. variance – ρ(V )(:= var(V )) = EF [V − EFV ]2,

2. absolute semi–deviation – ρ(V ) (:= δ̄(V )) = EF [max (EF[V ]− V ), 0],

3. the standard semi–deviation – ρ(V ) (:= (δ(V )) = (EF [(max(EF [V ]− V, 0))2])1/2,

4. ρ(V ) (:= Average Value− at− Risk) = AV@Rα(V ) for some fixed α ∈ [0, 1].

(For the definition of AV@Rα(V ) see, e.g., [8]), [19].)

It is well known that the second order stochastic dominance corresponds to order in the space of non-
negative nondecreasing concave utility functions. If we denote by the symbol �2 second order stochastic
dominance, then the following definition can be found in [8], [15].

Definition 3. The mean–risk model (11) is called consistent with the second order (�2) stochastic
dominance if for every x ∈ X and y ∈ X,

g1(x, ξ) �2 g1(y, ξ) =⇒ Eg1(x, ξ) ≥ Eg1(y, ξ) and ρ(g1(x, ξ)) ≤ ρ(g1(y, ξ)).

It has been recalled in [8] that the mean–risk model using Average Value–at–Risk at some level α is
consistent with second order stochastic dominance relation.

Remark 5. The Markowitz mean-variance model is not consistent with second order stochastic domi-
nance relation (�2), so it is not perfectly suited as a decision aid for rational, risk averse decision marker.
In the case of absolute semi–deviation and standard semi–deviation the situation is a little bit more
complicated.

Till now we have employed univariate second order stochastic dominance order. However, there are
known also (from the literature) the definitions of multivariate stochastic orders. Evidently they are
defined on sets of vector random variables. There are known approaches those generalize univariate
stochastic order to multivariate case. To recall them let X, Y be two m–dimensional vectors with
components (X1, . . . , Xm), (Y1, . . . , Ym).

Definition 4. X dominates Y in sense of components in second order if Xj �2 Yj for every j =
1, . . . , m.

Definition 5. X dominates Y in sense of positive linear second order if aTX �2 aTY for all a ≥ 0.

The others generalized models of the multivariate stochastic dominance have appeared in the last time.
We recall a work [17] devoted very carefully to this topic.

Applications of multivariate stochastic orders to multi–objective stochastic programming problems
can be found in [8].

4 Special Approach

At the end we mention one special approach in which an objective and constraints are determined by one
decision parameter (see [12]). The problem can be introduced in the form:

Find max qTx+ η(p)

s.t. Ax ≥ b,

P{Tx ≤ d} ≥ p, p ≥ p
¯
, 0 ≤ x ≤ u.

(13)
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T (:= T (ti, j)) is a matrix with rows TT1 , . . . . T
T
s discretely distributed random vectors not necessary

independent), moreover, each component of Ti = ti, jξj , where ti, j is a scalar and ξj random variable;
q, A, b, u, d, p

¯
are given deterministic with suitable dimension; η(p) is monotone increasing function of p.

Evidently the problem (13) can find applications in production planing; qTx can be considered as a profit
of production, p

¯
can be interpreted as the lowest acceptable reliability level of quality control process or

the ready rate service level provided to customers.

5 Conclusion

We have tried to give a brief survey of the approaches to multi–objective problems with a random element.
These problems arise in applications, some of them can be found in [3], [10], [18]. However, to deal with
them is beyond of the scop of this contribution .
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How to down-weight observations in robust regression:
A metalearning study

Jan Kalina1, Zbyněk Pitra2

Abstract. Metalearning is becoming an increasingly important methodology for
extracting knowledge from a data base of available training data sets to a new (in-
dependent) data set. The concept of metalearning is becoming popular in statistical
learning and there is an increasing number of metalearning applications also in the
analysis of economic data sets. Still, not much attention has been paid to its limita-
tions and disadvantages. For this purpose, we use various linear regression estimators
(including highly robust ones) over a set of 30 data sets with economic background
and perform a metalearning study over them as well as over the same data sets after
an artificial contamination.
We focus on comparing the prediction performance of the least weighted squares esti-
mator with various weighting schemes. A broader spectrum of classification methods
is applied and a support vector machine turns out to yield the best results. While re-
sults of a leave-1-out cross validation are very different from results of autovalidation,
we realize that metalearning is highly unstable and its results should be interpreted
with care. We also focus on discussing all possible limitations of the metalearning
methodology in general.

Keywords: metalearning, robust statistics, linear regression, outliers.

JEL classification: C14
AMS classification: 68T37

1 Introduction
Metalearning can be characterized as a perspective methodology for extracting knowledge from a data base of
training data sets, allowing to apply the knowledge to new independent (validation) data sets. It can be described
as learning to learn over metaknowledge, i.e. knowledge about whole data sets which serve as a prior knowledge
rather than measured values contained in these data sets. Metalearning represents an approach to machine learning
(i.e. automated statistical learning) popular in recent computer science and data mining [2], starting to penetrate
also to economic applications [1] suitable also (but not limited to) high-dimensional economic data [14].

The currently most renowned works on metalearning principles [2, 13] recommend metalearning especially for
those domains, in which a theoretical knowledge would be hard to acquire. However, besides appealing properties
of metalearning, we must also realize its limitations, mainly its instability and sensitivity to data contamination.
However, a truly critical evaluation of metalearning seems to be still missing. It is mainly the fully automatic
character of the metalearning process which hinders a profound interpretation of the results. The community of
computer scientists finds however heuristics and black-box procedures more appealing, i.e. does not incline to
detailed interpretations anyway.

Metalearning principles have been already applied to search for the best robust regression method in [11]. Our
new approach here is to use metalearning to predict the most suitable weighting scheme for the highly robust least
weighted squares estimator of [15]. In addition, we accompany the study with a larger comparison of different clas-
sification methods from both multivariate statistics and machine learning. First, we recall principles and methods
of robust regression in Section 2. We also propose several new weighting schemes for the least weighted squares
estimator. Our metalearning study is described in Section 3 and the results are presented in Section 4. A discussion
follows in Section 5. The final Section 6 discusses the instability of metalearning in general.

2 Robust regression
Throughout this paper, the standard linear regression model

Yi = β0 + β1Xi1 + · · ·+ βpXip + ei, . . . , i = 1, . . . , n, (1)
1Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věžı́ 4,
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is considered with n values of p regressors and a continuous response Y under the presence of random errors
e1, . . . , en. The least squares estimator, which is the notoriously known standard estimation tool for the linear
regression model, is however too vulnerable to the presence of outlying measurements (outliers) [7].

Within the framework of robust statistic, a variety of robust estimators was proposed as an alternative to the
least squares. These robust tools are more suitable estimation techniques for data contaminated by outliers and
thus gradually become important for the analysis of economic data [6]. M-estimators are the most commonly
used robust methods, but do not possess a high breakdown point which has become of one fundamental robustness
measures [4]. Therefore, highly robust estimators were proposed as an alternative, which is more reliable under
a more severe data contamination.

The least weighted squares (LWS) estimator of [15] represents a (possibly highly) robust estimator defined as

argmin
β∈Rp+1

n∑

i=1

wiu
2
(i)(b), (2)

where ui(b) is a residual corresponding to the i-th observation for a given b,

u2(1)(b) ≤ u2(1)(b) ≤ · · · ≤ u2(n)(b). (3)

are values arranged in ascending order and h is a given trimming constant. Its properties were investigated by [3]
or [9]. The estimator is consistent and asymptotically normal for n → ∞. If suitable weights are chosen, the
estimator is efficient under normal (non-contaminated) models and at the same time robust under contamination.
This property seems to perform well on real data sets in various applications [8, 10].

Nevertheless, a systematic comparisons of the performance of robust regression estimator is missing in spite
of intensive attempts [12], while proving theoretical results is tedious and only of limited application, because the
results often depend on unknown quantities. Thus, there remains a lack of comparisons of robust estimators on
real data and particularly it remains unknown how to choose weights for the LWS for a given data set. Indeed,
insufficient comparisons can be described as one of main reasons why robust methods have not much penetrated
to real applications. Therefore, metalearning seems as a reasonable tool for the task of predicting the most suitable
method for a particular (new) data set or under particular conditions.

3 Description of the study
We proposed and performed a metalearning study with the aim to compare various linear regression estimators
and to find a classification rule allowing to predict the best one for a given (new) data set. Based on a data base of
training data sets, the aim is also to detect the most relevant criteria for determining the most suitable weights.

The primary learning task is to fit various linear regression estimators for each of the given data sets. The best
estimator is found using a specified characteristic of a goodness of fit. The subsequent metalearning part has the
aim to learn a classification rule allowing to predict the best regression method for a new data set not present in
the training data base. Its input data are only selected features of individual data sets together with the result of the
primary learning, which typically has the form of the index of the best method for each of the training data sets.

In general, the user of metalearning must specify a list of essential components (parameters) [13], which will
be now described together with our choices for the particular metalearning study of Section 4.

3.1 Primary learning
Metalearning should always use real data sets, because any random generation of data is performed in a too
specific (i.e. non-representative, biased) way. We use 30 data sets, while 24 of them were used already by [11] and
we include 6 additional data sets with a clearly economic motivation, which come from the online UCI Repository.
The list of all these 30 publicly available data sets is presented in Table 2.

In each of the data sets, we consider the model (1) and use one of the following five estimators, where (4)
and (5) are novel proposals of this paper:
1. Least squares.
2. LWS with data-dependent adaptive weights of [3].
3. LWS with linear weights

wi =
2(n+ 1− i)
n(n+ 1)

, i = 1, . . . , n, (4)

4. LWS with trimmed linear weights. Let the true level of contamination equal ε ·100 % for a known ε ∈ [0, 1/2).
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In this paper, we take h = b3n/4c, where dxe = min{n ∈ N; n ≥ x}. The weights equal

wi =
h− i+ 1

h
1[i ≤ h], i = 1, . . . , n, (5)

where 1[.] denotes an indicator function.
5. LWS with weights generated by the (strictly decreasing) logistic function

wi =

(
1 + exp

{
i− n− 1

n

})−1
, i = 1, . . . , n. (6)

In addition, each choise of weights is standardized to fulfil
∑n
i=1 wi = 1. For the prediction measure, we

use the most standard choice, i.e. the (prediction) mean square error (MSE). In the primary learning task, we find
the best method for each data set. This is done using MSE in a leave-1-out cross validation, which represents a
standard attempt for an independent validation. There is 1 randomly chosen observation left out, the estimator is
computed and used to predict the value for the observation being left out. This is repeated for all n observations and
the resulting values of the MSE are averaged. Then, the output of the primary learning is the knowledge (i.e. factor
variable, index) of the best method for each of the data sets.

3.2 Metalearning
The subsequent metalearning task exploits 10 features for each data set and the factor variable of Table 1 denoting
the index of the best method. We use the following features.
1. The number of observations n,
2. The number of regressors p (excluding the intercept),
3. The ratio n/p,
4. Normality of residuals, evaluated as the p-value of the Shapiro-Wilk test,
5. Skewness,
6. Kurtosis,
7. Coefficient of determination R2,
8. Percentage of outliers estimated by the LTS (by the subjective method of Section 4 of [9]),
9. Heteroscedasticity of residuals evaluated as the p-value of the Whites test,
10. Condition number of the matrix (XTX)−1.

For the subsequent metalearning task, which is a task of classification to 5 groups, we exploit various classi-
fication methods. For those implemented in R software, we use default settings of all their parameters. This is
true for support vector machines (SVM), k-nearest neighbors, a classification tree, and others. We use several less
known methods including a regularized version of linear discriminant analysis (LDA) denoted as SCRDA of [5]
or a robust version of LDA denoted as quadratic MWCD classification [8]. We also investigate the effect of di-
mensionality reduction, particularly in the form of replacing the data by 3 principal components obtained by the
principal component analysis (PCA).

4 Results
We used the R software for all the computations. Table 1 shows the best method for each of the data sets using
the notation 1, . . . , 5 according to list of methods in Section 3.1. Using MSE as a measure of prediction per-
formance, both autovalidation and leave-1-out cross validation were used, where autovalidation means predicting
for observations present in the training data, while cross validation is a standard attempt for an independent val-
idation. It seems from the autovalidation study that the least squares estimator is the most successful among the
five possibilities, while the LWS with data-dependent weights of [3] is the most successful according to the cross
validation.

Further, the training 30 data sets are classified to one of the 5 groups using the 10 features. The results for
various classifiers are overviewed in Table 2, namely as classification accuracy of the metalearning classification
task evaluated in a leave-1-out cross validation study. The classification accuracy is defined as the number of
correctly classified cases divided by the total number of cases (i.e. percentage of correct results). If all 10 features
are used, the best result is 0.40 obtained with an SVM classifier with a Gaussian kernel.

5 Discussion
Let us now discuss the performance of robust methods withing the metalearning study aiming to predict the best
weighting scheme for the highly robust LWS estimator in linear regression.
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The LWS estimator turns out to be quite often more suitable than least squares, which is a novel argument in
favor of the method. It is an important task to decide, for which there have been no recommendations for a practical
data analysis [15]. The data-depent weights of [3] turn out to be the winner of the comparisons. However, it is not
the best option for all data sets and the metalearning study allows to predict the most suitable weighting scheme
also for a new (independent) data set.

It cannot be easily interpreted which features are the most relevant for predicting the most suitable weighting
scheme. The reason is the black-box character of the SVM, which turns out to be best classifier here. Some other
classifiers, which are quite commonly used in metalearning, yield relatively weaker results. This is also the case of
the k-nearest neighbors, which seem to perhaps the most common method in the metalearning task. Further, our
study presents also a unique comparison of SCRDA and MWCD-LDA with standard LDA. Both these approaches
are able to outperform LDA, which is especially for the relatively recent MWCD-LDA a new argument in its favor.

The effect of reducing the dimensionality, which is often performed with metalearning, is clearly leading to
a too drastic loss of information. Here, the principal component analysis does not allow to construct a reliable
subsequent classification rule.

Finally, a big different between results of autovalidation and cross validation reveal the instability of metalearn-
ing, because omitting a single data set from the training data base leads to huge differences in the performance of
the resulting classification rule. Therefore, we include a final Section 6 discussing the instability of metalearning
in general and its reasons.

6 Instability of metalearning
Besides presenting results of a particular metalearning study across 30 real publicly available data sets, our study
reveals also limitations of metalearning and motivates a possible future critical evaluation of the metalearning
process. Possible factors contributing to the sensitivity and/or instability of metalearning include:
• The choice of data sets. We use here a rather wide spectrum of data sets with different characteristics from

different research tasks, while metalearning is perhaps more suitable only for more homogeneous data (e.g. with
analogous dimensionality) or for data from a specific narrow domain. Apparently, it remains difficult (and
unreliable) to perform any extrapolation for a very different (outlying) data set.

• The prediction measure. In our case, MSE is very vulnerable to outliers.
• The number of methods. If their number is larger than very small, we have the experience that learning the

classification rule becomes much more complicated and less reliable.
• The classification methods for the metalearning task depend on their own parameters or selected approach,

which is another source of uncertainty and thus instability.
• Solving the metalearning method by classification tools increases the vulnerability as well, because only the

best regression estimator is chosen ignoring information about the performance of other estimators.
• The process of metalearning itself is too automatic so the influence of outliers is propagated throughout the

process and the user cannot manually perform an outlier detection or deletion.

A less sensitive (more robust) approach to metalearning remains to represent an important topic for future re-
search. It is clear that such alternative methodology requires a more complex effort than just a robustification of
each of its individual steps (e.g. using a robust prediction measure, a robust classifier or a robust dimensionality re-
duction). One idea seems to consider a robust version of the mean square error. Robustifying the final classification
may be performed by means of using ensemble classifiers or perhaps regression methodology. This would require
replacing the right column from Table 1 by additional knowledge, e.g. the performance of all 5 estimators for each
data set. It is also important to investigate the effect of data contamination as well as dimensionality reduction on
the sensitivity of metalearning.
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Classification Classification
method accuracy

Classification tree 0.27
Logistic regression 0.33

LDA 0.33
SCRDA 0.37

Quadratic MWCD classification 0.37
Multilayer perceptron 0.30

k-NN (k = 3) 0.27
SVM (linear) 0.37

SVM (Gaussian kernel) 0.40
PCA =⇒ LDA 0.23

PCA =⇒ Logistic regression 0.23

Table 1 Results of metalearning evaluated as the classification accuracy in a leave-1-out cross validation study.
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The best method found by
Index Data set autovalidation LOOCV

1 Aircraft 1 2
2 Amazon access samples 2 5
3 Ammonia 1 2
4 Auto MPG 1 2
5 Cirrhosis 3 3
6 Coleman 1 1
7 Communities and crime 2 5
8 Delivery 1 2
9 Education 1 2

10 Electricity 1 3
11 Employment 1 2
12 Energy efficiency 2 5
13 Facebook metrics 2 5
14 Furniture 1 1 1
15 Furniture 2 1 3
16 GDP growth 5 2
17 Houseprices 2 2
18 Housing 1 3
19 Imports 1 4
20 Insurance company benchmark 4 4
21 Istanbul stock exchange 2 5
22 Kootenay 3 3
23 Livestock 1 3
24 Machine 1 2
25 Murders 1 2
26 NOx 1 2
27 Octane 1 1
28 Pasture 1 4
29 Pension 2 3
30 Petrol 1 2

Table 2 Results of primary learning in a leave-1-out cross-validation study (LOOCV).
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Cost Characteristics of EWMA Based AOQL Variables
Sampling Plans

Nikola Kaspřı́ková1

Abstract. The acceptance sampling plans minimizing the mean inspection cost per
lot of the process average quality when the remainder of the rejected lots is inspected
were designed by Dodge and Romig for the inspection by attributes. Plans for the in-
spection by variables were then proposed, including a procedure based on the EWMA
statistic. The plans for the inspection by variables may be more economical than the
corresponding attributes sampling plans. The recently proposed plans using EWMA
statistic in the decision procedure may lead to further improvements in the inspection
cost. The design of the EWMA-based rectifying AOQL sampling plans minimizing
the mean inspection cost per lot of process average quality is recalled and the eval-
uation of the comparative economic efficiency of this EWMA-based plan is shown,
using a simple economic model. For the comparison of the plans and for making
the decision on which plan to use in a particular situation in practice, we propose to
consider a cost characteristic which may be calculated for the plan easily.
The EWMA-based rectifying AOQL sampling plans are calculated using an R soft-
ware extension package.

Keywords: acceptance sampling, cost, AOQL, EWMA.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Sampling inspection plans are basic industry statistics tools for quality control and there exist many types of
sampling inspection plans. Dodge and Romig (see e.g. [2]) have designed the average outgoing quality limit
(AOQL) sampling plans minimizing the mean inspection cost per lot of process average quality when the remainder
of rejected lots is inspected. The plans were originally designed by Dodge and Romig for the inspection by
attributes. Plans for the inspection by variables and for the inspection by variables and attributes (all items from
the sample are inspected by variables, the remainder of rejected lots is inspected by attributes) were then proposed
and it was shown that these plans are in many situations more economical than the corresponding Dodge-Romig
attribute sampling plans. The AOQL plans for inspection by variables and attributes have been introduced in [9],
using approximate calculation of the plans. Exact operating characteristic, using non-central t distribution, has
been later implemented for the calculation of the plans in the LTPDvar package [6]. The operating characteristics
used for these plans are discussed by Jennett and Welch in [3] and by Johnson and Welch in [4]. It has been shown
that these plans are in many situations superior to the original attribute sampling plans and similar results have
been obtained for the LTPD plans, the analysis is provided in [8]. The recent development of acceptance sampling
plans includes the work by Aslam et al. in [1] where the exponentially weighted moving average (EWMA) statistic
is used for a design of the (p1, p2) sampling plans, i.e. sampling plans which satisfy the requirement to control the
producer’s risk and the consumer’s risk. Using the EWMA statistic enables some savings in the cost of inspection
in comparison with the plans without memory, as it allows using information on the quality in the previous lots.
The EWMA-based Lot Tolerance Percent Defective (LTPD) plans for the unknown standard deviation case are
introduced in [7]. With the aim of obtaining further savings in the cost of inspection, the new AOQL plans for the
inspection by variables and attributes, designed to use the EWMA statistic, have been proposed in [5] and a simple
economic model has been used for the evaluation of economic efficiency of the plans. In this paper we introduce
new cost parameter, the break-even value of cost ratio, for the EWMA-based AOQL plans. The design of this value
follows the idea used in [8] for the AOQL plans plans without memory. This value is an interesting characteristic of
the particular situation in practice and may be used to guide the business decisions regarding which plan to use (i.
e. the plan for the inspection by attributes or the EWMA-based plan for the inspection by variables and attributes).

The structure of this paper is as follows: first, the design of the original AOQL sampling plans for the inspection
by attributes, as introduced by Dodge and Romig (see [2]), is recalled. Then we recall the design of the the AOQL
variables sampling plans based on the usage of the EWMA statistic in the inspection procedure and also recall the
simple economic model used to asses the comparative economic efficiency of the plans. Then we introduce the new

1University of Economics in Prague, Department of Mathematics,
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cost parameter and discuss its usage. For an example situation we calculate the plan in the R software extension
package [6] which implements the algorithms for the calculation of the plans and which has been published on the
Comprehensive R Archive Network and search for the value of the new cost parameter.

2 Dodge-Romig attributes inspection plans
For the case that each inspected item is classified as either good or defective (the acceptance sampling by attributes),
Dodge and Romig (see [2]) consider sampling plans (n, c) which minimize the mean number of items inspected
per lot of process average quality, assuming that the remainder of the rejected lots is inspected

Is = N − (N − n)·L(p̄;n, c) (1)

under the condition
max
0<p<1

AOQ(p) = pL. (2)

The notation in equations (1) and (2) is as follows:
N is the number of items in the lot (the given parameter),
p̄ is the process average fraction defective (the given parameter),
pL is the average outgoing quality limit (the given parameter, denoted AOQL),
n is the number of items in the sample (n < N ),
c is the acceptance number (the lot is rejected when the number of defective items in the sample is greater than c),
L(p) is the operating characteristic (the probability of accepting a submitted lot with the fraction defective p).

The function AOQ is the average outgoing quality, AOQ(p) is the mean fraction defective after inspection
when the fraction defective before inspection was p. The AOQ function is continuous in [0,1] and reaches minimum
value 0 for p = 0 and for p = 1. For a more detailed discussion of the properties of the AOQ function, see [2].
The average outgoing quality (where all defective items found are replaced by good ones) is approximately

AOQ(p) =
(

1 − n

N

)
· p ·L(p;n, c). (3)

Therefore the condition (2) can be rewritten as

max
0<p<1

(
1 − n

N

)
· p ·L(p;n, c) = pL. (4)

The condition (2) protects the consumer against having an average outgoing quality higher than pL (the chosen
value), regardless of what the fraction defective p is before inspection.

3 Sampling plans for the inspection by variables
As an alternative to the sampling plans for the inspection by attributes, the AOQL plans for the inspection by
variables and attributes based on the EWMA statistic for the case of the unknown standard deviation are designed.
The operating characteristic used in [7] for the design of the LTPD plans is applied here. The AOQL plans are
designed under the following assumptions: The measurements of a single quality characteristic X are independent
and identically distributed normal random variables with parameters µ and σ2. We consider the unknown σ case.
For the quality characteristic X , either an upper specification limit U (the item is defective if its measurement
exceeds U ), or a lower specification limit L (the item is defective if its measurement is smaller than L), is given.

For the design of the rectifying AOQL plans minimizing the mean inspection cost per lot of the process average
quality we shall use a procedure based on the EWMA statistic. The procedure is as follows: draw a random sample
of n items from the lot and compute the sample mean x̄, sample standard deviation s and the statistic Z at time t
as

Zt = λx̄+ (1 − λ)Zt−1, (5)

where λ is a smoothing constant (between 0 and 1).

Accept the lot if
U − Zt
σ

≥ k or
Zt − L

σ
≥ k. (6)

The operating characteristic used here is (see e.g. [1])

L(p) = Φ(u1−pc4 − k)

√
1

λ
n(2−λ) + k2(1 − c42)

, (7)
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where

c4 =
√

(2/(n− 1))
Γ(n/2)

Γ((n− 1)/2)
. (8)

The plan parameters (n, k) are to be determined so that the plan has optimal economic characteristics and
satisfies the requirement (2), when (7) is used as the operating characteristic.

Regarding the economic efficiency, Klufa in [9] uses the economic model, used for a more detailed evaluation
of the sampling plans in [8] and searches for the acceptance plan (n, k), minimizing the mean inspection cost per
lot of the process average quality Cms under the condition (2). We use this model for the design of the plans
too. The inspection cost per lot, assuming that the remainder of the rejected lots is inspected by attributes (the
inspection by variables and attributes), is n c∗m, with the probability L(p;n, k), and [n c∗m + (N−n) c∗s] with the
probability [1−L(p;n, k)], where c∗s is the cost of the inspection of one item by attributes, and c∗m is the cost of
the inspection of one item by variables. The mean inspection cost per lot of the process average quality is then

Cms = n·c∗m + (N − n)·c∗s ·[1 − L(p̄;n, k)]. (9)

Let us denote

cm =
c∗m
c∗s
. (10)

Instead of Cms we will look for the acceptance plan (n, k) minimizing

Ims = n·cm + (N − n)·[1 − L(p̄;n, k)] (11)

(both functions Cms and Ims have a minimum for the same acceptance plan (Cms = Ims· c∗s)) under the condition
(2).

For the discussion of the cm parameter, see [8]. The value of this parameter should be estimated based on the
real cost calculation in practice. Usually it is cm > 1.

3.1 Economic evaluation of the plans
For the comparison of the plans - the EWMA plan for inspection by variables and attributes (n, k) and the Dodge-
Romig plan for the inspection by attributes (na, c) from an economic point of view we can use a simple economic
model (see [5]) of cost difference (measured in the c∗s units) in which we consider the difference of the mean
inspection costs per lot of the process average quality of the particular plans and the effect of the difference in fixed
costs:

c = Ims(n, k) − Is(na, c) + f, (12)

where f is the increase in fixed cost (measured in c∗s) in case that we opt for the plan for the inspection by variables
and attributes. The decision to implement the plan for the inspection by variables and attributes may bring higher
fixed cost in some cases in practice in comparison with performing just the attribute inspection due to usually
more difficult preparation of the inspection procedure, including a considerations regarding whether or not the
assumptions for the application of the variables sampling plan are met and so on.

We denote the break-even value of cm parameter as cmb and define this parameter as follows: cmb is the value
of cm for which the cost difference c equals zero. This value can be calculated easily for a particular situation in
practice using numerical methods. If the real value of the quotient of the cost of inspecting an item by variables and
the cost of inspecting the item by attributes cm is lower than cmb, then one should use the sampling plans for the
inspection by variables and attributes. For the situations when cm is greater than cmb, the original Dodge-Romig
plans are more economical.

4 Example of calculation and economic evaluation of the plans
4.1 Calculation of the plan with LTPDvar package
The AOQL acceptance sampling plan based on the EWMA model for sampling inspection by variables when the
remainder of rejected lots is inspected by attributes, as implemented in [6] will be calculated in the example below.
The solution for the unknown σ case will be searched for, using the operating characteristic given by (7).

Example 1. A lot with N = 3500 items is considered in the acceptance procedure. The average outgoing quality
limit is given to be pL = 0.015. It is known that the average process quality is p̄ = 0.01. A cost of inspecting an
item by variables is 2.5 times higher than the cost of inspecting the item by attributes, so the parameter cm equals
2.5. Find the AOQL acceptance sampling plan for sampling inspection by variables when remainder of rejected
lots is inspected by attributes, using the EWMA statistic with smoothing constant λ = 0.9.
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The plan can be calculated using the functions available in the LTPDvar package [6] for the R software [10],
see the documentation of the package for a more detailed description. The implementation is based on the fol-
lowing principles: the k corresponding to particular sample size n is obtained using the condition (2) and the
cost-optimizing n is searched for using numerical methods, where the approximate solution, which is calculated
first, is used for setting the bounds of the intervals to be searched in.

The resulting plan may be obtained using the following call in the LTPDvar package:

planAOQL(N=3500, pbar=0.01, pL=0.015, cm=2.5,method="ewma2", lam=0.9)

and the output of the calculation is as follows.

An object of class "ACSPlan"
Slot "n":
[1] 59

Slot "k":
[1] 1.914631

So the resulting solution is n = 59, k = 1.914631.

For the values of the input parameters given in our problem, there is plan (165, 4) for the acceptance sampling
by attributes in [2].

4.2 Economic evaluation of the plan
The resulting sampling plan from Example 1 will be evaluated with regard to the economic characteristics and
compared with the corresponding AOQL attributes sampling plan as discussed in [2].

For the comparison of these two plans from Example 1 - the EWMA plan for inspection by variables and
attributes (n = 59, k = 1.914631) and the Dodge-Romig plan (n = 165, c = 4) from an economic point of view
we have:

c = Ims(59, 1.914631) − Is(165, 4) + f. (13)

The Ims function is implemented in the LTPDvar package too and (for plan n = 59, k = 1.914631) may be
called as shown below.

Ims(n= 59, k=1.914631, N= 3500, pbar=0.01, cm=2.5, type="ewma2", lam=0.9)

In this case we obtain Ims = 231.

Let’s suppose now that in our example situation it is f = 5 c∗s , and let’s have a look at the comparative economic
efficiency of the variable sampling plan in such a case. To resolve whether or not one should opt for the sampling
plan for the inspection by variables, the value of the cost measure c could be calculated.

Then for the input values in our example situation we get c = −4, which shows (since the resulting value for
c is below 0) that there can be expected some savings in the mean inspection cost per lot of the process average
quality if the variables sampling plan is used in place of the corresponding attribute inspection plan.

Nevertheless, it also could be the case that the value of cm parameter is higher in some situations in the business
practice. Let’s perform the evaluation using the cost measure c for such case.

For example if the value of cm equals 2.6, then we get sampling plan for the inspection by variables and
attributes as follows:

planAOQL(N=3500, pbar=0.01, pL=0.015, cm=2.6,method="ewma2", lam=0.9)

and the output of the calculation is as follows.

An object of class "ACSPlan"
Slot "n":
[1] 58

Slot "k":
[1] 1.913999
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So the resulting solution is n = 58, k = 1.913999.

We get the value of the Ims function for the plan using the following call.

Ims(n= 58, k=1.913999, N= 3500, pbar=0.01, cm=2.6, type="ewma2", lam=0.9)

In this case we obtain Ims = 237.

Then the value of the cost measure c is now 1. And in such case, one should rather not opt for the variables
sampling plan and use the attribute sampling plan as introduced by Dodge and Romig instead, since we obtained
the resulting value of c greater than zero.

Higher values of the cm parameter support using rather the attribute sampling plans, as the cost of inspecting
the item by attributes is considerably lower than the cost of inspecting the item by variables. For the values of the
input parameters in our example, the cmb value, i. e. the break-even value of the cost parameter cm, equals 2.572.
For the original value of the cm parameter (cm = 2.5), it holds

cm < cmb,

which means, the plans for the inspection by variables and attributes are more economical than the original plans
for the inspection by attributes.

If the cmb value is near one, then one could make the decision on whether to use the Dodge-Romig plan or
the plan for the inspection for variables and attributes even without precisely specifying the value of cm. If we
get the cmb value near one and have some idea that the real cm value is somewhat higher, then we opt for the
attributes sampling plan. This way of making the decision (i. e. without precisely specifying the value of cm) may
be preferable, since the real cost calculations for getting the value of cm may incur some cost too.

5 Conclusion
In many situations in the business practice, the EWMA-based unknown standard deviation case AOQL plans for
the sampling inspection by variables when the remainder of the rejected lots is inspected by attributes minimizing
the mean inspection cost per lot of the process average quality may bring significant economic advantages over
the corresponding attribute inspection plans. This improvement in economic efficiency can be evaluated using a
simple economic model considering the difference in variable and fixed cost between the variables sampling plan
and the attributes sampling plan. The break even value of the cost parameter cm can be of interest when making
the decision on whether to use the plan for the inspection by attributes or the plan for the inspection by variables
and attributes.
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[6] Kasprikova, N. (2016). LTPDvar: LTPD and AOQL plans for acceptance sampling inspection by variables.
R package version 1.2. http://CRAN.R-project.org/package=LTPDvar.

[7] Kasprikova, N. (2017). Rectifying LTPD Plans Minimizing Mean Inspection Cost Per Lot of Process Average
Quality Using EWMA Statistics. Journal of Testing and Evaluation 4, DOI: 10.1520/JTE20150259.

[8] Kasprikova, N., and Klufa, J. (2015). AOQL sampling plans for inspection by variables and attributes versus
the plans for inspection by attributes, Quality technology and quantitative management 6, 133–142.

Cost Characteristics of EWMA Based AOQL Variables Sampling Plans

214



[9] Klufa, J. (1997). Dodge-Romig AOQL single sampling plans for inspection by variables, Statistical Papers
38, 111–119.

[10] R Core Team. (2017). R: A language and environment for statistical computing. R Foundation for Statistical
Computing, Vienna, Austria. URL http://www.R-project.org

Nikola Kaspříková

215



Analysis of the phenomenon of long-term memory  

in financial time series 
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1
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Abstract. The phenomenon of a long-term memory of time series has been the sub-

ject of researchers' interest for more than six decades. From the moment when H. E. 

Hurst described the method of rescaled range (R/S) analysis, it was noticed that the 

nature of many natural phenomena differs from the random walk model and charac-

terized by the so-called persistence. No wonder that the long-term memory quickly 

came to the attention of economists and stock market players, who saw in it the abil-

ity to "beat the market" and increase their profits. The presence of a long-term 

memory component in a time series means that even very distant observations exert 

some influence on subsequent realizations of the process. Usually, this relationship 

is not particularly strong, but it does exist. Interpreting this phenomenon in the con-

text of financial phenomena, one can come to the conclusion that information that 

has affected the market many days or even weeks ago may still be important for the 

current stock quotes. 

The main aim of the paper is to conduct a comprehensive analysis for the occurrence 

and strength of the phenomenon of long-term memory in selected financial time se-

ries with used Hurst exponent and local Whittle estimator.  

Keywords: phenomenon of long-term memory, rescaled range analysis, Hurst ex-

ponent, local Whittle estimator, financial time series. 

JEL Classification: C13, G12 

AMS Classification: 37M10 

1 Introduction 

Since the appearance of Peters' work [10], the phenomenon of long-term memory in the context of the shaping of 

rates of return on global stock exchanges arouses considerable interest of researchers. Also in Polish literature 

appeared many works related to this topic. It is worth mentioning in this context a study of Czekaj, Woś and 

Żarnowski [2], Orzeszko [8] or Zeug-Żebro [14].  However, most of the work was based on method of rescaled 

range introduced by Hurst. Research with the use of Whittle estimators for the Warsaw Stock Exchange was 

conducted by Gurgul and Wójtowicz [3, 4], but they concerned only the interrelations between the volatility of 

rate of returns and volume. 

The actual participation of the phenomenon of long-term memory in the process of shaping the series of rates 

of return on the financial markets would carry with him serious implications. They would concern both the theo-

ry of information  effectiveness and investment strategies used by large financial institutions and small stock 

exchange players - it might be necessary to verify their assumptions. 

The main aim of the paper is to conduct a comprehensive analysis of the occurrence and strength of the phe-

nomenon of long-term memory in selected financial time series using the Hurst exponent and the local Whittle 

estimator. The studies used time series created from closing prices of five stock exchange indices and fifteen 

companies listed on the Warsaw Stock Exchange. The data covered the period from 04.01.2005 to 23.03.2018. 

The calculations were carried out using a program written by the author in the Delphi programming language, in 

the RCran statistical software and the Microsoft Excel package. 

2 Phenomenon of long-term memory 

Long-term memory, also called the property of long-term dependence, consists in the existence of significant 

autocorrelations between even distant observations creating a time series [5]. 

Another property of the autocorrelation function, which is characteristic for the time series with long-term 

memory, is the rate of its descent. In the case of short-term dependencies described, for example, a stationary 
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model of AR(1), the autocorrelation function approaches zero at an exponential rate. For time series with a fea-

ture of long-term memory, this drop also occurs, however, it is much slower and it is hyperbolic [5]. Kwiatkow-

ski notices that the decisive criterion is the rate of descent of the ACF function and not its value [7]. The phe-

nomenon of long-term memory may also occur in the case of series, for which next estimated values of ACF turn 

out to be statistically insignificant. 

The phenomenon of long-term memory has also had more formal definitions (from a mathematical point of 

view). One of them we find, among others at Palm's work [9]. Let:                will be a function of 

autocovariance for subsequent delays of the h stationary process. This process is characterized by the occurrence 

of a long-term memory phenomenon, if this function fulfills the condition: 

        
                                                        (1) 

 In the case of short-term memory processes, such as AR (1) with the parameter           the sum of  

a similar series is a finite value [7]. In literature, we also find other definitions of long-term memory [3]. The 

stochastic process has a long-term memory if its spectral density function      fulfills the condition: 

       
    

                                                                  (2) 

where c is a constant, while the   parameter is characterized the process memory. This condition means that for 

low frequencies close to zero the spectral density of the process goes to infinity. If this condition is met, the 

autocorrelation function of the process disappears at a hyperbolic rate [3]: 

      
    

                                                              (3) 

where c is a constant. The parameter d defines the character of the process's memory. For d > 0, the process has  

a long memory and is called persistent. It shows a tendency to continue trends and to move away from the aver-

age value more than a random walk. For parameter d = 0, the series is characterized by a lack of memory; an 

example of a similar process is white noise. For d <0, the spectral density function of the process goes to zero for 

low frequencies and increases for high frequencies.. Such a process is characterized by negative autocorrelation 

of next implementations, greater variability than random walk and has a tendency to return to the average value. 

Such process called anti-persistent [3]. At this point it is worth mentioning that Hursta h* exponent is another, 

often encountered parameter describing the memory of the process. The relationship between d and h* is deter-

mined by the following equation: 

                                                                 (4) 

The property of long memory is also considered in the context of the dynamics of financial time series. Ex-

tensive research in this area was carried out by Peters [10], who used for this purpose the analysis of the rescaled 

ranger R\S proposed by Hurst. The results indicated that the majority of the series analyzed by Peters were char-

acterized by a significant degree of persistence and an h* exponent greater than 0.5. Thus, he questioned the 

hypothesis of effective markets, proposing in exchange a hypothesis about the fractal nature of financial markets. 

However, it is worth considering whether the R\S analysis used by Peters is an appropriate estimator of the long-

term memory parameter. Considerations in this topic will be taken later in this paper. 

2.1 Hurst exponent 

As mentioned above the Hurst exponent [6] is one of measure that allows for search of phenomenon of the long-

term memory. The exponent has a value in the range 1,0 . If the time series is generated by a random walk (or 

a Brownian motion process) it has the value of  h* = 0.5. If 0 ⩽ h* < 0.5 the time series is anti-persistent or 

ergodic. For a series, for which 0.5 < h* ⩽ 1, the series is persistent, i.e. reinforcing trend. 

 One of the methods of calculating the Hurst exponent is the method of the rescaled range R/S. For time series 

 
N

xxx ,...,,
21

 it runs through the following steps [1, 14]: 

(1) transform the above time series into m = N - 1 logarithmic rates of return:  

 
kkk

xxy
1

log


 ,  k = 1, 2, …, N – 1.                                 (5) 

(2) Next, share a series (5) on T parts made up of t elements: T = [m/t], where [ ] denotes the integer part of the 

argument. If the quotient m/t is not an integer then tT < m and we use values 
k

y for k = 1, 2, …, tT. 

(3) In the next step, define the: 

 jijij
yyz  ,                                            (6) 
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y is the j-th value in the i-th interval and 
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(4) A sequence of partial sums 
lj

z  for each i,  is given by: 

 



i

l

ljij
zq

1

,          i = 1, 2, …, t,     j = 1, 2, …, T. (7) 

(5) The range of the i-th interval is defined as: 

    
ijijj

qqR minmax  .                                   (8) 

(6) Calculate the rescaled range series (R/S): 

 jjjt
SR / ,                                          (9) 

where: 



t

i

ijj
z

t
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. 

(7) Next, calculate: 
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1





T

j

jtt
TSR   (10) 

(8) The above procedure is carried out for different lengths of time series t.  

(9) To determine the Hurst exponent, we should calculate the logarithm on both sides in the following equation: 

          , (11) 

where: H is the Hurst exponent, c is a constant, and t is the expected value of the rescaled range: 

                   .                                                (12) 

(10) Finally, the value of the Hurst exponent is the slope of the graph of the logarithms
t

SR )/(  to the axis of 

logarithms t. 

2.2 Local Whittle Estimator  

One of estimators used in this work is so called local Whittle estimator, described in Robinson’s paper [11]. It is 

based on the asymptotic properties of the spectral density function      of stationary processes: 

                                                                     (13) 

where   is constant that satisfies the condition         and   is a long memory parameter, such that   

     . For low frequencies and      
 

 
  the value of function      tends to zero, whereas while    

 

 
    the 

value of spectral density function tends to infinity. If   
 

 
 function      tends to a finite positive constant at 

zero frequency. 

Local Whittle estimator is based on the periodogram      of the time series     . To calculate estimate of    

we have to find the minimum of objective function: 

       
 

 
        

     
  
    

 
   

 
   ,                                   (14) 

where         , and   is integer satisfying    . If we replace   variable with estimator   :  

        
 

 
   

      
 
 ,                                                      (15) 

then the objective function (2.2) may be simplified to the function of one variable: 

                     
 

 
      

 
  .                                            (16) 

Local Whittle estimator belongs to class of semiparametric estimators. Its main advantage is that it doesn’t 

require a model specification. If we choose the parameter   appropriately, the estimation result is not biased 

even in case of presence of short memory components, such like autoregression or moving average phenomenon. 

What’s more, local Whittle estimator allow us to avoid assumption of the Gaussianity of the studied time series, 

unlike many others estimators. Under conditions described by Robinson [11], such as:   

 

 
 

 

 
         ,                                                            (17) 

local Whittle estimator is consistent and statistic 

                                                                               (18) 
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is normally distributed      
 
 . Taqqu i Teverovsky [13] shown, that when the time series are long enough and 

we choose appropriate value of parameter  , the local Whittle estimator perform not much worse than the  

original Whittle method with correct model specification. 

3   The purpose and conduct of the study 

As part of the study, we estimated a long memory parameter   and the Hurst exponent for 20 selected time se-

ries of logarithmic rates of returns. Analysis covered stock of 15 companies and 5 stock market indexes listed on 

Warsaw Stock Exchange. Each of the time series included 3312 observation for the period of time from 

04.01.2005 to 23.03.2018. Chosen time window let us consider market condition both in financial crisis 2007 

and periods of stable growth.  

Although the Hurst exponent of the random series is equal to 0.5, only for the correspondingly large N values 

H will approach this limit. Therefore, to draw conclusions about the randomness of the examined series, the 

Hurst exponent should be compared with the expected value of the exponent of a random series of the same 

length [12]. The Hurst exponent different from the expected one, testifies to the existence of a series of long-

term memory. 

The empirical research allowed to determine the Hurst exponent and its expected value (Table 1)
3
 where 

           
 

         
 

 
 

  
   

 

   
    ,                         (19) 

and  E((R/S)t)  is expected value of Hurst exponent and  t is the length of substrings analyzed in the method  R/S. 

 

Company / 

Index 

Estimated 

Hurst expo-

nent 

Expected  

Hurst  

exponent 

Number of 

observations/ 

number of 

divisors 

SWIG80 0.6686 0.5512 3312/22 

INVESTORMS 0.6603 0.5512 3312/22 

MWIG40 0.6353 0.5512 3312/22 

AMICA 0.6195 0.5512 3312/22 

FORTE 0.6113 0.5512 3312/22 

POLNORD 0.6070 0.5512 3312/22 

GROCLIN 0.6023 0.5512 3312/22 

KGHM 0.5969 0.5512 3312/22 

DEBICA 0.5901 0.5512 3312/22 

WIG 0.5885 0.5512 3312/22 

CCC 0.5824 0.5512 3312/22 

INGBSK 0.5797 0.5512 3312/22 

RELPOL 0.5695 0.5512 3312/22 

AGORA 0.5662 0.5512 3312/22 

CDPROJEKT 0.5563 0.5512 3312/22 

WIG20 0.5555 0.5512 3312/22 

BZWBK 0.5471 0.5512 3312/22 

PKNORLEN 0.5469 0.5512 3312/22 

PKOBP 0.5197 0.5512 3312/22 

PEKAO 0.5014 0.5512 3312/22 

Table 1 Hurst exponent and its expected value: estimation results  

 

The results obtained showed that for most financial time series the Hurst exponent clearly differs from the 

expected value. This means that these financial series are characterized by long-term memory. Time series of 
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their rates of return have a certain internal structure, they can be chaotic. The exception are the time series 

CDPROJECT and WIG20. 

According to Taqqu and Teverovsky [13] suggestion in the estimation of the parameter H we chose value of 

  parameter as integer part of  

  
, where   denotes length of the considered time series. Estimation results are 

shown in the Table 2: 

 

Company / 

Index 

Estimated H 

value 

Standard deviation 

of estimator 

Test sta-

tistic 
p-value 

Market cap 

(mln zł) 

SWIG80 0.670 0.0493 3.4535 0.001*** na 

RELPOL 0.661 0.0493 3.2761 0.001*** 76 

INVESTORMS 0.646 0.0493 2.9697 0.003*** na 

AMICA 0.637 0.0493 2.7786 0.005*** 1 003 

POLNORD 0.625 0.0493 2.5459 0.011** 273 

MWIG40 0.617 0.0493 2.3806 0.017** na 

GROCLIN 0.616 0.0493 2.3469 0.019** 49 

INGBSK 0.611 0.0493 2.2544 0.024** 26 150 

KGHM 0.595 0.0493 1.9276 0.054* 18 460 

FORTE 0.591 0.0493 1.8384 0.066* 1 282 

DEBICA 0.577 0.0493 1.5626 0.118 1 705 

CCC 0.553 0.0493 1.0673 0.286 11 138 

WIG 0.551 0.0493 1.0288 0.304 na 

CDPROJEKT 0.549 0.0493 0.9920 0.321 11 736 

BZWBK 0.525 0.0493 0.4993 0.618 37 051 

AGORA 0.513 0.0493 0.2684 0.788 667 

PKOBP 0.513 0.0493 0.2587 0.796 51 562 

WIG20 0.503 0.0493 0.0675 0.946 na 

PKNORLEN 0.471 0.0493 -0.5856 0.558 38 921 

PEKAO 0.430 0.0493 -1.4300 0.153 32 415 

Table 2 Local Whittle Estimator: estimation results 

First column contains the name of the financial instrument, while the second one presents the estimated value 

of parameter   for      . Third column shows the estimated standard deviation of the estimator, while 

fourth column contains the test statistic with formula:  

      

 
 

  

,                                                                                  (18) 

where as the testing value of parameter H we took      , characteristic for white noise. Fifth column shows 

the p-value for two-tailed test, while sixth contains the market capitalization of selected companies as on 

13.04.2018.  

Results of estimation suggest, that in considered period instruments listed on the Warsaw Stock Exchange 

was characterized by a heterogenous parameter of long memory. For three indexes and seven companies both 

estimated values of   were greater than 0.5 and results was statistically significant. The highest value of  , 

equal to about 0.67, was estimated for SWIG80 index, that is computed from the share prices of small compa-

nies. This result may suggests, that in the area of small and medium-sized enterprises market isn’t as efficient as 

in the case of larger companies. This dependence may be confirmed by the fact, that estimated value of   for 

index WIG20, which includes shares of the largest companies, wasn’t significantly different from 0.5. Interest-

ingly, Pearson’s product-moment correlation coefficient between estimated long memory parameter   and com-

panies capitalization is distingly negative and was computed on the level -0.66. 

The results provides evidence of presence of long-term memory in stock returns for some financial instru-

ments listed on Warsaw Stock Exchange. Values of   parameter significantly greater than 0.5 was mainly found 

for shares and indexes of small and medium-sized enterprises. However, the strength of such dependence isn’t as 

significant as in case of some naturally occuring time series. One of the phenomenon studying most frequently in 

this context is the series of annual minimum water level of the River Nile, measured during the years 622 
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through 1284. Robinson [11] estimated   value for this series between 0.866 and 0.941, depending on the pa-

rameter  . This results differs significantly in plus from the estimates obtained in this paper for stock returns.  

4   Conclusions 

The results obtained for both estimators are relatively compatible. The only significant difference occurs in the 

case of a series of return rates of RELPOL company; another is the fact that the Hurst exponent does not indicate 

the presence of a slight anti-persitence for the PKN ORLEN and PEKAO series, which was detected by the 

Whittle estimator (although this was not a statistically significant result). 

The question of long-term memory in financial time series occur most commonly in the context of efficient-

market hypothesis, especially in its weak variant. In the next step we should try to find out, if for selected stock 

assets with the highest estimates of   parameters is it possible to achieve above-average profits using appropri-

ate time series models. 
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Abstract. This paper is presenting combination of classical single machine batch 

scheduling problem with capacity constraint. Unlike most cases, where capacity 

problem is considered as one dimensional packing or knapsack problem, in this pa-

per processor capacity is represented by 3D bin packing problem.  

This research is inspired by real world problems, as scheduling of the heat-treatment 

furnace, where it is necessary to schedule workflow of machines. That usually con-

sist of heterogeneous job batches and it is necessary to take in account its work 

space while also considering technological constraints. 

There is proposed early research done by reviewing problems as single machine 

batch scheduling, Bin packing problem and scheduling problem with objective func-

tion of lateness. There are also suggested theoretical models based on the practical 

example of heat treating operations which are describing combination of before 

mentioned packing and scheduling problems. Constructive algorithm and random 

key based evolution algorithm are then tested on these problems to discuss its practi-

cal applications. 

 

Keywords: Batching problem, Scheduling problem, Bin packing problem, Evolu-

tion algorithm, Due dates. 

JEL Classification: C27 

AMS Classification: L23 

1 Introduction 

Planning and scheduling is becoming more and more complicated as products customization level is rapidly 

increasing up to personifications. That leads not only to development and practical use of artificial intelligence 

usually represented by evolution algorithms [14], but also to adjusting basic constructive algorithms to describe 

real constraints as accurately as possible [10]. The main goal (objective function) is to get our product to the 

customer in a desirable time (due date). 

This paper consists of three main chapters. The second chapter is describing basic models used for following 

modifications with goal to get close to real world problems. Following chapter defines a generation of a theoreti-

cal model focused on setting of an appropriate due date and to enrich classical Bin packing problem as well.. The 

fourth chapter is describing constructive and evolution algorithm together with results comparison. 

2 Bin packing and scheduling 

Bin packing problem (BPP) is one of the space decompositions problems like knapsack, cutting, container 

loading, stock, trim loss and strip problem and is considered as NP hard. 

In bin packing problem there are given n rectangular items of different dimensions and bins each of usually 

(with few exception [7]) same capacity c. The goal is to assign each item to a bin such that number of total used 

bins is minimized. It may be assumed that all items have weights smaller than bin capacity. There is extensive 

research in bin packing problem, but very few are focusing on real-world problem conditions. 

There is variant of the two-dimensional bin packing problem where each rectangle is assigned a due date and 

each bin has a fixed processing time. The objective is to minimize the number of bins and to minimize the max-

imum lateness of the rectangles. This problem is motivated by the cutting of stock sheets and the potential in-

creased efficiency that might be gained by drawing on a larger pool of demand pieces by mixing orders, while 

also aiming to ensure a certain level of customer service. [2] 

 Bin Packing/Covering with Delivery [1] where, unlike classical packing, there is added condition where bin 

has to be covered so utilization of bin is at least 100%. Problem had also online setting. The items arrive one by 
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one and an item needs to be packed immediately when it is revealed. The objective function is to maximize prof-

it generated by covering bin in due date. This research also discussed special two priorities of due date problem - 

when to decide to “close” bin to be processed and maximal number of simultaneously opened bins. However, 

due date is represented by – deliver just now, assuming that more bins are open, more time it will take to pack. 

Not only tardiness (lateness), but earliness is considered in [12]. This research is addressing bin packing 

problem together with pull oriented single machine scheduling problem. Processing time setting is based on 

length of cut and time per distance. Due date is then defined by mean deviation of processing time or uniform 

random distribution with maximal due date as double of processing time. Objective is to minimize the weighted 

earliness-tardiness penalties. The follow up research [13] is considering same setup of due dates as [2] 

Application of bin packing and scheduling can be found in medical [3] applications. There is a problem ad-

dressed, when due date is bounded with opening vial (release date) and with expiration date (maximal processing 

time). Problem is then solved by branch and bound algorithm. 

The following chapter is focusing to model problems close to machine working space limitation together 

with due date constraint. 

3 Design of theoretical models for 3D bin packing problem with due dates 

Combination of 3D bin packing problem with due date condition is based on real world problem where bins are 

representing processor which its processing batch is constrained by working space. There are lots of applications 

in real world problems beginning with mechanical engineering [17] ending with progressive technologies of 

rapid prototyping or better said additive technologies [6, 19]. Unlike rapid prototyping, where manufacturing 

batch is classified as S-batch where processing time is equal to sum of each task in batch, this research is focused 

on P-batch class where batch processing time is equal to the maximum processing time among all tasks. 

The main problem is to set processing time base on technology which is representing. This research is based 

on manufacturing technology of heat treating furnaces where processing time (1) of each part is based on materi-

al and dimensions of heated objects.  

                           (1) 

Where (t is time and k is corrective coefficient):  

 tAi is processing time of one item (time of heat treatment).  

 tteor is theoretical time of heat treatment (2) according material and size of characteristic dimension [4].  

tteor= tp+ ts+ tt        (2) 

where tp is time of preheating, ts is time of soaking and tt is time of tempering.  

 k1 is characteristic dimension of part. 

 k2 is influence of heat treating furnace  

 k3 is influence of placement (gaps) in furnace. 

 k4 is division of recommended annealing temperature and recommended quenching temperature [15]. 

Then tbj (3) is processing time of j batch (bin) full of m items 

       {                }      (3) 

The next step is to set a system how to define due dates for each packed object. The usual systems [2] are 

based on uniform processing time of each bin together with defining objective function according to Cmax prob-

lem where is the goal to minimize total competition time. Cj is then competition time of each bin full of Qb set of 

rectangle items 

Cj=tBjb       (4) 

Where b is corresponding sequence number of bin for b=1,…,B. Then bin due date to meet (5) is 

jb dDmin ; jQj        (5) 

Due date dDj (8) is uniformly random number based on lower bound of number of bins [2] Lbin (7) where Vj  

(6)is volume of bin 
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 1.0,9.0,8.0  is coefficient influencing difficulty of a problem (lower coefficient is , harder it should be 

to solve problem with objective function to meet due date). 

This is however based on two conditions which are not reflecting constraints of our problem - batch pro-

cessing time tb is always same and requirement of due date is for one batch the same. 

That is why definition of dDj (11) in this research is based on different processing times as in [12]  
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Objective function is reflecting not only due date of processor (4), but of each part. 
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Space decomposition is modelled base on previously used modified 3D BPP class of instances which are 

based on [11]. Instance has bin size W = H = D = 100 and five types of items with two types of material (uni-

formly random selected) are considered with (u.r. stands for „Uniformly random“): 

 Type 1: wj u.r. in [1;1/2W], hj u.r. in [2/3H; H], dj u.r. in [2/3D; D]. 

 Type 2: wj u.r. in [2/3W; W], hj u.r. in [1;1/2H], dj u.r. in [2/3D; D]. 

 Type 3: wj u.r. in [2/3W; W], hj u.r. in [2/3H; H], dj u.r. in [1;1/2D]. 

 Type 4: wj u.r. in [1/2W; W], hj u.r. in [1/2H; H], dj u.r. in [1/2D; D]. 

 Type 5: wj u.r. in [1;1/2W], hj u.r. in [1;1/2H], dj u.r. in [1;1/2D]. 

 

Each type is tested with due date defined by (12) with three difficulty classes β. For each type (1-5) there 

where generated 10 tests with n parts n ∈<10; 20; 30, 40> so 1200 experiments total. 

4 Algorithms and results 

The following chapters are focussing on testing previously defined bin scheduling models and testing them 

on constructive and evolution algorithm. 

4.1 Constructive algorithm 

Constructive algorithm (CA) is based on previously presented approach for 2D and 3D bin packing problems 

[8].The set of placed boxes is arranged according to the due date dD (11) from the earliest to the latest required 

completion time. The rest of the algorithm follow usual pattern. The first block is placed in the corner of the free 

space. The free space is divided into three new free spaces which covers the space of the cut out boxes. Follow-

ing boxes are placed in to newly created spaces. Boxes are rotated in all axes if they do not fit at first try. That 

means Local search is applied on the non fitting item. New bin is created if there is no other option of placement. 

Following blocks (third and following ones) are placed in to newly design free spaces as it is shown at Figure 1. 

Free spaces which are only subspaces of the bigger ones are eliminated. 
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Figure 1: Box allocation in free space 

 

4.2 Random key Evolution Algorithm 

There is used random key Evolution Algorithm (EA) which shoved us previously good results in combinato-

rial problems [8,9]. 

A random key is a real number, generated at random (uniform distribution) in the continuous interval (0, 1). 

Decoder is used as a procedure that maps a vector of random keys into a solution of the optimization problem 

which in our case is sequence of inserted parts in to bins. 

 

Algorithm then has those stages: 

1. Generate number of solutions (number of population – N) represented by random vectors describing se-

quence of placing parts in to bins.  

2. Calculate fitness function f(x)(12) by constructing solutions (see chapter 4.1) 

3. Sort solutions base on their fitness function in descending order. 

4. Select parents – in this case our selecting procedure differs from usual approach which follows basic ran-

dom selection. So called biased principle is selecting parents from two different classes. First class called TOP is 

represented by percentage of best solutions in population and BOT in same way from the worst solutions. 

This approach was highlighted [5] for its ability to keep heterogeneous population, so population does not 

converge that fast to local optimum. Number of selected parents is equal to size of population N 

5. Crossover operation to make new offsprings by uniform crossover [16] with given probability. 

6. Calculate fitness function f(x) (12) of new offsprings. 

7. Include offsprings in to new population. Sort new population by f(x) by descendent order and let better 

half to become new generation. 

8. Repeat from step 4 until number of defined generations is met. 

Evolution algorithm has that following setting: 

 Population size N= 20*n (where n is size of the problem.) 

 Number of generations = 30 

 Crossover probability = 0,7 

 Crossover type Uniform 

 Parent selection random, one from TOP 0,2, second from 0,2 BOT. 

4.3 Computation results 

Table of the experiment results (Fig 2) is showing percentage of objective function given by EA compared to 

the results given by CA. Results <0,1> marked light green (as 0.01) indicates percentage of EA lateness (eg 10% 

of CA value). Values marked by green and value of “0“means that EA was able to meet all due dates, when CA 
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was not. Grey field with value “1” means that both CA and EA find same solutions, however with delays. Yel-

low marking with value “-2” indicates CA and EA finds optimal solutions. Finally, red marked fields with value 

> 1 represents solutions where CA was able to get better results than EA. 

 

 
Figure 2: Objective function comparison 

Analysing results, EA was in the 91.5% cases better than CA and in the 30% cases was able to find optimal 

solution. EA and CA found in 7.75% of experiments same solutions which in 3.25% cases were without delays. 

CA has found better solution only in two cases which makes 0.5% of the solutions. 

The important aspect to consider is also to compare timespan of constructing solution by CA and using opti-

mization by EA. If optimization takes longer that actual benefit, developed EA is than suitable primarily for 

offline solutions. CA has computation time less than second while EA, in the case of problem with 10 parts, 

around 40 seconds up to 40 minutes in the case of the biggest problem with 40 pieces (where 24 000 solutions 

were calculated during optimization). Comparing the minimal reduction of due date achieved (n= 10 reduction 

by 2000s, n=20 by 14 000s, n= 30 by 10 000s, n=40 by 20 000s) to optimization timespan, algorithm is adequate 

to be used in practice taking in the account this aspect. 

Analysing showed results from combinatorial optimization point of view it is necessary to point out some in-

teresting findings. The most of the cases (excluding one) when both CA and EA found same solution with some 

delays located in the field of the problem with 10 parts. This leads to conclusion that those problems are not very 

complex. The same situation is with the case when both CA and EA found solutions without delays were β=0.8. 

5 Conclusion 

The main contribution of this paper is to define theoretical models which will not follow just competition 

time, but much more needed real problems , where objective function is to meet customer demand in time – due 

date. Comparing to other approaches, paper added complexity of variable processing time based on the size of 

processed item. The presented development of bin packing models with due dates showed necessity to investi-

gate its properties more in deep to find theoretical models with more difficult local optimums. The major reason 

is that in 7.75% of cases developed CA for due dates problem and EA found same results, which means those 

models were not that much complex to be solved by EA. That might be caused by number of scheduled compo-

nents, their sizes and by system of setting due dates. 

n

Type 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 0.119 0.449 0.482 0.310 0.528 0.226 0.000 0.394 0.488 0.748 0.418 0.851 0.156 0.687 0.270 0.117 0.135 0.269 0.796 0.011

2 0.894 0.688 1.147 0.916 1.000 0.000 0.593 0.689 0.704 0.850 0.620 0.248 0.197 0.698 0.489 0.321 0.125 0.342 0.640 0.137

3 0.387 0.137 0.467 0.257 0.773 0.000 0.372 0.000 0.623 0.362 0.000 0.407 0.000 0.450 0.455 0.225 0.110 0.101 0.575 0.000

4 1.000 0.325 -2.000 0.803 0.254 0.370 0.123 0.250 0.112 0.235 0.000 0.397 0.069 0.800 0.922 -2.000 0.000 0.000 0.769 0.191

5 0.349 -2.000 0.691 1.000 1.000 1.000 0.409 0.243 0.353 0.090 0.367 0.207 0.326 0.509 0.107 0.366 -2.000 0.425 0.706 0.531

6 0.093 0.000 -2.000 0.696 -2.000 0.126 0.126 0.000 0.805 0.458 0.520 0.198 0.314 0.375 0.669 1.421 -2.000 0.078 0.657 0.538

7 0.592 0.414 0.184 -2.000 0.491 0.439 0.000 0.480 0.953 0.218 0.784 0.253 0.323 0.674 0.800 0.814 0.294 0.389 0.709 0.132

8 0.547 0.518 0.364 1.000 1.000 0.014 0.000 0.288 0.873 0.177 0.264 0.321 0.124 0.429 0.000 0.174 0.060 0.486 0.539 0.197

9 0.000 0.000 0.433 1.000 1.000 0.000 0.418 0.000 0.836 0.303 0.337 0.353 0.032 0.418 0.000 -2.000 0.336 0.830 0.505 0.639

10 0.000 0.336 0.448 0.829 0.217 0.847 0.363 -2.000 0.438 0.409 -2.000 0.447 0.404 0.797 0.303 0.000 0.331 0.325 0.728 0.263

1 0.195 0.107 0.159 0.316 0.319 0.004 0.195 0.000 0.173 0.760 0.113 0.036 0.129 0.023 0.104 0.000 0.000 0.010 0.078 0.079

2 0.000 0.624 0.000 0.000 1.000 0.085 0.112 0.040 0.000 0.395 0.020 0.149 0.016 0.042 0.258 0.000 0.008 0.000 0.146 0.035

3 0.253 0.049 0.209 0.000 0.727 0.060 0.081 0.020 0.147 0.051 0.001 0.080 0.000 0.376 0.182 0.014 0.004 0.000 0.006 0.049

4 0.500 0.000 0.578 0.768 0.023 0.251 0.266 0.000 0.076 0.305 0.000 0.111 0.000 0.002 0.120 0.000 0.000 0.000 0.124 0.079

5 0.000 1.000 0.144 0.027 1.000 0.000 0.207 0.001 0.303 0.000 0.015 0.000 0.017 0.176 0.126 0.003 0.000 0.011 0.383 0.021

6 0.057 0.403 0.000 0.285 -2.000 0.084 0.030 0.013 0.094 0.144 0.032 0.005 0.011 0.194 0.065 0.000 0.000 0.012 0.075 0.030

7 0.369 0.000 0.169 0.000 0.117 0.020 0.030 0.020 0.344 0.225 0.039 0.011 0.000 0.072 0.109 0.000 0.017 0.021 0.148 0.091

8 0.151 0.497 0.313 0.176 1.000 0.000 0.024 0.088 0.224 0.000 0.002 0.000 0.000 0.069 0.013 0.000 0.030 0.057 0.035 0.068

9 0.002 0.581 0.000 0.486 1.000 0.000 0.001 0.000 0.109 0.000 0.009 0.147 0.093 0.105 0.012 0.000 0.001 0.000 0.093 0.060

10 0.134 0.183 0.410 0.277 0.332 0.000 0.000 0.000 0.400 0.069 0.000 0.059 0.062 0.000 0.036 0.002 0.010 0.000 0.163 0.000

1 0.000 0.275 0.184 0.190 0.279 0.028 0.004 0.002 0.271 0.670 0.002 0.088 0.000 0.094 0.066 0.005 0.042 0.017 0.112 0.000

2 0.000 -2.000 0.000 0.000 0.689 0.022 0.000 0.000 0.000 0.000 0.124 0.013 0.007 0.001 0.000 0.031 0.045 0.000 0.113 0.009

3 0.000 0.000 0.287 0.215 0.763 0.034 0.273 0.167 0.056 0.013 0.000 0.100 0.000 0.025 0.020 0.000 0.067 0.000 0.001 0.105

4 0.148 0.210 0.404 0.341 0.190 0.113 0.071 0.138 0.069 0.035 0.028 0.005 0.003 0.000 0.220 0.000 0.000 0.000 0.129 0.010

5 0.000 0.392 0.000 0.389 1.000 0.000 0.077 0.000 0.041 0.085 0.000 0.000 0.252 0.005 0.005 0.004 0.000 0.000 0.044 0.106

6 0.000 0.387 0.000 0.208 0.000 0.000 0.076 0.061 0.053 0.334 0.055 0.004 0.093 0.082 0.166 0.005 0.055 0.000 0.000 0.060

7 0.320 0.499 0.220 0.000 0.003 0.068 0.000 0.000 0.187 0.189 0.000 0.028 0.000 0.010 0.054 0.050 0.005 0.000 0.056 0.113

8 0.000 0.195 0.225 0.430 1.000 0.000 0.210 0.090 0.097 0.361 0.000 0.014 0.014 0.008 0.134 0.011 0.000 0.004 0.043 0.120

9 0.223 1.000 0.146 0.283 1.000 0.000 0.000 0.000 0.001 0.116 0.000 0.000 0.002 0.020 0.075 0.000 0.102 0.077 0.046 0.080

10 0.000 0.056 0.378 0.255 0.265 0.060 0.166 0.264 0.085 0.002 0.006 0.000 0.008 0.013 0.000 0.000 0.025 0.002 0.072 0.013

β=0.9

β=1

model

10 20 30 40

β=0.8
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However, developed evolution algorithm showed very good results and the only question is if it is caused by 

local search mechanism responsible for rotating parts or evolution principles of EA. Local search principle will 

be further developed and rotation of parts will be included directly in to the chromosome in EA.  

Future research will be focussed also on the combination of BPP and job shop scheduling. 
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Heuristic approach to solve various types of the zone tariff de-

sign problem 
Michal Koháni1 

Abstract. An effective integrated transport system (ITS) is one of ways how to moti-

vate citizens to use public transportation. One of many sub-problems to be solved is 

the designing of tariff system. Several approaches to design of the tariff system exist. 

One of them is based on a division the region into smaller areas - tariff zones. When 

we want to design zone tariff system, we have to decide about optimal price for trav-

elling and optimal zone partitioning of the region. The zone tariff can be divided into 

two types. The first one is the zone tariff with arbitrary prices, where fares are given 

for all pairs of zones arbitrary. Second type, the counting zone tariff system, is based 

on the calculation of travelled zones on the trip and the price of trip is based on the 

number of travelled zones. In this paper we describe both types of zone tariff system 

and we propose heuristic approach to solve them. The model of zone partitioning can 

be described with the mathematical model which is similar to the p-median problem. 

Mathematical models contain non-linear objective function what can be the main 

drawback of this approach. We propose heuristic approach based on a greedy heuristic 

method. We make a computational study on test data sets from selected region to 

compare both types of zone tariff systems. 

Keywords: tariff zones design, zone partitioning, p-median problem, heuristic 

method. 

JEL Classification: C44, C61, O18 

AMS Classification: 90B06, 90B80, 90C10, 90C59 

1 Introduction 

Sustainable transportation and transport integration are connected with a large numbers of challenges, especially 

in public transportation within the cities and suburban regions. One of the way how to motivate citizens to use 

public transportation is to create Integrated Transportation Systems (ITS), that combine various transport modes 

and enables to passengers to use one ticket to all modes. Designing of tariff system in ITS is also an important 

issue, tariff system should be understandable and motivating for passengers, but, on the other hand, effective for 

transport operators and municipalities. [8] [10] [12] 

Topic of the tariff design can be found in the literature only rarely. Hamacher and Schöbel in [3] and [4] and 

Schöbel in [10] described a basic division of tariff systems. First and frequently used approach is a distance tariff 

system, where the price for a trip depends only on the length of the trip. This tariff system can be considered as 

fair. The price for the trip is based on the distance between arrival and destination station of the trip. Second type 

of tariff is a unit tariff. All trips in this system cost the same price and are independent on their length.  

Third type of tariff, which combines the unit tariff and the distance tariff, is a zone tariff system. In this system 

the whole area has to be divided into smaller sub-regions - tariff zones. The price for a trip in the zone tariff system 

is calculated using the information about the starting and the ending zone of the trip. The calculation of the price 

for the trip can be done in two different ways. In the first case, in a zone tariff with arbitrary prices (ZTAP), the 

fare calculation is based on the zone fare matrix, where the price is given arbitrarily for each pair of zones. Second 

possibility of the zone tariff system is a counting zone tariff system (CZTS). The price for travelling depends on 

the origin and destination zone and on the number of travelled zones on the trip. It holds that trips passing with 

various origin and destination zone but with the same number of crossed zones have the same price.  

Zone Tariff Design Problem is usually connected with various decisions that have to be made. Since we need 

to create tariff zones and divide the region into the smaller regions, we have to decide about the number of tariff 

zones and about assigning of the stop/station in the particular tariff zone. This part of the problem can be called 

Zone Partitioning Problem. With these decisions is also connected the decision about the new tariff, what is in the 

literature called as Fare Problem.  
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In this contribution we describe both types of zone tariff system and we focus on the zone partitioning problem 

in both zone tariff types. In the Section 2 the model of zone partitioning is described by the mathematical model 

which is similar to the p-median problem. Mathematical models contain non-linearity what can be the main draw-

back of this approach. In the Section 3 we propose solution approach based on greedy heuristic method. In the 

Section 4 we make a computational study on test data sets from selected region to compare both types of zone 

tariff systems in terms of quality of the solution. 

2 Mathematical models of the Zone Tariff Design Problem 

Let all stations in the public transport network constitute the set of nodes I. Stations i and j from the set I are 

connected by the edge (i,j)  E, if there is a direct connection by public transport line between these two stations. 

Symbol E denotes the set of edges. Distance between stations i and j is denoted as dij. For each pair of stations i 

and j is cij the current or fair price of travelling between these two stations.We assume that cij is equal to cji for 

each pair of stations i and j. nij represent the new price for travelling between i and j in the zone system. Number 

of passengers between stations i and j is bij (OD matrix). To describe passenger flows we introduce parameter aij
rs, 

where used paths will be observed. Value of the parameter aij
rs is equal to 1 if the edge (r,s) is used for travelling 

from station i to station j and 0 otherwise.  

Construction of the zone partitioning model was inspired by the model of the p-median problem [5]. Based on 

this model, we introduce binary variables yi, which represent a “fictional” centre of the zone and is equal to 1 if 

there is a centre of the zone in node i and 0 otherwise. For each pair of stations i and j we introduce variable zij 

which is equal to 1 if a station j is assigned to the zone with centre in the node i and 0 otherwise. We expect to 

create at most pmax tariff zones.  

When we want to suggest the objective function of the model, there are many possible ways. In the papers by 

Hamacher and Schöbel [3] [4] were presented three possible objective functions. There are also other possibilities, 

such as maximization of transport operator revenue, which is also mentioned in [1] and [10]. In presented model 

we use the average weighted deviation between current and new price for all passengers, according to the advices 

of experts in [10] and previous research of exact approach to the problem in [5]. Objective function of the Zone 

Tariff Design Problem can be formulated as follows (1): 

 

ij ij ij

i I j I

avg

ij

i I j I

c n b

dev
b

 

 








 (1) 

Constraints that hold in the p-median problem are also necessary in the Zone Tariff Design Problem and can 

be formulated as follows: 

 1,ij
i I

z for j I


   (2) 

 , ,ij iz y for i j I   (3) 

 maxi
i I

y p


  (4) 

  0,1 , ,ijz for i j I   (5) 

  0,1 ,iy for i I   (6) 

Conditions (2) ensure that each station will be assigned to one zone. Conditions (3) ensure that station j will 

be assigned only to the existing centre of the zone. Condition (4) ensures that we will create at most p tariff zones. 

2.1 Mathematical Model of the Zone Tariff with Arbitrary Prices 

As we mentioned before, the main difference between ZTAP and CZTS is in the price calculation. In the ZTAP 

the new price for travelling is calculated as the price between the zones where the origin and destination stops are 

assigned. To describe the zone fare matrix for calculating new price we introduce matrix h. Value hkl describes the 
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price for travelling between the zone with zone centre in the node k and the zone with the centre in the node l. To 

calculate new prices for travelling between stops i  I and j I we can use formula (7). 

 , , , ,ij kl ki ljn h z z for i j k l I   (7) 

Mathematical model of the Zone Tariff with Arbitrary Prices (ZTAP model) we can formulate as follows: 

Minimize (1) 

Subject to (2)-(6), (7) 

2.2 Mathematical Model of the Counting Zones Tariff System  

When we want to set a new price for travelling in Counting Zones Tariff System (CZTS), there are more possibil-

ities how to do it. In [5] and [6] a unit price for travelling per one zone was set. In this paper we use two different 

unit prices, as was mentioned in [5] – price f1 for travelling in the first zone and unit price f2 for travelling in each 

additional zone. If we want to calculate new price of the trip between nodes i and j in the system, we need to 

calculate number of zones crossed on this trip. The calculation of the number of crossed zones can be easily re-

placed by the calculation of crossed zone borders accordingly to [4] and [10]. We assume that station can be 

assigned only to one zone and the border between zones is on the edge. We introduce binary variable wrs for each 

existing edge (r, s)  E, which is equal to 1 if stations r and s are in different zones and is equal to 0 otherwise. 

For the calculation of crossed borders number we need to use the path used for travelling between stations i and j 

described by parameters aij
rs. Determination of crossed zone borders is associated with following set of constraints: 

 , , ( , )ij ik jkz z w for i I j k E     (8) 

  0,1 , ( , )ijw for i j E   (9) 

New price nij in CZTS can be determined by the number of crossed zones and calculated as follows (8):  
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(10) 

Mathemathical model of the Counting Zones Tariff System (CZTS model) we can formulate as follows: 

Minimize (1) 

Subject to (2)-(6), (8), (9), (10) 

3 Heuristic method for Tariff Zones Design Problem 

Objective function (1) in this model is not a linear function. Several solution approaches for designing zone tariff 

system can be found in the literature. Hamacher and Schöbel in [3] and [4], Schöbel in [10] and Babel and Kellerer 

in [1] proposed exact solution approaches for the counting zones tariff system where the goal was to design zones 

such that new and old price for most of the trips are as close as possible. A note on fair fare tariff on the bus line 

was mentioned also by Palúch in [9]. Another approach to solve this problem was proposed in [1], [4] and [10]. In 

the first stage optimal price of travelling is calculated and subsequently, three algorithms were used to calculate 

the zone partitioning. First algorithm is based on the clustering theory, second algorithm is a greedy algorithm and 

the last algorithm is based on the spanning tree approach. Heuristic approach based on greedy algorithm for zone 

merging with various parameters for zone size evaluation was mentioned also in [6] and [7].  

3.1 Heuristic Approach for Zone Partitioning Problem 

Based on the results of numerical experiments in [6] and [7] we use a greedy based heuristic method to solve the 

zone partitioning problem originally proposed in [6]. The algorithm starts with the situation, where each station 

forms separate zone and the number of zones is equal to the number of stations. The algorithm subsequently select 

two smallest neighboring zones which are merged into the one new zone. The goal is to create zones that are 

approximately the same size. Algorithm terminates when given maximum number of zones p is reached. Greedy 

heuristic algorithm with approximately same zone size can be described as follows: 

STEP 1: Start with a partition P consisting of |I| zones, each zone contains a single station. For each zone Zi from 

P calculate the parameter ei to express size of the zone.  
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STEP 2: Determine two neighboring zones Zi and Zj, where the sum ei + ej is minimal. 

STEP 3: Merge zones Zi and Zj into new zone Zk and get a new partition P. For zone Zk calculate parameter ek. 

STEP 4: If maximum number pmax of zones is reached, then terminate, else go to STEP 2. 

In all formulas we use following notation: Si is the set of stops, which are connected with at least one stop in 

the zone Zi, |Zi| represents the number of nodes in the zone Zi and parameter bk represents the number of inhabitants 

in the node k.  

For the calculation of zone size parameter ei we can use various approaches. In [6] there were proposed various 

formulas and we select two formulas which give best solutions. Formula (11) calculates parameter ei as the average 

distance of all stops in the zone Zi to neighboring zones. Greedy heuristic with parameter (11) is denoted as H1. 

 
.

i i

kj
k Z j S

i
i i

d

e
Z S

 


 
 (11) 

Formula (12) use number of inhabitants of all stations in the zone Zi as the zone size parameter ei. Greedy 

heuristic with parameter (12) is denoted as H2. 
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(12) 

3.2 Calculation of new prices 

In the case of new prices calculation in TZAP, we have to determine price for all pairs of new zones (zone tariff 

matrix h). We were inspired by the new price calculation described in [3]. We propose 3 different ways of new 

price calculation. In formula (13), as the price for travelling between zones with centres in nodes k and l we select 

minimal price for travelling between all stops i from the zone Zk and stops j from the zone Zl. 

 
min min{ : , , , }
kl ij k lh c i Z j Z i j I     (13) 

In formula (14), as the price for travelling between zones with centres in nodes k and l we select maximal price 

for travelling between all stops i from the zone Zk and stops j from the zone Zl. In formula (15) we expect to 

calculate new price as the average between hkl
min and hkl

max. 

 
max max{ : , , , }
kl ij k lh c i Z j Z i j I     (14) 

 
min max

,
2

kl kl

kl

avg
h h

h for k l I


   (15) 

To obtain the best settings of parameters f1 and f2 in CZTS we apply formula (10) with various setting of 

parameters f1 and f2 and we subsequently calculate average difference between new and old prices for all possible 

settings of parameters f1 and f2. As the best solution we choose the one that has the smallest value of the average 

difference. 

4 Numerical Experiments 

The goal of numerical experiments is to compare solutions obtained using TZAP model and CZTS model. We 

make the computational study on the data sets created from the real public transportation network in the Zvolen 

Region (Slovak Republic) in the year 2016. These data were obtained from [14]. Although the transportation net-

work consist of large number of single stops, we group these stops by affiliation to the municipalities, what is 

commonly used technique and therefore we can also reduce the size of solved problem. We use two networks with 

25 or 51 stations, which are shown in the Figure 1.  

Current prices cij were calculated according to real prices depending on the shortest distance for travelling 

between all pairs of stops by regional buses. The OD matrix was estimated using the gravity model as in [2]. 

Numerical experiments were performed on the personal computer equipped with Intel Core 2 Duo E6850 with 

parameters 3 GHz and 3.5 GB RAM. Experiments were performed in Xpress Optimizer solver [11]. To solve test 

instances we use heuristic approaches H1 and H2 described in section 3. In the case of CZTS model, according to 
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the current fare prices we set the values of parameter f1 from 0.3 to 0.9 with step by 0.05 and values of parameter 

f2 from 0.1 to 0.6 with step by 0.05 for all the experiments and as the result we select the objective function with 

minimal value. Due to the grouping of stations, we set the nonzero price also for the trips with zero distance 

(travelling inside of the municipality) to avoid zero prices in the calculation of prices in TZAP model.  

    

Figure 1 Test networks with 25 and 51 stations, map source: openstreetmap.org 

In the Table 1 there are results for the test network with 25 nodes and in the Table 2 there are result for the 

network with 51 nodes. In all tables we denote columns as follows. Columns denoted as CZTS represent results 

of the CZTS model and columns denoted as ZTAP represent results for the TZAP model. Column denoted as H1 

represents results for greedy heuristic H1 with the zone size calculation using formula (12) and column denoted as 

H2 represent result for heuristic method H2 with using of formula (13). Columns denoted as hmin in the case of 

TZAP model contain results for new zone tariff matrix calculation with formula (13), columns hmax contain results 

for new zone tariff matrix calculation with formula (14) and finally columns denoted as havg contain results for 

new zone tariff matrix calculation with formula (15). 

 

pmax   

CZTS ZTAP 

H1 H2 
H1 H2 

hmin hmax havg hmin hmax havg 

4 3367 4846 4273 25098 10769 4672 26184 11342 

6 3525 4364 2564 17737 7943 2264 17672 7894 

8 3374 2976 2300 10418 5057 1310 10170 4823 

10 2793 2157 1230 9810 4883 714 6264 3097 

13 2702 1751 1014 6445 3300 291 1179 615 

16 2264 1351 203 563 379 134 344 237 

20 1812 1371 74 178 124 55 125 90 

 Table 1 Best values of average deviation – networks with 25 stations 

 

pmax   

CZTS ZTAP 

H1 H2 
H1 H2 

hmin hmax havg hmin hmax havg 

4 8460 10629 11937 55855 23602 11956 47392 19815 

6 8805 9348 10232 43817 18992 10406 30358 14737 

8 7723 9168 9683 38653 16912 6040 27768 12959 

10 7196 8027 8892 37400 16539 4268 20257 9307 

13 6863 6755 5340 19222 9020 2824 17237 8028 

16 6339 5906 3839 17429 8442 1943 11379 5404 

20 5461 5264 3499 12916 6444 1313 7832 3863 

25 4940 3849 1851 10243 5004 590 3552 1808 

30 3595 3368 807 2657 1656 329 1047 610 
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 Table 2 Best values of average deviation – networks with 51 stations 

5 Conclusion 

In the paper we presented various approaches to the Zone Tariff System Design. We presented models for Counting 

Zones Tariff System and Zone Tariff with Arbitrary Prices that are able to solve the zone partitioning and also 

calculate new prices for travelling in new zone system. We performed numerical experiments with both models 

using heuristic method that is based on the greedy approach and stepwise merging of neighboring zones. Numerical 

experiments were performed on the data sets created from the public transport network in Zvolen Region in Slo-

vakia.  

From the results of the numerical experiments in the Table 1 and Table 2 we can see the differences in obtained 

solutions using both models. In general, ZTAP model seems to give better results for the situation when the number 

of created zones is higher. On the contrary, CZTS model gives better results for situations, where the number of 

created zones is smaller. This information can be useful for system planners who design tariff systems and evaluate 

possible situations. 

When we focus on the solution method – greedy heuristic, we can see, that behavior of heuristics H1 and H2 

is different depending on used model and size of the problem. In most cases, heuristic method H2 gives better 

solution than heuristic H1, only when solving CZTS model with smaller parameter p, the situation is opposite. 

When we evaluate results of the TZAP model from the point of view of price calculation methods, we can see that 

the best results we can obtain applying the formula (13).  

In the future we would like to verify this approach on the different networks with real OD matrix. Numerical 

experiments will be also extended to the larger test network to study behavior of presented models and heuristics 

on larger problems.  
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The effects of fiscal policy shocks in Czech and German
economy: SVAR model with graphical modeling approach

Eliška Komárková1, Vlastimil Reichel2

Abstract. The paper will focus on identifying the influence of the Czech Republic
(and Germany) fiscal policy on the business cycle of the Czech Republic (and Ger-
many). The paper will state the fiscal policies of the states and their comparisons
with the theory of real business cycle theory (RBC) and the New Keynesian theory
(NK). A cascade of structural VAR models will be used to determine the impact of
the fiscal policy shocks. The graphical modeling method will be used to determine
the restrictions in the structural VAR models. The following variables will be used
to estimate VAR models: government spending, government taxes, real output, con-
sumption, working hours and real wages. The results obtained from the models will
be used to assess the effectiveness of the fiscal policy (government spending shocks)
and their impacts on the economic cycle. The results are in line with Keynesian theo-
retical models. Significant differences in impulse responses for individual economies
can also be observed.

Keywords: Fiscal policy, Structural VAR model, Graphical Modelling.

JEL classification: E320, C130
AMS classification: 62M10, 65S05

1 Introduction
One of the most significant economic events that happened in the new millennium was the financial crisis of
2008/2009, which subsequently resulted in the economic crisis. This crisis was of a global nature and also affected
most of the European Union (EU) states, including Germany and the Czech Republic. The article will focus on
identifying the influence of the Czech Republic (and Germany) fiscal policy on the economic cycle of the Czech
Republic (and Germany) during this period and will determine whether the empirical findings correspond with the
theory of real economic cycles (RBC) or New Keynesian (NK).

Fiscal policies have a significant impact on the macroeconomic stability of countries. The government can use
fiscal policy instruments to stabilize short-term fluctuations in the economy, whether it is a period of recession
or boom. On the budget expenditure side, governments can make decisions about the level and composition of
government spending. On the revenue side, they can make decisions about the amount of taxes.

In the 1980s, two economic lines emerged, a new classical school and a new Keynesian school. The represen-
tatives of the neoclassical school promoted the theory of real economic cycles based on assumptions of rational
expectations and automatic purging of markets. On the contrary, the New Keynesian approach is based on the
theory of monetary economic cycles. They do not question the theory of rational expectations, but they do not
agree with clearing the markets in the short run. New Keynesians argue that nominal wages and prices are not so
flexible in reality, which means that they cannot immediately adapt. Aggregate demand, therefore, does not adjust
to aggregate supply and needs to be stimulated through fiscal intervention. The fundamental difference between
these two theories is in the assumptions. While RBC’s agents are subject to Ricardo’s equivalence, in Keyne-
sian Economic Cycle Theory, household consumption depends only on today’s disposable income. According to
Keynesians, macroeconomic variables respond differently to positive government shock. In response to the initial
government spending shock, consumption, output, real wages and worked hours will increase. Specific reactions
of selected macroeconomic variables to fiscal expansion are shown in Table 1.

Output Consumption Worked hours Real wage
RBC theory + - + -
NK theory + + + +

Table 1 Theoretical directions of macroeconomic variables responses to fiscal expansion

1Masaryk University, Lipová 41a, Brno, Czech Republic, 405874@mail.muni.cz
2Masaryk University, Lipová 41a, Brno, Czech Republic, reichel.v@mail.muni.cz
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2 Data and methodology
2.1 Data
Time series of economies of the Czech Republic and Germany are used. The data were taken from the Eurostat
statistical portals (Eurostat, [6]) and the OECD international organizations (OECD, [12]). The primary macroeco-
nomic indicators are government spending (Gt), taxes (Tt) and real output (Yt). Other variables will be gradually
added to the model. Individually, private consumption (Ct), worked hours (Ht) and real wages (RWt). All macroe-
conomic indicators are adjusted for inflation and converted per capita. Time series are quarterly, and their range
of data, concerning availability, varies slightly for each state. The analysis is made on quarterly data of the Czech
economy covering period 1999:Q1-2017:Q2 and quarterly data of German economy covering period 2002:Q1-
2017:Q2. Most of the variables are seasonally adjusted from the source, only the real tax variable and the worked
hours show seasonality. Seasonality was cleared using the X-12-ARIMA method.

Variable Gap Source
Government spending G ĝ Eurostat
Government taxes T t̂ Eurostat
Gros domestic product Y ŷ Eurostat
Consumption C ĉ Eurostat
Worked hours H ĥ OECD
Real wages WT ŵt Eurostat

Table 2 Time series description

2.2 Methodology
Structural VAR (SVAR) models have become a modern tool in analyzing the effects of monetary policy and sources
of fluctuations in business cycles (Gottschalk [8]). The primary source of SVAR model when analyzing causes of
fluctuation in the economic cycle is Blanchard and Quah ([1]). SVAR models were also used for their analysis
Blanchard and Perotti [2] or Burnside, Eichenbaum and Fisher [3] or Fragetta and Melina [7]. The authors focus
on detecting the effects of fiscal policy shocks to capture the impulse response of macroeconomic variables. Blan-
chard and Perotti [2] argues that SVAR methodology is more effective in analyzing the impacts of fiscal policy
than of impacts of monetary policy. They state two major arguments. The first is that, in contrast to monetary
policy, fiscal variables are moving for many reasons and are therefore considered to be exogenous fiscal shocks.
The second argument is that, due to decision-making and implementation delays in fiscal policy, there is little or
no discretionary fiscal policy response to unexpected movements in economic activity. Based on this, they can
construct estimates of the automatic effects of fiscal variables on unexpected shifts in the economy to receive es-
timates of fiscal policy shocks. After identifying these shocks, they can monitor the dynamic effects of the gross
domestic product and its components.

SVAR model

The VAR model is used for identification of fiscal policy shock. With variables of interest collected in the k-
dimensional vector Yt the reduced-form VAR model can be written as:

Yt =

p∑

i=1

Ai · Yt−i + ut, (1)

where Yt−p is vector of variables lagged by p periods, Ai is a time-invariant k × k matrix and ut is a k × 1
vector of error terms. As the error terms can be correlated, the reduced-form model is transformed into a structural
model. Pre-multiplying both sides of equation 1 by the (k × k) matrix A0, yields the structural form:

A0Yt = A0A1 · Yt−1 +A0A2 · Yt−2 + · · ·+A0Ap · Yt−p +Bεt. (2)

The relationship between structural disturbances εt and reduced-form disturbances ut is described by equation
of AB model (see Lutkepohl [10] or Lutkepohl and Kratzig [11]):

A0ut = Bεt, (3)
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where A0 also describes the contemporaneous relation among the endogenous variables and B is a (k × k)
matrix. In the structural model, disturbances are assumed to be uncorrelated with each other. In other words,
the covariance matrix of structural disturbances Σe is diagonal. The model described by equation (2) cannot be
identified. Therefore, first the matrix B is restricted to (k × k) diagonal matrix. As a result, diagonal elements of
matrix B represent estimated standard deviations of the structural shocks.

The next step is to impose restrictions to matrix A0. The matrix A0 is a lower triangular matrix with additional
restrictions that are obtained from statistical properties of the data. The starting point of the process is a computa-
tion of partial correlations among the variables in the model and subsequent elimination of statistically insignificant
relations. This methodology is based on well defined statistical rules and allows to derive many possible structural
VAR models that are later evaluated by statistical information criteria.

Graphical modelling

Graphical modelling (GM) theory is a data-driven tool that allows to identify limitations directly from statistical
data properties. It offers a systematic procedure to identify the SVAR model. In general, this methodology is dealt
with by Darroch et al. [5]. Oxley [13] provides examples of how this method can be used in the macroeconomic
analysis. Fragetta and Melina [7] uses this tool to analyze the effects of fiscal policy shocks. They designed the
construction in several steps.
1. First, the partial correlation of residual components between variables will be calculated from the estimated

VAR model.
2. Based on these partial correlations the Conditional Independence Graph (CIG), whose scheme is shown in Fig-

ure 1, will be constructed. Knots A, B, and C represent the variable or residual component of the VAR model.
The edges joining the nodes represent partial correlations. Thus, CIG graphically represents all statistically
significant interconnections or correlations between given variables.

Figure 1 CIG construction

3. Directed Acyclical Graphs (DAG) will be derived from the CIG graphs. Hypothetically, we can obtain 2n DAG
representations where the number 2 indicates the number of directions the edge can take and the n coefficient
indicates number of these edges. For this illustrative example, there are four possible views of the DAG graphs
that can be seen in Figure 2. DAG charts display the causal relationship of variables and represent all possible
structures of SVAR models. Arrows between nodes indicate the direction of statistical causality.

Figure 2 DAG charts - all possibilities

In deciding which of these DAG views will be the most accurate, we first apply the moralization rule. This
rule states that if variables A and C determine B there is also a significant statistical correlation between A and C.
Looking at case D), where A and C determine B, the corresponding CIG graph would have to be modified and nodes
A and C would also have to be linked. By this definition, about the illustrative CIG, we exclude option D). For the
analysis of the remaining DAG options, the t-statistics of the estimated regression coefficients of the VAR model
will be used to determine the statistically significant causality between the variables. Causalities will be tested at a
5% significance level and the critical discipline will correspond to the interval W ∈ (−∞;−1, 96) ∪ (1, 96;∞).

3 Results
3.1 Results of CIG and DAG charts
From the estimates of partial correlations of residual components of the VAR model and application of GM theory
rules, CIG graphs can be constructed and consequently DAG schemes derived. All types of schemes are captured
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in Table 4. Schemes are key to determining the additional A0 matrix restrictions mentioned in the equation (2).
For example, from the DAG chart for the baseline VAR model (shown in Table 4), we can deduce the restrictions
of the A0 matrix which is mentioned in the table 3.

A0 of baseline SVAR Germany A0 of baseline SVAR Czech Republic


1

−a21 1

0 −a32 1







1

0 1

−a31 −a32 1




Table 3 Identification of matrix A0 in baseline SVAR models

Germany Czech Republic
CIG DAG CIG DAG

Baseline

Consumption

Working hours

Real wage

Table 4 Results of CIG and DAG charts

3.2 Impulse responses functions
Figure 3 and Figure 4 illustrate the impulse response of all selected macroeconomic variables to fiscal expansion
(shock in government spending), along with percentile confidence interval calculated according to Hall [9]. The
shock value is the size of one standard deviation. In the first graphs of Figure 3 and Figure 4, government spending
responses are displayed, ie how the variable responds to its own shock. Government spending in both states rises
first and return to its steady state after two quarters. It can be seen that shocks in both cases are not very persistent.

In the case of Germany (Figure 4), the impact of GDP falls below its steady level.The reaction is not statistically
significant. More interesting is the later development of the impulse response of the output, which starts growing
after the first quarter. In the fifth quarter reaches its maximum of 0.2%. Here we observe the statistical significance
of the impulse response. It then slowly stabilizes to its steady state. The impulse response of taxes is very similar
to the development of the impulse response of the gross domestic product. An analogous development of impulse
responses for tax and GDP variables can be justified by the fact that tax collection depends on economic income.

For the Czech economy (Figure 3), the results of estimates for taxes and GDP are completely different from
German. Output has a positive reaction immediately after the impact of the shock, but it immediately starts to
decline and drops to -0.4 percent after six quarters. The reaction in minimum is statistically significant. Taxes
also respond positively to the first impact of government spending and increase by about 1.1% after one quarter.
Subsequently, they begin to decline, as it is in the case with GDP.

Consumption (in the case of Germany Figure 4) reacts negatively to government spending shock and then
begins to grow. After a six quarters of shock, it rises to 0.1%. The impulse response is statistically significant
when the response of this variable reaches a value slightly below 0.1%. Consequently, private consumption returns
to its steady state. The worked hours fall by 0.05% in the first reaction of the positive government spending shock.
After three quarters, it rises to 0.1%, and then the variable is stabilized to its steady state. The impulse response
for the variable worked hours is statistically significant only after four quarters of the impact of fiscal expansion.
Depending on the government’s shock, employment rises as economic output has rises, just one period earlier.

Eliška Komárková, Vlastimil Reichel

237



Real wages respond after two quarters of the impact of fiscal shock by increasing to 0.2 percent. Then it also
returns to its steady state.

The results of impulse responses for the Czech economy (Figure 3) are different from the impulse response of
the German economy (Figure 4). Private consumption, as one of the components of Gross Domestic Product, is
copying output development. At the impact of the shock, consumption increases and then falls below its steady
state. After six quarters, it begins to grow, but will no longer exceed its steady state. The variable worked hours
does not show any significant responses to government shock. For real wages, statistically significant estimates
can be observed. In the impact, real wage rises to 0.8 percent, after the first quarter it will reach 1.2 percent. In
the next development, it begins to fall to a steady state. Unfortunately, most confidence interval estimates for other
variables contain zero and are therefore not statistically significant.

Compared with economic theories, the response of variables (for Germany): output, private consumption,
worked hours, and real wages fully matches Keynesian theory. In response to the expansionary fiscal shock in
government spending, these variables will increase. Impulse responses obtained from the Czech economy data are
not in line with any of the above-mentioned theories.

The results of impulse responses are not surprising in the context of the events of the last decades. In response
to the economic crisis, the German government has taken several measures aimed at mitigating the effects of the
recession and restoring the German economy (Cupalová, [4]). The Czech government has not been confident in
the crisis, which has negatively affected its ability to respond to the peak economic crisis (Vláda ČR, [14]).
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Figure 3 Czech Republic - Impulse responses functions to government spending shock
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Figure 4 Germany - Impulse responses functions to government spending shock
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4 Conclusion
In this paper, using the structural VAR model the impacts of fiscal expansion in the form of increased government
spending were analyzed. To identify the structural component of the VAR model, we identified short-term restric-
tions derived from the graphical modeling approach were identified. Impacts of fiscal expansion were discussed
using impulse response results. The results (captured in Table 5) show the difference between output and con-
sumption responses in the Czech Republic and Germany. In Germany, there is an increase in consumption and an
increase in output due to fiscal expansion. In the Czech Republic, on the other hand, the same shock results in a
decrease in output and consumption. In the case of worked hours and real wages, we conclude that the variables
respond to the government spending shock positively in both countries. Comparing the resulting impacts with the
theoretical impacts, we see that Germany is consistent with the Neokeynesian theoretical concept of transmission.
In the Czech Republic, it is unclear whether neokeynesian or RBC approaches can be used.

Output Consuption Worked hours Real wage
RBC theory + - + -
NK theory + + + +
Germany + + + +
Czech Republic - - + +

Table 5 Theoretical and observed directions of macroeconomic variables responses to fiscal expansion
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World Tax Index: Results of the Pilot Project
Zlatica Konôpková1, Jakub Buček2

Abstract. Taxes are the essential parts of models of economic growth. They may
have negative impact on economy and burden part of the economic activity. There-
fore, we need to be able measure the size of tax burden correspondingly. The most
popular indices are tax quota and implicit tax rates, but there are also other alternative
indicators including World Tax Index (WTI). WTI is an overall multi-criteria indicator
of the tax burden designed for OECD countries and constructed as a combination of
hard tax data weighted by soft data (QEO) gathered through an online questionnaire
survey among tax specialists. In 2016 we introduced new methodology of WTI based
on factor analysis and pilot project was held in 2017 for the Czech Republic to test
the relevance of the method. In this paper we present and discuss the results of pilot
project. We use three different factorization methods (namely Principal Component
Analysis, Factor Analysis and Non-negative Matrix Factorization) to find latent fac-
tors in data and afterward compute new WTI values for each factorization method. All
three methods suggest that corporate and personal income taxes have the highest tax
burden effect.

Keywords: Tax Burden, World Tax Index (WTI), Tax Quota, Principal Component
Analysis, Factor Analysis, Non-negative Matrix Factorization, Czech Republic.

JEL classification: H21, C38
AMS classification: 62H25, 91B64

1 Introduction
Fiscal policy is built on two main instruments that complement each other. Every government needs to cover its
spending by collecting taxes. Taxes may have negative impact on economy and slow down economic growth as
they create distortions and burden part of economic activity. It is crucial task for politicians to find equilibrium in
which they collect sufficient funds to cover their activities without burdening private sector too much. This task is
even more important nowadays. Governments are forced to consolidate public finances as they are still struggling
with the consequences of the latest global financial crisis.

Taxes are the essential parts of models of economic growth, therefore we need to be able measure the size
of tax burden correspondingly. The goal of this paper is to present the results of the pilot project in the Czech
Republic. Firstly, we will briefly present the different measurements of tax burden, then we will explain the details
of calculating the World Tax Index based on new methodology. We will compare the results obtained by using
three different approaches and discuss the relevance of the new methodology.

2 Tax Burden Measurements
Tax quota and implicit tax rates are the mostly used indices to measure tax burden. The first mentioned, tax
quota simply expresses the ratio of tax revenues to nominal GDP, or in compound form ratio of the tax revenues
with social security contributions to nominal GDP. The indicator is often used for comparison and in models of
economic growth because is simple and available for many countries. However, according to Kotlán & Machová
[8], the tax quota reflects only the percentage of GDP redistributed through the public budgets rather than the level
of the tax burden. A higher tax quota can indicate only more efficient tax collection and not the higher tax burden.
Another disadvantage is a usage of GDP that has different methodology in countries.

Implicit tax rate is the second popular indicator of tax burden. It again relates the tax revenues but only to the
activities or commodities in GDP connected to the tax instead of the whole nominal GDP. However, this change
does not eliminate the disadvantages mentioned above. The implicit tax rates are available for consumption, labour
and capital but only for European Union and therefore international comparison is not possible outside European
Union. More about disadvantages of using these two indicators can be found in Kotlán et al. [7].

We can find also alternative indicators of tax burden. Raimondos-Møller & Woodland [12] present a non-money
metric index of optimality that measures the distance of some current tax structure from the optimal tax structure
1Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, Brno,
konopkova.zlatica@mail.muni.cz

2Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipová 41a, Brno,
jakubbucek@mail.muni.cz
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in the presence of public goods. De Laet & Wöhlbier [2] define a tax as a compulsory unrequired payment to the
government, differentiate the types of taxes according to the national account and assigned them various economic
functions. Kiss et al. [5] eliminates the influence of government in tax quota.

World Tax Index (WTI) is an overall multi-criteria indicator of the tax burden designed for OECD countries. It
was firstly presented in Kotlán & Machová [8] as an alternative for standardly used indicators (tax quota, implicit
tax rates). WTI is not limited only to the tax revenues and nominal GDP, but it includes information from different
areas that can possibly affect the tax burden, e.g. progressivity of the tax system, administration, incentives,
deductions etc. The results presented in Kotlán & Machová [9] show that the WTI generally allows to prove more
significantly and clearly the negative effect of taxation in case of particular types of taxes, which is not possible
using the tax quota.

WTI is structured according to OECD classification into 5 main groups of taxes - Personal Income Tax (PIT),
Corporate Income Tax (CIT), Value Added Tax (VAT), Individual Property Taxes (PRO) and Other Taxes on
Consumption/Excises (OTC). The values of WTI are computed as a combination of available hard tax data with
soft data (Qualified Expert Opinion QEO) gained from questionnaire survey conducted in all OECD countries.
In the initial verstion of WTI, the questionnaire was distributed among tax specialists in academic sphere. They
expressed their opinion on how individual components of WTI contribute to the tax burden in their country by
distributing the 100% in every major category. The Saaty method3 of pair-wise comparisons was then applied to
obtain the weights of categories. In Konôpková & Buček [6] we introduced new methodology in order to diminish
potential disadvantages.

3 Methodology and data
First of all, the initial method of WTI was built on assumption that experts can evaluate the tax burden in their
country directly. According to Borsboom et al. [1] human behavior cannot be observed directly and the variables
expressing the behavior are latent, their values are hidden for us, but we can use a mathematical method to estimate
them. Secondly, the questionnaire was distributed only to experts in academic sphere, but the weights should reflect
proportionally the opinion of the whole diverse population in country. We have chosen factor analysis to obtain
the weights of tax categories in WTI and have opened the questionnaire to public and private sector. In this section
we will present three different methods of factorization that was used to check the robustness of our results (to
evaluate the relevance of the new methodology) and the data.

3.1 Methodology
Let X be a n × p matrix. In our case, n is number of respondents (rows of X) and p is number of questions
(columns of X). We want to find the latent effect using factorization of the matrix X . The main principle of the
factorization is to decompose a matrix into two parts: a basis matrix with new basis and a transformation matrix
that transforms data from original basis to the new ones. Since the proportion of variance for each new base to
total data’s variance is known, one can reduce dimension of data by removing basis with the lowest variance.

Applying factorization procedure to data we will find 5 factors, one factor for each tax category. Tax categories
will be assigned to every factors on basis of correlation between factors and corresponding questions from ques-
tionnaire. Afterwards new scores for every observations will be computed. Scores for each observation will be
transformed to scale 0-1 using following formula:

sTij =
sOij −min{sOi1, sOi2, sOi3, sOi4, sOi5}

max{sOi1, sOi2, sOi3, sOi4, sOi5} −min{sOi1, sOi2, sOi3, sOi4, sOi5}
, (1)

where sOij denotes the j-th original score for the i-th respondent and sTij is the j-th transformed score for the i-th
respondent. So the tax category that causes the highest tax burden to the i-th individual will be 1 and the tax
category with lowest tax burden will be 0.

After that, individual weights will be computed as follows. Firstly, an average score for each individual will be
computed as si = 1

5 (sOi1 + sOi2 + sOi3 + sOi4 + sOi5). Then the weight for the i-th individual will be calculated using
following formula:

wi =

∣∣∣∣∣
si −mean(si)√

var(si)

∣∣∣∣∣

−1

. (2)

Finally, weights for each tax category will be computed as weighted mean of all individuals transformed scores,
3See e.g. Saaty [13].
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i.e. the weight for the j-th WTI category is
∑
i wi · sTij . All weights of WTI categories are normalized to give sum

of 1. This process will be repeated for every method mentioned below.

Principal Component Analysis

The Principal Component Analysis (PCA) is a statistical procedure that transforms a number of correlated variables
into a (smaller) number of uncollerated variables. The PCA can be done using the singular value decomposition
(SVD):

X = UΣV T , (3)

where U is a n× n matrix with eigenvectors of XXT , Σ is a n× p diagonal matrix containing the square roots of
eigenvalues of U or V in descending order and V T is a p× p matrix with eigenvectors of XTX .

Factor analysis

Factor Analysis (FA) is similar to PCA, but different from it, the FA seeks for a latent structure in the data. The
FA assumes that variables X1, X2, . . . , Xp (columns of matrix X) are linear function of m (m < p) underlying
factors F1, F2, . . . , Fm. In matrix notation, factor analysis can be described by the following equation

C = PQPT + U2, (4)

where C is a p×p correlation matrix among observed variables, P is a p×m loading matrix, Q is a m×m matrix
of correlations among factors and U2 is a p × p diagonal matrix of unique variances. Factors can be rotated for
better interpretation.

Non-negative matrix factorization

Assume that the matrix X is non-negative, i.e. xij ≥ 0. Non-negative Matrix Factorization (NMF) consists in
finding an approximation

X ≈WH, (5)

where W is a n × r non-negative matrix called basis matrix and H is a r × p non-negative matrix called mixture
coefficient matrix. The non-negativity property makes matrix easier to interpret. The NMF in not unique as one
can find a matrix B and its inverse B−1 such as W̃ = WB and H̃ = B−1H . If the new matrices are non-negative
they from another parametration of the factorization. The NMF was calculated using R package by Gaujoux et al.
[4].

3.2 Data
Data were collected in period from October 2016 till April 2017. Questionnaire was sent to academic researchers,
public national institutions and private sector represented by the Chamber of Tax Consultants of the Czech Republic
and the ‘Big Four’ group. They were asked to answer ”Do you think...?” questions in standard Likert scale Strongly
disagree (1) - Strongly agree (5). Questions and their median answers are displayed in Table 3.

To calculate WTI for the Czech Republic we have chosen the representing tax rate/rates (see Table 1). Their
values and changes over time are shown in the Figure 1. The most significant changes are in OTC and CIT caused
by the entry of the Czech Republic into the European Union in 2004 when the tax harmonization has started.

Category Description Source
PIT Average personal income tax & soc. sec. contribution rates on gross

labour income (100% average wage)
OECD [11] Table I.5

CIT Statutory corporate income tax rate OECD [11] Table II.1
VAT Basic tax rate OECD [11] Table 2.A2.1
PRO Tax on the acquisition of immovable property/property transfer tax

+ land tax
Finance.cz [3]

OTC Excises average rate weighted by consumption OECD [11] Table I.5

Table 1 Representing tax rates for the Czech Republic and their source.
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Figure 1 Representing tax rates in time.

4 Results
Together 54 respondents filled the questionnaire, most of them from the private sphere (80%). The public sphere
did not respond too much (only 3 responses) and did not even respond to our repeating emails. Almost 75%
respondents strongly agree or agree with the statement that they consider themselves as experts on taxes, less than
10% strongly disagree or disagree with it and remaining 15% are neutral.

Applying methodology mentioned above we received the weights and order of the categories in WTI displayed
in Table 2. As we can see the most important in WTI is Corporate Income Tax along with Personal Income Tax.
Both categories fall within direct taxes which can be the reason why people find it the most influencing. The order
of other categories varies depending on used method. By two of three methods, the third highest weight belongs
to Other Taxes on Consumption/Excises. Excises are the highest taxes in the Czech Republic and are imposed on
desired goods The last categories are Value Added Tax and Property Taxes. The results are in line with OECD
[10] which supports the main trend in fiscal policy, to make a move from direct taxes to indirect ones. It states
that corporate and personal income taxes have the largest negative effects on economy and the consumption and
property taxes are on the opposite side.

Weights Order
Category PCA FA NMF PCA FA NMF

PIT 0.209 0.224 0.246 2 2 2
CIT 0.302 0.242 0.247 1 1 1
VAT 0.170 0.163 0.140 4 4 5
PRO 0.102 0.159 0.190 5 5 3
OTC 0.197 0.212 0.177 3 3 4

Table 2 Calculated weights and order of the categories in WTI.

Finally, we calculated the values of new WTI for all three methods, WTIFA, WTIPCA,WTINMF. They are
displayed in Figure 2 together with Tax Quota and old values of WTIOLD

4. The indicator of tax burden defined in
this way is actually a single weighted average tax rate for the country without the influence of GDP. As we can
see, the values of new WTI are independent of chosen factorization method. In comparison with WTIOLD it better
reflects the real state of tax system. It does not overestimate tax burden and there are no significant fluctuations
that have no support in real data.

5 Conclusion
In this paper we compared three different factorization methods (PCA, FA and NMF) for computing new values of
World Tax Index for the Czech Republic for period 2000–2017. The indicator of tax burden defined in this way is
actually a single weighted average tax rate for the country. All methods get similar effects of the five tax categories
and therefore the computation of the WTI is independent of chosen method of factorization. According to our
results, Corporate and Personal Income Tax are the most important categories of WTI, following by Other Taxes
on Consumption/Excises. The least important categories are Value Added Tax and Property Taxes. These findings
are in line with literature. The new WTI is more stable, without any significant breaks compared to the old WTI.
It also has noticeable lower values and more corresponds to the tax quota which is standard tax burden indicator.
4Available at https://data.oecd.org/tax/tax-revenue.htm and http://www.eaco.eu/about-eaco/research/.
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Appendix A

ID Do you think that... Median answer
Personal Income Tax
B1 the tax literacy is accurate in your country? Disagree
B2 the progressivity of tax system affect the individuals decision? Disagree
B3 the tax personal deductions are appropriately created and used by peo-

ple?
Disagree

B4 the social security contributions help to reduce the inequality in your
country?

Disagree

B5 lot of people in your country avoid paying taxes by shift to shadow
economy?

Disagree

Corporate Income Tax
A1 lot of firms in your country have location in tax havens? Disagree
A2 the progressivity of tax system affects the firms decision? Disagree
A3 the tax system influences the firms market entry? Strongly disagree
A4 the tax deductibility of costs plays important role in firms finances? Strongly disagree
A5 the corporate income taxes influence the firm’s investment? Strongly disagree
Value Added Tax
C1 the value added tax influence the consumption of durable goods? Disagree
C2 the reduced tax rates are useful for the most of population? Disagree
C3 people in your country consider the double prices (VAT in-

cluded/excluded) on price tags?
Neutral

C4 VAT motivates people to buy products outside the official market? Disagree
C5 it is complicated for firms to fulfill the mandatory registration duty for

VAT?
Disagree

Property Taxes
D1 the taxes on immovable property influence the type of accommodation? Neutral
D2 the taxes on net wealth influence the place of residence? Neutral
D3 the inheritance and gift taxes motivate people to spend their wealth on

their own benefit instead of saving for their children?
Disagree/Neutral

D4 the people in your country think more about the future than present? Disagree
D5 the taxes on financial and capital transactions discourage people from

buying bonds and shares?
Disagree

Excises
E1 the increase in excise influence the consumption of alcohol? Disagree
E2 the increase in excise influence the consumption of tobacco? Disagree
E3 the increase in excise influence the consumption of mineral oils? Disagree
E4 your country is ”green” country? Disagree
E5 there is problem with civilization diseases in your country? Neutral

Table 3 Questions
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Endogenous randomness and first–order stochastic

dominance in portfolio optimization.
Miloš Kopa1

Abstract. The paper deals with portfolio selection problems which maximize
mean portfolio return under constraints that the random return outperform a
random benchmark. The outperformance can be understood in several dif-
ferent ways. In this paper, we focus on the first-order stochastic dominance
constraints. Firstly, we modify the classical first-order stochastic dominance
relation between returns of two given portfolios for the case with endogenous
randomness of returns. Endogenous randomness (or decision dependent ran-
domness) means that the probability distribution of asset returns may depend
on the decision variable, i.e. on the weights associated to the assets. This is
applicable mainly in the high frequency trading, emission allowance trading
and/or in the illiquid markets. Secondly, we apply this new portfolio selection
rule in the portfolio optimization problem.

Keywords: Endogenous randomness, first–order stochastic dominance, port-
folio optimization

JEL classification: D81, G11
AMS classification: 91B16, 91B30

1 Introduction

Uncertainty in stochastic optimization models is distinguished in two cases: endogenous and exogenous.
Endogenous uncertainty is inner uncertainty of the model. It means that the random (uncertain) element
of the problem may depend on the solution (decision). For example, the decision-maker can force one
possibility to become more probable. Exogenous uncertainty is entering the model from outside. The
decision-maker cannot affect the underlying probability distribution. The previous work on the endoge-
nous uncertainty in optimization problems is limited to a few papers only. Their reviews can be found
e.g. in [26], [5] or [9].

The most commonly used stochastic dominance relations are so called the first-order and the second-
order stochastic dominance. They allow to compare random variables, in financial applications random
returns or losses. We say that a random variable X dominates a random variable Y with respect to the
N -th order stochastic dominance, N = 1, 2 if

Eu(X) ≥ Eu(Y ) for all u ∈ UN
where the set of admissible utility functions for the N -th order stochastic dominance is defined as follows:

UN = {u(x) ∈ DN : (−1)ku(k) ≤ 0, ∀x, k = 1, ..., N}

where DN is the class of N -times differentiable functions and u(k) stands for the k-th derivative of
function u.

In particular, the first-order stochastic dominance (FSD) is generated by the set of all non-decreasing
functions (all non-satiated decision makers are considered), while the second order stochastic dominance
(SSD) focuses only on the risk averters, that is, only concave and non-decreasing functions are admissible.
The basics go back to 1960th, see [23], [10], [11] or [25]. In these papers, several sufficient and necessary
conditions for the N -th order stochastic dominance, N = 1, 2, were derived. In particular a random
variable X dominates a random variable Y with respect to FSD if and only if

FX(z) ≤ FY (z) ∀z ∈ R
1The Institute of Information Theory and Automation, Czech Academy of Sciences, Pod Vodrenskou v 4, CZ-182 08, Prague
8, Czech Republic, kopa@karlin.mff.cuni.cz
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where FX(z) is the cumulative distribution function of X. Similarly, a random variable X dominates a
random variable Y with respect to the second-order stochastic dominance if and only if

F
[2]
X (z) ≤ F [2]

Y (z) ∀z ∈ R

where

F
[2]
X (z) =

∫ z

−∞
FX(t)dt.

See [16] for more details. In last years, a substantial development of the stochastic dominance applications
in finance was observed mainly for the second–order stochastic dominance which is computationally more
tractable. In particular:

• necessary and sufficient conditions for portfolio efficiency with respect to stochastic dominance
criteria were derived and applied, see e.g. [21], [8], [15], [20]

• portfolio enhancement using stochastic dominance rules proved to be a promissing way comparing
to classical mean-risk models, see e.g. [24], [12], [22], [14]

• Special Data Envelopment Analysis models wich are equivalent to portfolio efficiency tests with
respect to stochastic dominance were presented in [1], [2], [3].

• more robust version of stochastic dominance relations and stochastic dominance efficiency were
proposed, see e.g. [4], [13], [6] or [7].

• more general stochastic dominance (ordering) rules were introduced and analyzed, see e.g. [18], [17]
and references therein, or [19].

Since the attention was paid mainly to the second-order stochastic dominance, in this paper we
focus on the portfolio selection problems which maximize expected return under the first-order stochastic
dominance constraints. First, we formulate a portfolio enhancement model with respect to the first-order
stochastic dominance under assumption of exogenous randomness. Then we modify the model for the
case of decision dependent randomness. For both cases we present some tractable formulations under
assumption that the distributions of returns are discrete. Especially we focus on the case where the
realizations of the random variables are equiprobable in order to present the ideas in the simplest way.
Finally, we present a numerical example showing how the optimal portfolios may differ if endogenous
randomness is incorporated in the problem.

The remainder of this paper is structured as follows. Section 2 presents a notation and basic properties
of the FSD relation. It is followed by a summary of portfolio selection models (with exogenous or
endogenous randomness) applying FSD constraints in Section 3. These models assume an empirical
distribution of the returns. Section 4 shows a numerical example. The paper is concluded in Section 5.

2 Preliminaries and notations

We consider a random vector r = (r1, r2, ..., rN )′ of returns of N assets in T scenarios taken with proba-
bilities pt. The returns of the assets for the various scenarios are given by

X =




x1

x2

...

xT




where xt = (xt1, x
t
2, . . . , x

t
N ) is the t-th row of matrix X. We will use λ = (λ1, λ2, ..., λN )′ for a vector

of portfolio weights and the portfolio possibilities are given by

Λ = {λ ∈ RN |1′λ = 1, λn ≥ 0, n = 1, 2, . . . , N}.

Let Fr′λ(x) denote the cumulative probability distribution function of returns of portfolio λ.
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Definition 1. Portfolio λ ∈ Λ dominates portfolio τ ∈ Λ by the first-order stochastic dominance
(r′λ �FSD r′τ ) if

Fr′λ(t) ≤ Fr′τ (t) ∀t ∈ R.

This relation is sometimes called a weak FSD and the equivalent definition, presented in e.g. [11], [16]
or [15] is based on comparison of expected utility of portfolio returns:

r′λ �FSD r′τ ⇐⇒ Eu(r′λ) ≥ Eu(r′τ )

for all utility functions u ∈ U1.

Following [7] we may formulate the FSD constraints using Value at Risks as follows. Assume that
pλt are probabilities ordered according to the corresponding values of returns of portfolio λ. Let qλs are
cumulative probabilities for portfolio λ, i.e.

qλs =

s∑

t=1

pλt

and the same notation is applied to the portfolio τ . Then

r′λ �FSD r′τ ⇐⇒ VaRqτ
s
(−r′λ) ≥ VaRqτ

s
(−r′τ )

where VaRqτ
s
(−r′λ) = min{δ : P(−r′λ ≤ δ) ≥ qτ

s }.
In a special case, when pt = 1/T the necessary and sufficient condition for FSD can be rewritten using

a permulation matrix P as follows:

r′λ �FSD r′τ (1)

⇐⇒

∃P = {p}Ti,j=1 : Xλ ≥ PXτ ,

T∑

i=1

pi,j = 1, j = 1, 2, ..., T,

T∑

j=1

pi,j = 1, i = 1, 2, ..., T, pi,j ∈ {0, 1}. (2)

If we allow that r may depend on the decision vector λ we have to make Definition 1 more general.

Definition 2. Portfolio λ ∈ Λ dominates portfolio τ ∈ Λ by the first-order stochastic dominance with
endogenous randomness (r(λ)′λ �FSD r(τ )′τ ) if

Fr(λ)′λ(t) ≤ Fr(τ )′τ (t) ∀t ∈ R.

If endogenous randomness affects only the values of the return scenario matrix X but not the proba-
bilities of the scenarios we may modify (1)-(2) as follows:

r(λ)′λ �FSD r(τ )′τ (3)

⇐⇒

∃P = {p}Ti,j=1 : X(λ)λ ≥ PX(τ )τ ,

T∑

i=1

pi,j = 1, j = 1, 2, ..., T,

T∑

j=1

pi,j = 1, i = 1, 2, ..., T, pi,j ∈ {0, 1}. (4)

where X(λ) is the scenario return matrix if portfolio λ is chosen. Similarly, if we invest in portfolio τ
the scenario return matrix is X(τ ).
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3 Portfolio optimization models

In this paper, we are dealing with portfolio selection models with stochastic dominance constraints. If
exogenous randomness is assumed, the model takes the form:

maxE(r′λ) (5)

s.t. r′λ �FSD r′τ

λ ∈ Λ

where τ is a given benchmark (reference) portfolio. If we consider a discrete distribution of returns
with equiprobable scenarios (atoms) we can follow (1)-(2) and formulate it as a linear mixed integer
programming problem:

maxE(r′λ) (6)

s.t. Xλ ≥ PXτ , (7)
T∑

i=1

pi,j = 1, j = 1, 2, ..., T, (8)

T∑

j=1

pi,j = 1, i = 1, 2, ..., T, (9)

pi,j ∈ {0, 1} (10)

λ ∈ Λ (11)

In the case, that endogenous randomness affects only the values of the return scenario matrix X but
not the probabilities of the scenarios, following (3)-(4) we get:

maxE(r(λ)′λ) (12)

s.t. X(λ)λ ≥ PX(τ )τ , (13)
T∑

i=1

pi,j = 1, j = 1, 2, ..., T, (14)

T∑

j=1

pi,j = 1, i = 1, 2, ..., T, (15)

pi,j ∈ {0, 1} (16)

λ ∈ Λ (17)

4 Numerical example

In this section we assume only three assets with three equiprobable scenarios of returns (in percentage).
In particular

X =




3 8 5

2 4 3

11 3 6




and the benchmark portfolio is τ = (0, 0, 1). Let’s solve first the problem (8)-(13), that is, the model
with exogenous randomness. In this case, it is easy to see that the first asset is the most profitable, so
we would like to invest in it as much as possible. Since the minimal return of the benchmark portfolio
is 3% the maximal possible (and optimal) weight of the first asset is 0.5 when combined with the second
asset. Hence, the optimal portfolio λ∗ = (0.5, 0.5, 0) and the optimal permutation matrix is the identity
matrix.

Now assume that if a massive investment is done in the first (the second) asset, that is λ1 ≥ 0.8
(λ2 ≥ 0.8) the returns of the asset are increased by 1 in all scenarios. Consider the following subsets of
Λ:

Λ1 = {λ ∈ Λ : λ1 ≥ 0.8}
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Λ2 = {λ ∈ Λ : λ2 ≥ 0.8}.
Now we can express the decision dependent random returns:

X(λ) =




3 8 5

2 4 3

11 3 6


+ I(λ ∈ Λ1)




1 0 0

1 0 0

1 0 0


+ I(λ ∈ Λ2)




0 1 0

0 1 0

0 1 0


 .

In this case, problem (14)-(19) can be decomposed in three separate problems which are very similar to
each other, just the constraint (19) is modified as follows:

1. λ ∈ Λ1

2. λ ∈ Λ2

3. λ ∈ Λ\(Λ1 ∪ Λ2).

When (19) is replaced by λ ∈ Λ1 no feasible portfolio exists because the second largest return of any
λ ∈ Λ1 is always smaller than the second largest return of the benchmark portfolio. In the second case,
the optimal portfolio is λ = (0, 1, 0) and the optimal objective value is 6. The third modification when
λ ∈ Λ\(Λ1 ∪ Λ2) gives the same optimal solution as the exogenous randomnes case λ = (0.5, 0.5, 0) and
its optimal objective value 31/6. Since 6 > 31/6 the optimal solution of the endogenous randomness
portfolio selection model is λ∗ = (0, 1, 0).

5 Conclusions

In this paper we analyzed the portfolio selection models with the first-order stochastic dominance con-
straints under assumption of the endogenous randomness. It means that the multivariate distribution
of random returns depends on the decision vector (portfolio weights). We first introduce a definition
of FSD between two portfolios under assumption of endogenous randomness and then we formulate the
portfolio selection model assuming that only the values of scenarios may depend on the decision vector
but not the probabilities of the scenarios. Moreover, we focus on the simpliest case when all scenarios are
equiprobable. Finally, we illustrated a difference between endogenous and exogenous randomness portfo-
lio selection problem on a toy example considering only three scenarios and three assets. Despite the fact
that the endogenous randomness is expressed in a simple way, the optimal porfolio of the endogenous
randomness problem very much differ from the one of the exogenous randomness problem. Therefore,
omitting the endogenous feature of the returns would lead to completely different conclusions.

For the future research, this study can be improved in various ways. For example, one can consider the
stochastic dominance relations in a more robust way as it was done in [13] or [6], [7], using contamination
techniques and the worst-case approach. Alternatively, one can compare the results also with the case
when the second-order or the third-order stochastic dominance is used.
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Application of the p-Median Approach
for a Basic Decomposition of a Set of Vertices

to Service Vehicles Routing Design
Petr Kozel1, Lucie Orlı́ková2, Marek Pomp3, Šárka Michalcová4

Abstract. In order to design the service vehicle routes the main goal is to minimize
the total distance travelled (in kilometers). In addition to this criterion, it is necessary
to take into account a lot of other constraints, which are common in a real traffic. For
example, one of the basic requirements is not to exceed the service vehicle capacity.
Moreover, another requirement may be creating a defined number of subsets, in which
service requirements can consequently be realized. The presented text deals with the
application of the p-median approach for a basic decomposition of a set of vertices to
partial subsets, where service vehicle routes are identified by using of a suitable algo-
rithm (an exact algorithm for small tasks, a heuristic algorithm for large tasks). The
computational experiments presented in this paper were implemented during the opti-
mal route planning for service vehicles, which ensure the municipal waste collection
of a particular commercial company.

Keywords: mathematical programming, p-median, GIS, routing problems, municipal
waste collection.

JEL classification: C61
AMS classification: 90C05

1 Introduction
Vehicle route planning is an inherent part of decision making process of all subjects providing the transport network
service. In practice, it may be cleaning and maintenance of roads, delivery of consignments to customers, municipal
waste collection, separated municipal waste collection or other transport services. A general underlying problem
is to design service vehicles routes while taking into account the chosen optimization criterion and also respecting
all of the substantial constraints resulting from the real traffic. The most commonly used optimization criterion
for designing service vehicles route is minimizing the total distance travelled (in kilometers). Basically, problems
concerning to the service vehicle route designing can be divided into two groups. The first one represents such
tasks, in which the subject of service is a road – an edge (snow cleaning, street cleaning etc.). The next group
includes such problems that solve a point in a transport network – a vertex (customer, depot etc.). In this paper, we
limit our focus to problems of the second set of tasks.

The initial task for vehicle route designing while the service of vertices in a transport network is taken into
account, is the Traveling Salesman Problem requiring the most efficient Hamiltonian cycle. To determine the
minimum Hamiltonian cycle (MHC), the following basic requirement must be fulfilled: the sum of requirements
located at the vertices of a transport network is less than or equal to the service vehicle capacity. Nevertheless, this
essential requirement is not usually met in practice. For this reason, it is necessary to consider not only a single ride,
but a set of vehicle cycles. There is a whole range of methods for dealing with this problem, but we will primarily
focus on the decomposition approaches. Firstly, the two-step decomposition Cluster-First Route-Second method
can be used to generate clusters of vertices so that the sum of requirements in each cluster does not exceed the
service vehicle capacity. Secondly, the Traveling Salesman Problem is subsequently solved in individual clusters
using some of heuristic algorithms. A well-known Sweep algorithm can be used for clustering and this procedure
is described in detail in [7]. In addition, it is also possible to use the Route-First Cluster-Second method. The
Traveling Salesman Problem is solved by some heuristic method regardless of service vehicle capacity and only
then the acquired Hamiltonian cycle is decomposed into individual circular rides taking into account the service

1Technical University of Ostrava/Faculty of Economics, Department of Mathematical Methods in Economics,
Sokolská 33, Ostrava 1, Czech republic, petr.kozel@vsb.cz
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vehicle capacity. Both presented methods can be improved by using mathematical programming. The two-step
approach is kept, but individual steps (both or at least one of steps) are solved exactly. An example of using
mathematical programming for the Route-First Cluster-Second method is given in [5]. The presented contribution
is devoted to the mathematical programming of the Cluster-First Route-Second method, namely using the p-median
approach.

2 Formulation of problem
The real transport network is represented by the graph N(V,E, l) with three attributes: V = {1, ...,m} denotes a
set of vertices, E = {1, ...n} denotes a set of edges and lij represents an edge evaluation ij, where i, j ∈ V is a
road length (in kilometers). At the first vertex of the graph, there is a depot {d} with service vehicles r, r ∈ R and
R = {1, ..., o} denotes a set of service vehicles with the same capacity C. Customers j with requirements bj are
located at the vertices j = 2, ...,m of the graph. At the same time, the following condition must be met: the sum
of requirements of all customers is less than or equal to the sum of capacity of all service vehicles, hence:

m∑

j=2

bj ≤ C · o. (1)

The main goal is to design individual vehicle cycles for vehicles r so that the total distance travelled while
serving customers j is minimized. In addition, the following requirements must be met: each customer j is fully
served by a single service vehicle driving r, the service vehicle capacity C is not exceeded and each vehicle r must
be used at most once. A diagram of the directed graph N , which will also be used for the pattern Example 1, is
given in Figure 1. The evaluation of edges denotes the road length (in kilometers) and the evaluation of vertices
represents customer requirements.

2 3 4

5 6 7

9 10 11 12

8

1
2 82

4 1 4 43 2

3

7 6

4 51

8 2

5 1

(2) (3) (5)

(3) (3) (2) (2)

(2) (1) (4) (3)

6

 d{  }

Figure 1 Diagram of the pattern graph N

The Cluster-First Route-Second method can be used to solve the problem as introduced above. This method
is heuristic as a whole, but the first step can be exactly realized using the p-median model as a tool for clustering
vertices S1, ..., Sq , where S1∪, ...,∪Sq∪{d} = V . The following condition must be fulfilled: the sum of customer
requirements including individual clusters does not exceed the service vehicle capacity:

∑

j∈Sk

bj ≤ C, for k = 1, ..., q. (2)

Moreover, a further step is to find MHC using of some suitable approach, which depends on the task size (an
exact resp. a heuristic approach).

3 The p-median problem
The p-median problem is a special case of the capacitated location-allocation problems and it can be used for
clustering. The principle of this approach is following: two sets J , I are given; the set of customers J = {1, ..., n}
and the set of possible location of centres I = {1, ...,m}. Each customer j of the set J defines own service
requirement (the size of this requirement is denoted as bj ). Each of centres, which will be located in some place
of the set I , has the capacity K. A maximum predetermined number of the centres p may be located in the set I .
The following condition must be met: the sum of capacities of all centres is greater than or equal to the sum of
requirements of all customers:
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n∑

j=1

bj ≤ K · p. (3)

The distance between location of the centre i and the customer j can be modelled by the distance matrix dij .
The goal is to design a location of p centres in a set of vertices I so that the sum of distances between the customer
j and the nearest centre i is minimal and the capacity of any centre is not exceeded.

3.1 Mathematical model of the capacitated p-median problem
The allocation model of the described problem can be formulated as follows; [3] and [4]:

Min
m∑

i=1

n∑

j=1

xij · dij (4)

m∑

i=1

xij = 1, for j = 1, ..., n (5)

xij ≤ yi, for i = 1, ...,m, j = 1, ..., n (6)

m∑

i=1

yi ≤ p (7)

n∑

j=1

xij · bj ≤ K, for i = 1, ...,m (8)

xij ∈ {0, 1}, for i = 1, ...,m, j = 1, ..., n (9)

yi ∈ {0, 1}, for i = 1, ...,m (10)

The bivalent variable xij represents an assignment of the customer j to the location i and in a similar way, the
bivalent variable yi represents an assignment of the centre in the location i. The objective function (4) gives the
total distance travelled among customers and assigned centres. The conditions (5) ensure that each customer will
be assigned to just one location. Furthermore, the conditions (6) express that each customer can be assigned only
to a location with the assigned centre. The condition (7) means that only just p of centres will be located. What
is more, the conditions (8) put the following constraint: the sum of customer requirements assigned to one centre
does not exceed the specified capacity K. The obligatory conditions (9) and (10) define a domain of variables.

The above-mentioned model (4) – (10) can be used for already described clustering with following small
adjustments. First of all, the set of customers J corresponds to the set of vertices of the graph V , from which the
depot {d} is removed, thus J = V −{d}. Moreover, it should be taken into account that the set of possible locations
of centres is equal to the set of customers: I = J . In addition, the number of located centres p corresponds to the
number of created clusters and the capacity of centres K corresponds to the sum of customer requirements, which
are assigned to the individual clusters S1, ..., Sp (see the relationship (2) where C = K).

Example 1. The real transport network is presented by the vertex-edge graph N , which is shown in Figure 1.
Individual customers j ∈ J are located at the vertices of the graph j = 2, ..., n. The set of possible centre locations
i ∈ I corresponds to the set of customers, hence I = J . Customer requirements bj are successively 2, 3, 5, 3, 3, 2,
2, 2, 1, 4, 3 units. What is more, the distance matrix dij is given for i ∈ I , j ∈ J and the same capacity of centres
K = 10 units. The goal is to design a location of three centres so that the sum of the distances from customer j to
the nearest located center i is minimal and the capacity of any centre is not exceeded.

If we use the mathematical model (4) – (10) to solve the Example 1, we get both information about location of
three centres and assigning customers to individual centres. These assignments can be considered as clusters. The
solution is summarized in Table 1.
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The centre at the vertex Customer assignments The sum of requirements [unit]
6 Cluster 1: {2, 5, 6, 9} 10
7 Cluster 2: {3, 4, 7} 10
12 Cluster 3: {8, 10, 11, 12} 10

Table 1 Customer assignment to the individual centres – clusters

As already mentioned, the customers assignment can be considered as clusters - i.e. subsets of customers,
which need to be served from the depot {d} located at the vertex 1. For this trivial task, it is easy to find three
vehicle cycles starting and ending at the vertex 1. These vehicle cycles are presented in Table 2. Transit vertices in
the framework of resulting vehicle cycles are completed with respect to the condition of the minimal way among
served vertices (dij may be different from lij). Sequences of vertices in individual vehicle cycle can be easily
projected to the graph N in Figure 1.

Vehicle cycle Sequence of vertices Transit vertices Length [km]
1 1-2-6-10-9-5-1 10 16
2 1-2-3-7-4-7-10-6-2-1 2, 6, 10 18
3 1-2-6-10-7-4-8-12-11-7-10-6-2-1 2, 4, 6, 7 28

Table 2 Vehicle cycles in individual clusters

3.2 Mathematical model verification and validation
In the subchapter 3.1, the p-median mathematical model as a tool for clustering has been introduced and subse-
quently applied to the trivial Example 1. Furthermore, it is necessary to test the usage of this approach to the
real-range tasks. For this purpose, the set of 20 tasks ranging 127 – 1389 vertices of the freely accessible database
TSPLIB [9] was selected. Both the unit customer requirements and numbers of centres p with capacity K were
determined so that the condition (6) was met. The Table 3 and Table 4 summarize the results of individual experi-
ments.

Problem 1 2 3 4 5 6 7 8 9 10
Vertices 127 150 194 200 299 318 400 439 574 657

p 3 3 2 2 3 3 4 4 4 3
K 45 50 100 100 100 110 100 110 150 220

Time [sec] 8.7 7.4 6.9 5.0 150.4 24.6 50.7 131.1* 435.0 648.9

Table 3 Results of experiments 1 – 10

Problem 11 12 13 14 15 16 17 18 19 20
Vertices 734 783 813 929 980 1002 1060 1376 1379 1389

p 3 4 4 4 4 5 5 6 6 6
K 250 200 205 240 250 205 220 240 240 240

Time [sec] 305.7 149.27* 1506.7 439.6* 2005.4 290.6 502.5 4405.8 2744.4 1516.3*

Table 4 Results of experiments 11 – 20

While evaluating results of experiments presented in the Table 3 and Table 4, attention was especially focused
on the computational time of the optimal solutions. Marked values * present the computational time of the tasks
with acceptable solution where the gap is less than or equal to 20 %. Experiments show that the value of the
computational time depending on the range of task increases exponentially. In the just described situation, the
p-median approach was tested on the real task of a similar range and experiment’s results are presented in the
chapter 4.

4 Numerical experiments with the real data
Numerical experiments with the mathematical model (4) – (10) were implemented on the real problem of the
municipal waste collection.
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The specific commercial company ensures municipal waste collection in Bystřice nad Olšı́. There are 1496 cus-
tomers with a unit service requirement on the territory of this municipality. At the present time, the service of this
area is realized through three collection routes. The company requires redesign of three equal sets containing 500
customers approximately. These customers will be served in the framework of three vehicle cycles so that the total
distance travelled is minimized. Customer’s addresses and the service vehicle capacity are available and this ca-
pacity is sufficient for fulfilling of these 500 customer’s needs. After geocoding of individual customer’s addresses,
the distance matrix was calculated (distances between customers and the depot) using the ArcGIS geoinformation
software; [1] and [6].

The Cluster-First Route-Second method was used to solve the above mentioned problem. Firstly, clusters were
created using the Sweep algorithm (SA), which was discussed in detail in [7]. Secondly, the p-median approach
(p-med.) presented in this paper was used for generating clusters and the mathematical model of this approach was
implemented in the computational environment Xpress-IVE; [10]. Finally, individual vehicle cycles, represented by
the minimum Hamiltonian cycles (MHC) in clusters, were found using the heuristic algorithm in the computational
environment Wolfram Mathematica; [2] and [8]. The achieved expected results are summarized in Table 5.

Cluster Vertices (SA) MHC [km] Vertices (p-med.) MHC [km] Saving [km]
1 499 48.8 500 57.2 -8.4
2 499 54.1 496 44.8 9.3
3 498 57.0 500 37.7 19.3

SUMA 1496 159.9 1496 139.7 20.2

Table 5 Comparing experiment results to the real task

The Table 5 contains information about numbers of vertices in clusters, which were generated using the Sweep
algorithm and the p-median approach. This table also provides information about the lengths of vehicle cycles
searching in the individual clusters and achieved savings. If the Sweep algorithm is used for clustering, the total
distance 159.9 km will be travelled while serving the territory. However, if the p-median approach is used for
generating clusters, the total distance travelled is 139.7 km which means 20.2 km less. Let us recall that there were
three circular rides of service vehicles in both cases.

5 Conclusion
The submitted contribution presented the usage of the p-median for the basic decomposition of the set of vertices
to design service vehicle routing. The mathematical model of the p-median approach and its benefit of clustering
was introduced in the subchapter 3.1. The subchapter 3.2 dealt with the description of experiments on the set
of example tasks to verify the usability of the p-median model. Numerical experiment with the real data from
municipal waste collection environment was given in the chapter 4. To summarize, taking into account the above
mentioned p-median restrictions, this approach can be used for the problems of similar dimensions.
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System Dynamics Model of Czech Regions’ development 
Igor Krejčí1, Tomáš Šubrt2, Jan Bartoška3 

Abstract. Paper deals with the expression of the Czech regions as the dynamic 

complex systems. Such approach stresses the fact that regions and the regional actors 

are in interconnected, governed by feedbacks, causes and effects are nonlinear, 

moreover, the reaction is often delayed. As a result of dynamic complexity, the 

systems’ behaviour (including the examined regions) is counterintuitive and policy 

resistant without using an appropriate tool. 

For these purposes, we created the simulation model of Czech regions on the NUTS 

II level that explains the development of main regional attributes. The basic economic 

and demographic characteristics of the regions are specified in accordance with the 

official regional statistics. The missing model parameters were estimated by Powell 

optimisation minimising the difference between real and simulated data. 

To express the attractiveness of the region with the impact on the internal migration 

and commuting to work, the basic economic indicators showed to be inadequate. For 

these reasons, the model includes generalised characteristics from the field of 

corporate social responsibility, which highly improve the accuracy of the simulation. 

Keywords: Region, System dynamics, Computer simulation, Parametrisation. 

JEL Classification: C44, C63, R11, R23 

AMS Classification: 91B55,  90C30, 93C15 

1 Introduction 

The regional development could be described by many attributes, however, the analysis of development must 

reflect the dynamics. Looking at the region and its dynamics from the system perspective [11], [25], one must 

understand the consequences of dynamic complexity.  

The term dynamic complexity expresses that the elements and agents in the system are tightly coupled and 

interdependent, the cause and effect aren’t proportional, moreover, the effects are often delayed, the system 

contains feedbacks that strengthen or balance the actions [30], [31]. The common sense, the human capabilities to 

understand the behaviour of such system are very limited. The bounded rationality [26], [27], mental models [12] 

and cognitive limitations [3], [22] all lead to simplification of humans’ understanding of complex systems. 

Therefore the complex systems are also characterised by counterintuitive behaviour and policy resistance [13], 

[30]. Consequently, many authors recommend the computer simulation as a tool that compensates the humans’ 

limits and increases the understanding and predictability of the complex systems [4], [30]. 

In our paper, we focus on the development of Czech regions on the level NUTS 2. The aim is to implement 

the simulation model that would replicate the behaviour of the real system. We show the importance of the non-

financial characteristics despite the parameters and variables of that part of the model aren’t supported by data 

time series of high accuracy. Nevertheless, “to omit such variables is equivalent to saying they have zero effect – 

probably the only value that is known to be wrong.” [15, p. 57] 

At the end of the paper, we compare the results of the calibration with the model that doesn’t incorporate the non-

financial qualitative subsystem. The comparison shows the decrease of the accuracy of simulation without non-

financial characteristics and that the behaviour of the inhabitants isn’t possible to interpret without these attributes. 

2 Material and Methods 

The simulation model is created to characterize the development of the regions of the Czech Republic on the level  

NUTS2. The model is parametrized mainly on the basis of official demographics, regional statistics and statistics 

of national accounts from Czech Statistical Office [5–7]. The regional data on fixed capital were measured by 
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modified perpetual inventory method [18], [19]. All parameters and values that represent the value in currency 

(product, fixed capital, wage etc.) are evaluated at prices of the year 2010. 

 

Figure 1 Simplified stock and flow diagram of dynamics of Czech regions 

Figure 1 shows the simplified stock and flow diagram of each region. Due to the clarity reasons, many 

parameters are suppressed and the structures aggregated. Boxes represent the stock variables (accumulations) and 
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pipes denote the flow variables indicating inflows and outflows of the stocks. The boundary of the examined 

system is denoted by the clouds. For comparison, the full model that represents the interconnections of all 8 regions 

consists of 1127 variables and parameters. 

The causal links’ polarity has clear mathematical interpretation. The positive link polarity expresses that y 

increases above (decreases below) what it would have been if x increases (decreases) [30]: 

 
δ

0
δ

y

x
 . (1) 

The negative link polarity denotes that y decreases below (increases above) what it would have been if x 

increases (decreases) [30]: 

 0
δ

δ


x

y
. (2) 

Box variable represents stocks (levels) as the definite integral [30]:  

  
0

0

d
T

T
T

s i o t s   . (3) 

The s represents a stock variable, i are all inflows, o are all outflows, T0 is initial time, T is current time and t 

is any time between T and T0. 

For the output calculation (4) we extend the Cobb-Douglas productivity function [2], [28] similarly to [17], 

[20], which use human capital as additional production factor that contains the education. In our case, we 

parametrised the regional Cobb-Douglas production function that distinguishes the labour with and without post-

secondary education: 

 
1

t t t t t
y a l p k

    
 , (4) 

where l is labour without post-secondary education, p represents labour with post-secondary education, k 

represents net fixed capital and a is total factor productivity. The parameters α and β represents output elasticities. 

The total factor productivity was smoothed by Hodrick-Prescott filter with λ=100 for annual data [1], [16]. 

The part that called “non-financial characteristics” in figure 1 expresses the fact that the motivation of 

inhabitants has various factors that influence their behaviour in regions. The model contains also other specified 

non-financial characteristics (post-secondary education, demography etc.), however, it was clear that it is 

necessary to add other characteristics that describe different aspects of regions’ attractiveness. To express these 

additional characteristics we adopt the scales and Corporate Social Responsibility (CSR) areas from CSR reporting 

project [9]: 

 Economic-employee area; 

 Social-environmental area; 

 Management of the non-financial characteristics (which is supposed to strengthen the impact of previous 

areas). 

That structure is designed in a similar way as other types of capital, including service lives, however, because 

we use the scale 1-5 to measure the quality of these characteristics we implemented the balancing feedback loop 

that makes the increase of the value harder as the level of such characteristic grows. 

The attractiveness of the region influence two important flows – the internal migration and commuting to work. 

The commuting to work is a function (5) of the wages w, economic-employee area e and the management of non-

financial characteristics o. On the other hand, the internal migration (6) is influenced by many factors like amount 

of services s expressed as capital in industries OPQR according to classification CZ NACE [8], post-secondary 

education per inhabitant d and social-environmental area n. In most cases the factor was expressed as the ratio to 

the best value in the Czech Republic, however, the Central Bohemia, which is the ring around the capital, is 

characterised mostly by attributes of Prague (except the social-environmental area and management of the non-

financial characteristics). 

 t t t t
c w e o

  
 , (5) 

 t t t t t t t
m w e m n s d

     
 . (6) 
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Table 1 provides the model boundary - the most significant endogenous, exogenous and excluded variables 

[23]. 

 

Endogenous variables Exogenous variables Excluded variables 

Population Total factor productivity Expenditures on non-financial 

characteristics 

Fixed capital stock Net external migration Subsidies 

Gross fixed capital stock Inflation Transport accessibility 

Commuting to work   

Net internal migration   

Wages   

Post-secondary education capital   

Table 1 Czech regions’ dynamics – model boundary 

Having the model structure of the non-financial characteristics we estimated the missing parameters 

(elasticities ω, ε, μ, η, σ, δ from (5) and (6) and service lives of non-financial characteristics) by Powell optimisation 

algorithm with multiple starts where we minimised the difference between simulated behaviour and time series of 

internal migration and commuting to work for period 2010-2016 [10], [24]. The model passed several tests - 

dimensional consistency test, integration error test, extreme condition test, parameter assessment etc. see [30] for 

details. 

3 Results and discussion 

The overall testing and model calibration took more than 300 million simulation runs. To evaluate the structure 

for the non-financial characteristics we also tested the calibration via Powell optimisation of the model without 

these characteristics. The table 2 shows Mean Absolute Percentage Error (MAPE), correlation coefficient (R) and 

coefficient of determination (R2) between data series and model output (for discussion on these indicators for 

system dynamics models see [29]) and compare the best results of calibration for the model that includes or 

excludes the non-financial characteristics. 

 

 Without non-financial 

structure 

Including non-financial 

structure 

NUTS2 MAPE R R2 MAPE R R2 

Internal emigration 0.065 0.386 0.149 0.035 0.846 0.715 

Northwest CZ04 0.131 0.602 0.363 0.030 0.997 0.995 

Northeast CZ05 0.205 0.443 0.196 0.034 0.983 0.966 

Southeast CZ06 0.114 0.717 0.514 0.024 0.998 0.996 

Central Moravia CZ07 0.095 0.387 0.150 0.026 0.947 0.897 

Moravian-Silesian Region CZ08 0.065 0.386 0.149 0.035 0.846 0.715 

Internal immigration       

Southwest CZ03 6.706 0.001 0.000 0.07 0.956 0.9144 

Prague and Central Bohemia CZ01 and CZ 02 0.462 0.001 0.000 0.01 0.956 0.9135 

Commuting to work       

Central Bohemia CZ02 0.462 0.915 0.837 0.017 0.962 0.925 

Southwest CZ03 0.353 0.855 0.730 0.040 0.897 0.805 

Northwest CZ04 0.428 0.598 0.358 0.065 0.871 0.759 

Northeast CZ05 0.329 0.537 0.289 0.024 0.801 0.642 

Southeast CZ06 0.129 0.908 0.824 0.116 0.915 0.836 

Central Moravia CZ07 0.151 0.869 0.755 0.063 0.968 0.937 

Moravian-Silesian Region CZ08 0.248 0.932 0.868 0.009 0.996 0.992 

Table 2 Czech regions’ dynamics – calibration results 

The table 2 shows that the model could not be properly calibrated without the non-financial characteristics, 

especially the internal immigration was not possible to calibrate without additional characteristics. The results 
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confirm the importance of the system structure for its behaviour [14], [21]. Figure 2 illustrates the results of 

parameters’ calibration on the net internal immigration to Prague and Central Bohemia. 

 

Figure 2 Share of Prague and Central Bohemia on internal immigration 2010-2016 

4 Conclusion 

The structure is the source of system’s behaviour. The feedback loops, delays between cause and effect and the 

variability and organisation of the interconnections govern the evolution and development of the regions. In the 

current state, our simulation model could replicate the behaviour of the Czech regions. In this brief paper, we show 

the necessity of characteristics that aren’t usually surveyed by statistical offices, however, improve the 

understanding of the system’s behaviour and therefore also accuracy and precision of the simulation results.  

Our future work will focus on the analysis of commuting to work in Prague as it could prove to be the problem 

with many consequences if the inflow of workers will significantly increase. For this analysis, it will be necessary 

to identify leverage points where the small change leads to biggest changes. Nevertheless, it will be also necessary 

to express that change in economic terms. In current state of art, we excluded the price of the increase of the non-

financial characteristics, however, for proper policy design that part will be deeply investigated.  

Acknowledgements 

The article is supported by the grant project No. TD03000146 of the Technology Agency of the Czech Republic 

References 

[1] Brandner, P. Diebalek, L. & Schuberth, H. (1998). Structural Budget Deficits and Sustainability of Fiscal 

Positions in the European Union. Working Paper, No. 26. Wien: Oesterreichische Nationalbank 

[2] Čadil, J., Vltavská, K., Krejčí, I., Hartman D. & Brabec, M. (2017). Aggregate Production Function and 

Income Identity – Empirical Analysis. International Journal of Economic Sciences, 6, 1-17. 

[3] Cowan, N. (2001). The magical number 4 in short-term memory: A reconsideration of mental storage 

capacity. Behavioral and Brain Sciences, 24, 87–185.  

[4] Coyle, R. G. (1996). System dynamics modelling: a practical approach. London: Chapman & Hall/CRC 

[5] Czech Statistical Office (2017). Czech Demographic Handbook - 2016 [Online]. Available: 

https://www.czso.cz/csu/czso/czech-demographic-handbook-2016 [26 Nov 2017].  

[6] Czech Statistical Office (2018). National Accounts [Online]. Available: 

http://apl.czso.cz/pll/rocenka/rocenka.indexnu?mylang=en [18 Feb 2018]. 

[7] Czech Statistical Office (2018). Regional Accounts [Online]. Available: 

http://apl.czso.cz/pll/rocenka/rocenka.indexnu_reg?mylang=en [20 Feb 2018].  

[8] Czech Statistical Office (2018). Classifications [Online]. Available: 

https://www.czso.cz/csu/czso/classifications [28 Feb 2018]. 

[9] Czech University of Life Sciences Prague, University of Economics Prague & Charles University (2017). 

CSR Reporting [Online]. Available: https://csr-reporting.czu.cz/ [11 Nov 2017] 

[10] Dangerfield, B. & Roberts C. (1999) Optimisation as a statistical estimation tool: An example in estimating 

the AIDS treatment-free incubation period distribution. System Dynamics Review, 15, 273–291.  

[11] Desthieux, G., Joerin F. & Lebreton, M. (2010). Ulysse: a qualitative tool for eliciting mental models of 

complex systems: Methodological approach and application to regional development in Atlantic Canada. 

System Dynamics Review, 26, 163–192.  

[12] Doyle, J. K. & Ford, D. N. (1998). Mental models concepts for system dynamics research. System 

Dynamics Review, 14, 3–29.  

Data series 

Simulated 
S

h
a

r
e 

o
f 

P
ra

g
u

e
 i

n
te

r
n

a
l 

im
m

ig
ra

ti
o

n
 

2011 2012 2013 2014 2015 2016 
Year 

1 

0.95 

0.9 

0.85 

System Dynamics Model of Czech Regions’ development

262



[13] Forrester, J. W. (1971). Counterintuitive behavior of social systems. Technological Forecasting and Social 

Change, 3, 1–22.  

[14] Forrester, J. W. (1987). 14 “obvious Truths". System Dynamics Review, 3, 156–159.  

[15] Forrester, J. W. (1961). Industrial dynamics. Cambridge, Mass.: M.I.T. Press.  

[16] Giorno, C., Richardson, P. Roseveare, D. & Van Den Noord, P. (1995). Potential Output, Output Gaps And 

Structural Budget Balances. OECD Journal: Economic Studies, 24, 167-209. 

[17] Jiménez Bandala, C. A. & Andrade, L. A. (2017). Education, Poverty and the Trap of Poor Countries in the 

Face of Development. Journal on Efficiency and Responsibility in Education and Science, 10, 101–108.  

[18] Krejčí, I., Mazouch, P., Vltavská, K. & Kvasnička, R. (2015). Age of machinery and equipment in the 

Czech agriculture. Agricultural Economics, 61, 356-366.  

[19] Krejčí, I. & Sixta, J. (2012). Využití alternativních metod při odhadech stavů a spotřeby fixního kapitálu. 

Politická ekonomie, 60, 780–800.  

[20] Mankiw, N. G., Romer, D. & Weil, D. N. (1992). A Contribution to the Empirics of Economic Growth. The 

Quarterly Journal of Economics, 107, 407–437.  

[21] Meadows, D. H. & Wright, D. (2008). Thinking in systems: a primer. White River Junction, Vt.: Chelsea 

Green Pub. 

[22] Miller, G. A. (1956). The Magical Number 7, Plus Or Minus 2 - some Limits on our Capacity for 

Processing Information. Psychological review, 63, 81–97.  

[23] Pierson, K. & Sterman, J. D. (2013). Cyclical dynamics of airline industry earnings. System Dynamics 

Review, 29, 129–156.  

[24] Press, W. H., Teukolsky, S. A., Vetterling, W. T. & Flannery, B.P. (1992). Numerical Recipes in C: The Art 

of Scientific Computing. 2nd ed. New York, NY: Cambridge University Press,.  

[25] Rich, K. M. (2008). An interregional system dynamics model of animal disease control: applications to 

foot-and-mouth disease in the Southern Cone of South America. System Dynamics Review, 24, 67–96.  

[26] Simon, H A. (1956). Rational Choice and the Structure of the Environment. Psychological review, 63, 129–

138.  

[27] Simon, H A. (1979). Rational Decision-Making in Business Organizations. American Economic Review, 69, 

493–513.  

[28] Solow, R. M. (1957). Technical Change and the Aggregate Production Function. The Review of Economics 

and Statistics, 39, 312-320. 

[29] Sterman, J. D. (1984). Appropriate summary statistics for evaluating the historical fit of system dynamics 

models. Dynamica, 10, 51-66.  

[30] Sterman, J. D. (2000). Business Dynamics: Systems Thinking and Modeling for a Complex World. Boston: 

Irwin/McGraw-Hill. 

[31] System Dynamics Society (2018). What is System Dynamics [online]. Available: 

https://www.systemdynamics.org/what-is-sd [19 Mar 2018] 

Igor Krejčí, Tomáš Šubrt, Jan Bartoška

263



Analysis of the Slovak economy using VAR models 
Radmila Krkošková

1
 

Abstract.  The paper aims to analyse and model chose macroeconomic variables of 

the Slovak economy and their dynamics using VAR models. This article shows the 

application of selected model on real-time series of chosen macroeconomic indica-

tors using four variables (R – interest rate, M – money supply (M2), P – price level 

(CPI), Y – GDP). We identify and test four long-run relationships. There are de-

scribed Granger causality, impulse response function, cointegration and error correc-

tion models. The estimation outputs are interpreted. The quality econometric model 

for modelling macroeconomic time series in Slovak economy is discussed. The cal-

culations used EViews software version 9. The structural model is estimated for the 

Slovak economy. The data used have the character of a quarterly time series in the 

period from Q1/2005 to Q4/2017. The data source was the National Bank of Slova-

kia and the Eurostat database. 

 

Keywords: ADF test of stationarity, Cointegration relation, Granger causality, VAR 

model, VEC model.  

JEL Classification: C10, E27 

AMS Classification: 62P20, 91B64 

1 Theoretical Background and Data 

The aim of the paper is macroeconomic analysis of the Slovak economy based on the application of vector auto-

regression models (VAR models). VAR models are widely used in quantifying and analysing macroeconomic 

relationships, in compiling economic policies, and in analysing and anticipating their impacts on economic de-

velopment.  In addition to VAR models, other econometric tools such as Granger causality, response function 

analysis and time series cointegration are listed in the paper. 

Cointegration vector autoregression (CVAR) models pay attention to the dynamics of economic variables be-

cause economic theories offer conclusions regarding cointegration of time series. The main idea is that the eco-

nomic variables deviate from their equilibrium values in the short run, while being drawn to these equilibriums 

in the long run. Forces shifting equilibrium states are applied in the long run, leading to stochastic development 

trends, but the forces drawing variables to equilibriums are applied as well which lead to the cointegrating rela-

tionships between them. As stated by Hoover [9], the macroeconomic time series are characterized by unsteadi-

ness and cointegratability. 

CVAR models began to emerge at the turn of 1980s and 1990s and were focused on the US economy, as 

stated in the study [3]. Garrat et al. [5] created a model of the economy of the United Kingdom in their study. 

This model contains five equilibrium relationships. These relationships were derived from economic theory and, 

therefore, have a structural character. A cointegration analysis showed that long-run structural equilibrium rela-

tionships correspond to empirical cointegration relationships, so the model used is suitable for a small open 

economy. A similar methodology was used in the case of the German economy, as stated in Schneider et al. in 

[11]. The authors tested the same model on the German quarterly data for the period from 1991 to 2005. VAR(2) 

model was also used in this work. Paper [2] is focused on the Swiss economy in the period from Q1/1976 to 

Q4/2006. Papers [6], [7] or [12] are focused on the Czech economy in the period from Q1/1995 to Q4/2009,  or  

from Q1/2005 to Q4/2016. These articles also confirm the presence of five cointegration relationships.  

A VAR model which includes the following variables is quite often used in applied macroeconomics: IR 

(interest rate), M2 (money supply), CPI (consumer price index) and GDP (gross domestic product). The analysis 

was performed on quarterly data for the period from 1Q/2005 to 4Q/2017. The data source was the National 

Bank of Slovakia and the Eurostat database.  Interest rate (IR) is expressed as a percentage, consumer price 

index (CPI) is expressed in base indices (2005 = 100), money supply is in the form of monetary aggregate (M2) 
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in millions of EUR, and real gross domestic product (GDP) in millions of EUR. All variables were seasonally 

cleaned using the X12 ARIMA method and were logarithmized. 

Based on the analysis, we will find out if the results match the economic theory and answer these questions: 

1. Does the monetary aggregate affect the gross domestic product and the consumer price index development? 

2. Is there a direct relationship between the interest rate and the consumer price index? 

3. Does the interest rate affect other variables? 

4. Which of these variables form short-term relationships? 

 

2 Model for the Slovak economy 
The second chapter deals with the estimation and testing of the basic macroeconomic model for the Slovak 

economy in the period from Q1/2005 to Q4/2017. The chapter is divided into five parts. First, a stationarity of 

VAR model variables is tested. The second step is to determine the order of VAR model and its diagnostics. This 

subchapter includes the testing of Granger causality. As the third step, the impulse-response analysis is used. As 

the fourth step, the cointegration relationships for the VAR(p) model are tested using the Johansen’s method and 

a number of cointegration relationships is determined. This subchapter provides the estimations of cointegration 

vectors.  

2.1 Stationarity testing 

The preparatory phase of estimating the VAR model is testing the stationarity of variables included in the model 

or their first differences. The test results for all variables are provided in Table 1. Dickey-Fuller test (ADF) was 

used to test the stationarity. The second column provides information on the model type of testing unit root (n = 

no trend and level constants /c = constant /c+t = level constant and trend), the third column contains the calculat-

ed T-statistics; the following column contains the corresponding level of statistical significance. The last column 

includes the result of testing: N = non-stationary, (H0 not rejected), S = stationary (H0 rejected). 

 

variable n/c/c+t T-stat significance result variable n/c/c+t T-stat significance result 

L_CPI   c – 2.69 0.08 N D(L_CPI)   c – 4.59 0.0005 S 

L_GDP c – 2.77 0.069 N D(L_GDP) c – 4.88 0.0002 S 

L_IR c    0.91 0.99 N D(L_IR) c – 4.42 0.0008 S 

L_M2 c – 2.04 0.26 N D(L_M2) c – 6.33 0.0000 S 

Table 1 Testing the unit root of  the variables in levels and their first differences 

The variables (L_CPI; L_GDP; L_IR; L_M2)  for VAR model exhibit the properties of first-order non-

stationarity, i.e. I(1); therefore, the long-run cointegration relationships may exist between these variables. 

2.2 Estimation and diagnostics of VAR model, Granger causality tests 

This chapter describes the estimation of VAR(p) model. Model estimation includes a determination of p order 

for delayed variables (L_CPI; L_GDP; L_IR; L_M2) in a vector autoregressive model. This delay level is usual-

ly the same for all VAR model equations. Given the set of quarterly data, delay time of 4 maximum was consid-

ered.  Table 2 summarizes the results based on the minimization of selected criteria: FPE: Final prediction error, 

AIC: Akaike information criterion,  SC: Schwarz information criterion,  HQ: Hannan-Quinn information criteri-

on a LR: likelihood ratio, which is based on the principle of maximum likelihood. 

 

Lag LogL LR FPE AIC SC HQ 

0  181.3067 NA 7.27e-09 –7.387780 –7.231847  –7.328853 

1  469.6192 516.5598* 8.62e-14* –18.73413* –17.95446* –18.43949* 

2  480.4386 17.58154 1.09e-13 –18.51827 –17.11487 –17.98793 

3 

4 

 497.4264 

 516.0267 

24.77394 

24.02537 

1.08e-13 

1.04e-13 

–18.55943 

–18.66778 

–16.53230 

–16.01691 

–17.79338 

  –17.66601 

* indicates lag order selected by the criterion 

Table 2 VAR lag order selection criteria 
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A four-equation unlimited VAR model was estimated. The optimal length of delay was selected according to 

the values of information criteria listed in Table 2. The values indicate inclusion of only one delay. The VAR(1) 

model estimates are given in Table 3, standard errors in ( ), t-statistics in [ ]. 

 
 

 

Statistical significance at the 0.01 level (***),at the 0.05 level (**),at the 0.1 level (*) 

Table 3 Estimation of VAR(1) model 

 

The CPI price level is affected by the value in the first delay and the GDP variable. The GDP variable is 

considerably persistent and only correlated with its value in the first delay. The IR interest rate equation shows 

that IR is affected by all model variables, except for the CPI variable. The monetary aggregate is affected by all 

model variables, except for the CPI variable, at 1% materiality level. 

Granger causality, which deals with testing of short-term relationships, was also examined for the estimated 

VAR(1) model. The relationships in which Granger causality was demonstrated are shown in Table 4. Mutual 

Granger causality of D(L_M2) and D(L_IR) variables was demonstrated at 5% materiality level. Furthermore, 

the influence of D(L_GDP) on D(L_IR), D(L_M2), D(L_CPI) was demonstrated at 5% materiality level. The 

gross domestic product time series affects the interest rate, the monetary aggregate and the consumer price index 

within the meaning of Granger causality. Other short-term relationships were not identified. 

 

Null Hypothesis Reject H0 

D(L_M2) does not Granger Cause D(L_IR) YES 
D(L_IR) does not Granger Cause (L_M2) YES 

D(L_GDP) does not Granger Cause D(L_IR) YES 
D(L_GDP) does not Granger Cause D(L_M2) YES 

D(L_GDP) does not Granger Cause D(L_CPI) YES 

Table 4  Granger Causality 

 

The diagnostic test was performed to assess the quality of the VAR(1). These tests include the conditions of 

stationarity, non-correlatability and normality test of residual component. VAR(1) model stationarity conditions 

were verified using the graphical representation the inverse values of estimated autoregressive polynomial roots. 

These values lie within a unit circle, i.e. the VAR(1) model is stationary. Non-correlatability of residual compo-

nent of the estimated VAR(1) model was tested using LM test. This test confirms the non-correlatability of re-

sidual component (at the 5% significance level, a null hypothesis of non-correlatability of residual component is 

not rejected). A residual component normality test was done using the Jarque-Bera test. The residual component 

normality null hypothesis was not rejected at the 5% significance level. 

 

2.3    Impulse-response analysis  

Impulse-response analysis allows analysis of both the short-term and long-term relations between the analysed 

variables based on the derived model. Arlt [1] states that the impulse-response analysis is related to the question 

of what reaction in one time series will be caused by an impulse in another time series within a system that con-

tains multiple time series. This is the study of the relation between two one-dimensional time series in a multi-

dimensional system. 

 L_CPI L_GDP L_IR L_M2 

L_CPI(–1)  0.926099***  0.002462 –0.796669  0.014685 
  (0.03513)  (0.10655)  (1.25162)  (0.10739) 

 [ 26.3591] [ 0.02311] [–0.63651] [ 0.13674] 
     
L_GDP(–1)  0.066975***  1.082115***  1.999529**  0.295743*** 
  (0.02362)  (0.07163)  (0.84140)  (0.07219) 

 [ 2.83565] [ 15.1080] [ 2.37642] [ 4.09665] 
     
L_IR(–1)  0.000147 –0.002748  0.951856*** –0.012462*** 

  (0.00118)  (0.00358)  (0.04204)  (0.00361) 

 [ 0.12489] [–0.76795] [ 22.6404] [–3.45474] 
     
L_M2(–1) –0.026171 –0.075943 –1.478223*  0.721521*** 

  (0.02155)  (0.06536)  (0.76779)  (0.06588) 
 [–1.21430] [–1.16193] [–1.92529] [ 10.9528] 

 R-squared  0.994507  0.984890  0.989894  0.995194 
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Figure 1  Response to Cholesky One S.S.Innnovations 

The M2 unit exogenous shock triggers a GDP growth of approximately 3 years. Growth rate is increasing in the 

first half-year, then decreasing, and the effects of expansionary stimulus of monetary policy are gradually dwin-

dling and GDP returns to equilibrium. This is in line with Keynesian theory that monetary policy can affect the 

real product. The impulse-response analysis suggests that money is not neutral in the short term; the GDP re-

sponse to the exogenous shock in the M2 monetary aggregate is relatively strong and fades away for a long time. 

A similar reaction is triggered by the unit exogenous shock in M2 also in the consumer price index (CPI) and 

interest rate (IR). Positive unit exogenous shock in GDP triggers an increase in the monetary aggregate growth 

rate, culminating in the 3rd period and the growth rate is slowly decreasing.  The whole process takes about 4 

years. The unit exogenous shock in the price level then causes an increase in the monetary aggregate, which 

peaked in the second period, and then the growth rate slowly declines (but is still positive) until it returns to 

balance after 4 years. We will also look at the effects of unit exogenous shock in interest rate on other endoge-

nous variables. The monetary aggregate reacts with a slight decline, with a subsequent return to the equilibrium 

level, the reaction being very weak. GDP is growing, the growth rate is decreasing after two periods, but it is 

positive, until the effect fades away (approximately after two years).   
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2.4 Cointegration relationship testing, VECM 

This chapter deals with the testing of the number of cointegration relationships in VAR(1) model for the endoge-

nous variables (L_CPI; L_GDP; L_IR; L_M2) using the Johansen’s method, as shown in [4], [10]. Table 5 con-

firms the existence of 2 cointegration relationships for VECM(1). This is a model that includes unlimited level 

constant and restricted trend component. 

 

Hypothesized     

No. of CE(s) 

Eigenvalue Trace Statistic 0.05 Critical 

Value 

Prob. 

None * 0.506811 71.49010 54.07904 0.0007 

At most 1 * 0.305614 36.14694 35.19275 0.0393 

At most 2 0.237229 17.91060 20.26184 0.1021 

At most 3 0.083703 4.370746 9.164546 0.3597 

Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 

* denotes rejection of the hypothesis at the 0.05 level 

Table 5 Unrestricted Cointegration Rank Test (Trace) 

Restrictions were required to estimate two cointegration vectors. Restrictions were introduced, stemming 

from long-term demand for money and the Fisher effect [1]. The M2 monetary aggregate was set to 1 and IR to 0 

in the first cointegration vector. GDP and M2 were set to 0 and interest rate to 1 in the second cointegration 

vector. Following the introduction of the restrictions, the following estimates of cointegration vectors were ob-

tained. 

 

𝐶1𝑡 = 𝐿𝑀2𝑡 − 1.31 ∙ 𝐿𝐺𝐷𝑃𝑡 − 1.43 ∙ 𝐿𝐶𝑃𝐼𝑡                  (1) 

  𝐶2𝑡 = 𝐿𝐼𝑅𝑡 − 1.12 ∙ 𝐿𝐶𝑃𝐼𝑡                                                                         (2)  
 

According to relationship (1), the monetary aggregate M2 is directly dependent on GDP and CPI. Relationship 

(2) shows that the interest rate is directly dependent on CPI. These results are in line with economic theory.  

 

Non-correlatability of residual component of the estimated VECM(1) model was tested using LM test. This 

test confirms the non-correlatability of residual component (at the 5% significance level, a null hypothesis of 

non-correlatability of residual component is not rejected). A residual component normality test was done using 

the Jarque-Bera test. The residual component normality null hypothesis was not rejected at the 5% significance 

level. The residual component homoscedasticity null hypothesis was not rejected at the 5% significance level, as 

the results show Chi-sq = 92.84,   df = 80;  Prob. = 0.1545. The test “No Cross Terms” was performed (only 

levels and squares). 

  

Table 6 shows the predictive ability of each estimated equation in VECM(1) with restrictions. The average 

level of adj.R
2
 = 0.666 and it ranges within the interval from 0.541 (CPI equation) to 0.784 (M2 equation). These 

explanation measures compare favourably with the English [5] and Swiss study [2]. 

  

 D(L_CPI) D(L_GDP) D(L_IR) D(L_M2) 

R
2
  0.695  0.758  0.766  0.806 

Adj.R
2
  0.541  0.651  0.688  0.784 

Table 6 Determination coefficients for the estimated equations of the resulting model 

 

Finally, we can say that the estimation of the VECM(1) model with restrictions is stable, with a relatively high 

explanatory power. The residual component is not correlated; residual component heteroscedasticity and residual 

component non-normality were not demonstrated. 

 

3 Conclusion 

This article dealt with the modelling of long-run structural equilibrium relationships for the Slovak economy in 

the period from 2005 to 2017. Modelling using cointegration vector autoregressive model with restrictions for 

endogenous variables (L_CPI; L_GDP; L_IR; L_M2) was used. Estimation of the VECM(1) model with re-
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strictions is stable, with a relatively high explanatory power. The residual component is not correlated; residual 

component heteroscedasticity and residual component non-normality were not demonstrated. 

The model with a single delay was selected as the most appropriate model based on the selected criteria. One 

delay indicates that dynamics does not play a material role in the relationships between the selected variables as 

assumed. The answers to the first two questions are given by two cointegration relationships. According to rela-

tionship (1), the monetary aggregate M2 is directly dependent on GDP and CPI. Relationship (2) shows that the 

interest rate is directly dependent on CPI. These results are in line with economic theory. The answer to the third 

question, whether the interest rate affects the other variables, gives an impulse response analysis. The monetary 

aggregate reacts with a slight decline, with a subsequent return to the equilibrium level, the reaction being very 

weak. GDP is growing, the growth rate is decreasing after two periods, but it is positive, until the effect fades 

away. CPI response to IR change is very weak. The last question concerned the existence of long-term relation-

ships. These short-term relationships were identified: the relationship between M2 and IR, as well as these causal 

relations GDP→IR, GDP→CPI, GDP→M2. 

The disadvantage of applying VAR models to macroeconomic aggregates is the necessity of stationarity of 

used time series. Stationarization causes a loss of certain part of information. Another disadvantage is a rapid 

increase in the estimated parameters with the inclusion of a large number of endogenous variables. It is usually 

necessary to select VAR models with a low length of maximum delay for quarterly macroeconomic data, which 

does not allow sufficiently capturing the model dynamics. Despite these shortcomings, the concept of VAR 

models appears to be appropriate in the area of macroeconomic analysis of the Slovak economy. 

The model used for a small open economy is theoretically and empirically consistent because the estimated 

parameters have reasonable signs and values. Empirical results are influenced by the fact that the Slovak econo-

my underwent a currency crisis characterized by atypical behaviour of interest rates and monetary indicators. 

The currency crisis also affected the interaction between examined variables. It would be interesting to make an 

analysis which will examine and compare the situation before and after the crisis, and extend the model of time 

series: the exchange rate SKK/EUR, industrial producer prices and foreign annual interest rate EURIBOR, as 

specified in [8].  
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Abstract. Generally, financial crises lead to large macroeconomic disturbances in 

the world economy. However, several central banks adopted the unconventional 

monetary policies after the financial crisis of 2007 (quantitative easing, negative 

interest rates, forex interventions, etc.). In our paper, we focus on the 

interrelationship between the financial and the macroeconomic sector, i.e. the 

financial and business cycles, of the selected countries with the regime of 

quantitative easing (i.e. the euro area, Japan, the United Kingdom and the United 

States) to find whether these economies face the same co-movement of financial and 

business cycles. As such, the aim of the paper is to examine the mutual co-

movement between the credit supply growth and real GDP growth for each of the 

selected countries. For this assessment, we use the wavelet power cross-spectrum to 

estimate spectral features of co-moved time series as a function of time. The 

significant co-moved part is identified via testing. In this way, we identify regions 

with periodicities of co-movement that evolved over time with the most extensive 

co-movoment of financial and business cycles in the US economy and the least 

extensive co-movement in the euro area economy.  

Keywords: power wavelet co-spectrum, co-movement, bank loans, credit standards. 

JEL Classification: C19, C63, E32 

AMS Classification: 62P20, 62M15 

1 Introduction 

The financial crisis of 2007 revealed that financial market supervision and regulation had been quite weak in 

some areas of financial market. Because financial cycles differ from business cycles and have an impact on 

business cycles and economic recoveries (see Claessens et al. [5]), traditional macroeconomic policy is not able 

to address them and treat them properly. Therefore, the crisis changed the character of traditional 

macroeconomic policy (mainly fiscal and monetary) and macro-prudential policy is currently a necessary part of 

macroeconomic policy of each state. According to Drehman et al. [7], the length and amplitude of the financial 

cycle have increased since the early 1980s, partly as a result of financial liberalisation and innovations and less 

tight monetary policy in this period (compared to previously applied Keynesian policies). As such, it is of high 

importance to identify the financial cycles and show how they relate to business cycles, so policy makers can 

adjust the policy measures not only to business cycles but also to financial cycles.  

A measure of co-movement between time series can be done by several approaches. The popular one in the 

last decade especially among economist is wavelet approach in the time-frequency domain. There are also other 

time-frequency techniques, such as Short Term Fourier Transform, Time-Frequency Autoregressive Process, but 

they are more popular for engineering due to character of engineering data. The economic data are moreover 

non-stationary ad are the composition of several frequency component with unique complicated patterns over 

time (Ftiti et al. [9]). Thus, wavelet analysis is suitable instrument which can capture the cyclical structure in 

time having good time resolution (Aloui et al. [1]). There are panoply of economic applications, such as (Ftiti 

[9], Berdiev et al. [4], Fidrmuc et al. [8], Aquiraria-Conraria et al. [2], Rua [15], Tiwari [18] and many others) 

focuses of economic time series synchrony. Rua [15] investigate the relationship between money growth and 

inflation in the euro area using wavelets and found out the stronger link between inflation and money growth at 

low frequencies over the whole sample period. Aloui et al. [1] focuses on business cycle synchronisation of Gulf 
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Cooperation Countries via wavelets and uncover that the real growth rates in most of the countries within the 

GCC region commove with the others over the short and medium terms, while long-term co-movement of real 

growth rates is only found in seven out of the 15 country pairs. Tiwari et al. [18] assess the level of co-

movements between the stock markets of the PIIGS, UK and Germany. They found via wavelets significant co-

movement in the short-run term during financial distress episodes, while in the long-run for the entire analysed 

horizon. Furthermore, at low-frequency levels, the PIIGS stock markets are more synchronised with Germany 

than with the UK, while at high-frequency component an opposite result is obtained. Berdiev et al. [4] analyse 

synchronization of growth cycles between China, Japan, the United States and other Asia-Pacific countries using 

wavelet analysis. Their results shows that the growth cycles of China, Japan, and the United States are 

synchronized with the other Asia- Pacific economies, the strength of business cycle synchronization fluctuates 

across frequencies and over time. Fidrmuc et al. [8] study globalization and co-movement in business cycles in 

China and G7 countries and found out significant relationship between time-varying wavelet measure of co-

movement and bilateral trade only for business cycle frequencies. 

In many economic papers, financial cycles are measured by the volume of credit provided to economy and 

pay special attention to medium-term frequencies (in order to demonstrate the effect of the financial crisis). 

Galati et al. [10] measure the financial cycle using the credit-to-GDP ratio and house prices for the United States  

and the five largest euro area countries and find that medium-term financial cycles are longer than business 

cycles and identify differences among analysed countries. Drehmann et al. [7] use a set of variables (credit-to-

GDP ratio, equity prices, house prices, asset prices) and focus on credit and property cycles in Australia, 

Germany, Japan, Norway, Sweden, the United Kingdom and the United States)and state that financial cycles are 

considerably longer than business cycles and that financial crises cause deeper business cycle recessions. In this 

context, one should focus on medium-term, not on business cycle, frequencies (cycles of 16 years or longer). 

Moreover, peaks of financial cycles appear together with financial crises. Using the multivariate spectral method 

of deriving common cyclical frequencies, Schüler et al. [17] focus on credit (house) and asset (equity and bonds) 

markets in selected European Union countries and whole euro area. They identify a common movement in the 

analysed area but also the existence of heterogeneity in the character of financial cycles across analysed 

countries. Therefore, they argue that the EU macro-prudential policy is necessary, but it should take it into 

account when formulating general policy measures. Claessens et al. [5] analyse credit (house) and equity markets 

in a large set of 44 countries and conclude that financial and business cycles are strongly interlinked and that 

economic recessions caused by financial crises are more pronounced than other recessions. Moreover, economic 

recovery is longer after the crises at asset markets compared to credit markets.  

A limited attention has been paid to co-movements between financial and business cycles so far. In this area 

of research, we can mention a paper by Rünstler and Vlekke [16] who use multivariate unobserved components 

models to estimate the cyclical components in credit volumes, house prices and GDP in the US and the five 

largest European economies. They identify long financial cycles and the existence of correlation with the 

medium-term business cycles (longer than common 8-32 quarters used for the definition of business cycle) and 

some country differences thanks to national housing market characteristics. Igan et al. [13] measure the co-

movement of house, credit and business cycles in the US economy and conclude that there are some institutional 

differences among analysed countries that have an impact on the character of cycles in the medium-term period. 

However, house prices lead credit and real activity in the long-term perspective.  

In our paper, we use credit volumes as a key financial cycle variable (as such, we focus on credit cycles) to 

examine how the financial cycles are synchronised with the business cycle of a selected country in a set of 

countries which adopted the regime of quantitative easing. The aim of the paper is to measure the co-movement 

of financial and business cycles in euro area, Japan, the UK and the US to find whether these economies face the 

same co-movement of financial and business cycles. However, we neither address the causal relationships 

between financial and GDP cycles nor try to assess the impact of quantitative easing on the co-movement of 

financial and business cycles in our paper. Therefore, we do not focus on the specific period with the 

unconventional monetary policy regime. Instead, we apply the wavelet approach in the time-frequency domain 

on economic data and show whether there are some similarities or differences among the analysed countries.  

2 Data and indicators 

We use seasonally adjusted quarterly data of real gross domestic product (GDP), volume index in OECD 

reference year 2010 (OECD [14]), and unadjusted quarterly data of the total credit to private non-financial sector 

(BIS [3]) of the United Kingdom (UK) and the United States (US) in 1963/Q2-2017/Q3 (n=2018), for Japan in 
1994/Q1-2017/Q3 (n=95) and for Euro Area (EA) in 1999/Q1-2017/Q3 (n=75). For each country, we analyse the 
co-movement of the real GDP with the total credit (Credit). All variables are in the first differences of 
logarithms. The data of the variable Credit are seasonally adjusted using TRAMO/SEATS. Given the quarterly 
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character of the data, we can denote the sampling frequency fs=4 samples per year. The representations of time 
series used in the analysis are depicted in Figure 1.  

 

  

  

  

  

Figure 1 Time series representation, Source: OECD [14], BIS [3] 

3 Methods 

The relation between two time series can be measured via several approaches in the time-frequency domain. A 

popular method in economic applications is wavelet cross-spectrum or coherence (Croux et al. [5]). For a time 

series s(t) we can model wavelet spectra (Aloui et al. [1]) as 

   (   )  
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)                  (1) 

where a is the time position, b is the parameter of dilatation (scale) of the mother wavelet   . To satisfy 

assumptions for the time-scale analysis, waves must be compact in time and frequency representation as well. 

Assume, that we have two time series x(t) and y(t), both independent Gaussian white noise (GWN), with 

variances x
2
 and y

2. 
Thus, their wavelet cross-spectrum (WCS) is define as 

    (   )    (   )  
 (   ), (2) 

where Wx(a,b) and Wy(a,b) are the coefficients of wavelet transform corresponding to the time series x(t) and y(t). 

The symbol * denotes complex conjugation. Since the WCS is complex, such in our case, when the complex 

Morlet wavelet are used, we can define wavelet power cross-spectrum (PWCS), as  
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where Wx (a,b)
2
 and Wy (a,b)

2
 are wavelet power spectra. The significance testing of PWCS can be done 

according to Ge [11][12] (denoted as Ge08) and Torrence and Compo [19]. The testing statistic takes the form of 
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where W2 denotes probability distribution with probability density function f (z)=0.5 K0(z
1/2

). Here z is the 

random variable, and K0(z) is the modified Bessel function of order zero when the complex wavelets are used 

[11][12][19][20]. 

4 Results 

With respect to the aim of the paper, we proceed with cross-spectral analysis. We set the scales in 

correspondence with the range of 1 year to 10 years, with 361 individual scales. As the type of mother wavelet, 

we use Complex Morlet wavelet with centre frequency fc=1.5. In all figures representing PWCS between GDP 

and Credit for selected countries (Fig. 2, tab. 1), the x-axis represents time, y-axis represents specific periods 

(cycles in years) and z-axis represents values of spectrogram. The figures show a two-dimensional projection of 

three-dimensional charts. The intensity of each contour represents the relative importance of the different 

periodicities and time. The yellow curve in all figures indicates a significant area identified by Ge08. 

 

  

  
Figure 2 Power Wavelet Cross-Spectrum between GDP and Credit for selected countries. 

In all countries, the PWCS with its significance tests show co-movement areas bounded by the time and the 

frequency (Fig. 2). We can see, that the results are different across countries. There is only one similarity, 

missing co-movement in cycles lower than 3 years, which represent short cyclical fluctuations and quick 

reactions. The case of EA shows two basic areas of co-movement, before crisis in 1999/Q-2008/Q4 in long 
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business cycles (BC) and during and after the crisis in 2006/Q3-2013/Q4 in short and medium business cycles. 

Both areas overlap the crisis time (2007 and 2008). Situation for Japan is quite different. Here, we can see only 

long-run cycles over 8 years in 1999/Q4-2013/Q2 with the highest amplitude around the years of the crisis; the 

standard testing according to Ge08 does not reveal any shorter cyclical co-movements. In the case of the UK, we 

can find long BC in the period 1964/Q3-1978/Q1 and after that a co-movement in long-run cycles in 1978/Q1-

1999/Q2 (cycles of duration over 8 years). The cycles with the highest amplitude can be found around 1991 (9 

years long cycles) when the period after the transformation of the UK economy (1980-1996) began under the 

Margaret Thatcher economic policy measures. The crisis of 2007 and 2008 is not captured in our co-movement 

analysis by the standard Ge08 test, which is calculated with respect to the given time range. In case of the last 

country – the US – we can see a significant co-movement during all time range, i.e. in long BC in 1963/Q2-

1985/Q4, 2001/Q2-2011/Q4 and in long-run cycles in 1963/Q2-2017/Q3. We can see the highest amplitude 

around 1976 in long BC. The era of the late 1970s, the US economy suffered from energy crisis, slow economic 

growth, high unemployment and very high inflation coupled with high interest rates. The financial crisis of 2007 

and 2008 is also captured in our analysis but the amplitude of cycles in this period is lower and is moving to the 

long-run frequencies. 

 

 Short-run 

cycles 

 (<1.5 years) 

Short and 

medium business 

cycles 

(1.5-4years) 

Long business  

cycles 

(4-8 years) 

Long-run  

cycles 

(>8 years) 

EA -- 2006/Q3-2013/Q4 1999/Q-2008/Q4 -- 

Japan -- -- -- 1999/Q4-2013/Q2 

UK -- -- 1964/Q3-1978/Q1 1978/Q1-1999/Q2 

US 
-- -- 

1963/Q2-1985/Q4 

2001/Q2-2011/Q4 
1963/Q2-2017/Q3 

Table 1 Significant area of PWCS over intervals of cycles 

Note: statistically significant at 5% according to Ge08 with respect to the available time range. BC means 

business. 

As we already mentioned, Rünstler and Vlekke [16] use multivariate unobserved components models to 

analyse cyclical character of GDP. They found large and persistent cycles (approx. 15 years) in real credit 

volumes and real house prices which are highly correlated with a medium BC. And, that financial cycles are 

larger and longer for countries with high rates of private home ownership. As they state, it suggests possible 

gains from the coordination of monetary and macro-prudential policies. Igan et al. [13] focus on macro-financial 

linkage and the cross-country diversity of cyclical co-movements in different way. They use dynamic 

generalized factor model and spectral techniques in frequency domain.  They found that house price cycles are 

found to lead credit and real activity over the long term, while in the short to medium term the relationship varies 

across countries. Comparing our results with these papers we can state that we confirmed such findings via 

different methodology approach. We proved existence of long BC and long-term cycles based on time-frequency 

co-movement analysis of GDP and financial time series. 

5 Conclusion 

The paper was focused on the interrelationship between the financial and the macroeconomic sector, i.e. the 

financial and business cycles, of the selected countries with the regime of quantitative easing (i.e. the euro area, 

Japan, the United Kingdom and the United States) to find whether these economies face the same co-movement 

of financial and business cycles. We used credit volumes as a key financial cycle variable (as such, we focus on 

credit cycles) to examine how the financial cycle differs from the business cycle of a selected country in a set of 

countries which adopted the regime of quantitative easing.  

Our results confirm that there are differences concerning the co-movement of financial and business cycles in 

analysed countries. We identify the only one similar feature, which is missing co-movement lower than 3 years. 

The widest range of co-movement in the cross-section of time and frequency can be seen in case of the US 

economy with large areas of co-movement in long business cycles (4-8 years) and long-run cycles (higher than 8 

years) throughout the analysed time range. The situation is slightly similar in the UK economy, but the area of 

co-movement disappeared after 1999. Euro are faces the cyclical co-movement mainly in short and medium 

business cycles (1.5-4 years) just before, during and after the crisis and in long business cycles (4-8 years) in the 
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period before the financial crises, i.e. it is clear that the financial crises had an impact on the character of the euro 

area cyclical co-movement in the sense that the it became shorter. Japan is the only country with the area of co-

movement in long-run cycles. To sum up, euro area is the only economic region where we did not identify the 

existence of co-movement of financial and business cycles longer than 8 years. However, this finding could be 

explained by the fact that the data available for the euro area are very limited and as such we cannot measure the 

co-movement before the euro adoption (i.e. before 1999).  

We confirm the results of Rünstler and Vlekke [16] who prove the existence of long financial cycles and the 

correlation with the medium-term business cycles (longer than common 8-32 quarters used for the definition of 

business cycle) and identify country differences. National institutional differences influencing the character of 

medium business cycles is also confirmed by Igan et al. [13].  
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Algebraic and graphic comparison of crisp, interval and fuzzy 

approach to solving linear programming problems 
Andrea Kubišová1 

Abstract. In conventional teaching LP problems, all coefficients of a mathematic 

model are usually given exactly and an exact optimum can therefore be found. In 

practice, however, the limit values are often expressed vaguely and it is necessary to 

use relaxed capacity limits and a more appropriate concept of solving LP problems, 

especially the fuzzy method.  

The article presents a didactic proposal of how to familiarize business students with 

the idea of interval and fuzzy approaches. It suggests introducing the approaches to 

the students through illustration and comparison between algebraic and graphic solu-

tions by means of oblique and orthographic projection. 

For that reason, a common example with just two structure variables is solved and 

depicted. The paper will use triangular fuzzy numbers to facilitate the explanation. 

Our own formulas for interval optimum are derived and Bellman and Zadeh´s min-

max operator for fuzzy optimum is used. The graphic solutions are depicted and com-

pared. 

Keywords: interval linear programming, fuzzy linear programming, orthographic 

projection, oblique projection. 

JEL Classification: C44 

AMS Classification: 90C70 

1 Introduction 

In Operation Research course for finance students, methods for solving common LP problems are usually lectured. 

All the coefficients of a scholar mathematic model are commonly given exactly and an exact optimum can there-

fore be found. From didactic point of view, it is advantageous to construct the graphic solution parallel to intro-

ducing the one- and two-phase primary simplex methods and to compare the steps in equivalent matrices with 

geometry objects in the picture. 

In practice, this usually does not refer to real economic problems; it is used as the simplest way of its modeling 

especially for scholar use. During the simplex method explanation, it is usual and useful to compare the progression 

in the simplex table with the points in the graph. 

However, especially the capacity limit values are not expressed exactly and for real situations modeling it is 

necessary to use relaxed coefficients or constraint limits, which requires an appropriate concept of solving LP 

problems. Our aim is to make students familiar especially with the idea of fuzzy method approach, using the 

interval method as an intermediate stage. Both can be illustrated with the geometric solution again during expla-

nation. 

Because of dealing with only graphically solvable problems, only LP problems with two structural variables 

are considered in all this paper. 

2 Vague capacities of LP problems 

In this article, only relaxation for constraint limits is considered. The crisp, interval and fuzzy number will be used 

in the next three paragraphs. The number is defined, links to the author´s former articles where formulas for alge-

braic solution are derived are made and the method for illustrative graphic solution is suggested. 

2.1 Crisp limits of capacities 

When teaching LP problems solution conventionally, we construct mathematic models including constraints with 

exact limits on the right-hand side labelled b1 and b2 

 
a11x1 + a12x2 ≤ b1 

a21x1 + a22x2 ≤ b2. 
 

(1) 

                                                           
1 College of Polytechnics Jihlava, Department of Mathematics, Tolstého 16, Jihlava, andrea.kubisova@vspj.cz 

276



Thus, the exact nonnegative optimum of objective function zopt = c1x1 + c2x2 is always gained. 

Algebraic solution 

The classic theory of solving LP problems using simplex method is introduced in detail in Bazaraa (2011). The 

following formulae for expressing the crisp optimal solution 
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are derived and after their substitution to 

 𝑧𝑜𝑝𝑡 = 𝑐1𝑥1 + 𝑐2𝑥2, (3) 

an appropriate objective function value is gained as it is shown in Kubišová (2015c). The symbols used in (2) and 

(3) correspond to Figure 1. 

Graphic solution 

A Gaussian coordinates system with only two dimensions will for depicting all those crisp values graphically. 

Values of the structure variables correspond to the values on the axes. Each crisp solution is depicted as a point. 

Each crisp constraint border is depicted as a line, each constraint as a half-plane. 

 

Figure 1 Crisp LP problem – optimal solution 

The feasible region is a convex polygon, the isoquants of the same value of objective function make a system 

of parallel lines, the most distant one from its zero level still having nonempty intersection with the feasible region 

labelled zmax, determines the optimal solution point position, labelled as B in Figure 1. 

2.2 Interval limits of capacities 

Real LP problems where the limit values are not precisely known can be simplified and modeled with relaxed 

interval capacity limits. The interval approach replaces crisp capacities with interval numbers on the right-hand 

sides marked as B1, B2, as introduced in Moor (2009) 

 
a11x1 + a12x2 ≤ B1 

a21x1 + a22x2 ≤ B2 . 
 

(4) 

Then a nonnegative interval optimum of the objection function zopt = c1x1 + c2x2 is gained according to the defini-

tions. 
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Although this interval approach is not used in practice, because it still does not describe the real situation 

properly, it may help the students understand the point of using and operating the fuzzy capacities. As an interme-

diate step between crisp and fuzzy approach, each interval number can be understood as a special fuzzy number 

where all its values have the same level of the membership function. 

Algebraic solution 

The following formulae for expressing interval solution  
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and the appropriate objective function value 
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are derived in Kubišová (2015c). The symbols used in (5) and (6) correspond to Figure 2. 

Graphic solution 

Gaussian coordinates system with only two dimensions will be sufficient for depicting interval values graphically 

again, values of the structure variables correspond to the values on the axes. Each interval number is depicted as a 

line segment. 

 

Figure 2 Interval LP problem 

Interval solution is depicted as a set of points with both coordinates given as an interval, which always creates 

a parallelogram. The interval optimal solution is depicted as a hatched parallelogram B´B´´´B´´B´´´´ in Figure 2. 

Each interval constraint border is depicted as a strip, each constraint as a half-plane with this border. 

2.3 Fuzzy limits of capacities 

Nowadays especially the fuzzy approach is used as the most appropriate concept for expressing the vague and not 

exactly given numbers, the same applying to the LP problem constraint limits. 
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The fuzzy approach replaces crisp capacities with fuzzy numbers on the right-hand sides marked as 𝐵1̃, 𝐵2̃, as 

introduced e.g. in Zadeh (1975) or Klir (2005) 

 
a11x1 + a12x2 ≤ 𝐵1̃ 
a21x1 + a22x2 ≤ 𝐵2̃  . 

 

(7) 

Then a nonnegative interval optimum of the objective function zopt = c1x1 + c2x2 is gained according to the 

definitions. 

Algebraic solution 

The fuzzy LP problem can be rewritten as an equivalent crisp LP problem with  as a parameter using Bellman 

and Zadeh´s min-max operator (in [2]) as it is shown in Kubišová (2015b) or the -cuts method can be used if 

an objective function minimal value requirement is added (Zadeh (1975), Klir (2005)). The following formulae 

for the membership functions of interval solution only for the x1 unknown is shown below 
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The formulae for its objective function value requires more space, mentioned formulae are derived in Kubišová 

(2015c). The symbols used in (8) correspond to Figure 3. 

Graphic solution 

Unlike the crisp or interval numbers, whose value of the membership function is always equal to 1 and the two 

dimensional Gaussian coordinates system is sufficient to depict the relations, the value of membership function of 

fuzzy numbers is needed to be expressed somehow in the graph. 

 

Figure 3 Fuzzy LP problem – optimal solution in the orthographic projection 

It requires using descriptive geometry means. This article suggests two geometry methods that are quite simple 

to draw and the most demonstrative and illustrative: the orthographic projection and the oblique projection. 
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The orthographic projection enables the students to solve the two-dimensional problem in an undistorted 

ground plane, the level of the membership function is expressed as the third dimension (the altitude usually written 

in brackets). Using just triangular fuzzy numbers, where each number is depicted only as a segment with the side 

points (level 0) and the marked highest point (level 1), is sufficient. The inner points membership function value 

increases linearly, there is therefore no need to write altitudes. 

All fuzzy numbers fitting to the border equations of the linear fuzzy constraint form a set of points representing 

their union which can be depicted as a strip of a skewed plane containing points at the highest membership function 

level height. In the graph, the border lines at the zero level are dashed and double-dashed, the points with the top 

membership function at the level of 1 form a middle line labelled without dashes. All three of them are depicted 

as parallel lines. The fuzzy feasible region made as an intersection of all fuzzy constraints is depicted as the top 

surface of a polyhedron with skewed sides representing the vague borders and a height of 1, and the rest of the 

space at zero height representing a set of the infeasible solutions. 

Each fuzzy optimal solution is depicted as a set of points with both coordinates given as a fuzzy number, the 

-cuts of this solution form a system of homothetic parallelograms with the center in the B point. The situation for 

the membership value of the optimal solution at least at the level of  = 0.8 is highlighted with the dark color and 

labelled B´B´´´B´´B´´´´ in Figure 3.  

The oblique projection uses complicated geometry means, but gives a more illustrative view of the situation 

in 3D view, especially in the two-dimensional problem leading to the usage of Bellman and Zadeh´s min-max 

operator. The membership function of each number is expressed with the height again, but as a third coordinate  

in this case.  

 

Figure 4 Fuzzy LP problem – optimal solution in the oblique projection 

Each fuzzy constraint border is depicted as a top surface of a triangular prism on the strip of the border. The 

feasible region is a union of all fuzzy constraints, represented by the light colored top surface of a non-zero poly-

hedron with skewed sides made of three parts A0B0B1A1, B0C0C1B1, C0D0, A1B1A1D1 and the corresponding parts 

of horizontal planes at the height of 0 or 1 in Figure 4. 

 

Figure 5 Fuzzy LP problem - optimal solution in a vertical cut 
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If requirement of a particular level of objective function is added (from unacceptable values through fully 

acceptable ones), it can be depicted as a skewed strip of plane  and horizontal half-planes beyond the acceptance 

values at the 0 resp. 1 height in Figure 4 or as a line Z0Z1 in Figure 5. 

The highest point of the intersection line of those two surfaces (the fuzzy feasible region and the objective 

function with the requirement) determines the optimal solution with the maximal reachable membership function 

value, in Figures 4 and 5 labelled as O, which can be easily found in an undistorted vertical cut plane , as depicted 

in Figure 5. 

3 Conclusion 

This article suggests how to make the students more familiar with LP problems with fuzzy constraint capacities 

approach by descriptive geometry means. Using the orthographic projection (the simplest orthogonal one) is rec-

ommended for crisp, interval and fuzzy in -cut form constraint limits, while the oblique projection (a more illus-

trative one, but still not too difficult to proceed) is more appropriate especially for construction of intersections in 

a fuzzy LP problem with objective function minimum value requirement added. 

Intentionally, particular scholar problems with similar tasks are solved by means of their algebraic as well as 

graphic solutions to be easily compared. In the cited articles, the author defines the fundamental interval and fuzzy 

numbers arithmetic operations along with the formulae for the optimal solution, deriving its objective function 

values. 
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Modeling heavy tail property of financial asset returns with
skewed generalized t– distribution

Jaromı́r Kukal1, Quang Van Tran2

Abstract. The heavy tail property of financial asset returns is well known and it can
be modeled by alpha stable distributions or some distribution from the generalized
hyperbolic distribution family. However, the first group may often have too heavy
tails and the second group exhibits too light ends at times as they are sometime called
semi-heavy tail. In this paper, we examine the ability of several distributions from
the skewed generalized t-distribution class to capture the fat tail feature of a group of
stock market indices. The chosen distributions form the group are skewed generalized
t-distribution, and its special cases: generalized t-distribution, skewed t-distribution
and t-distribution. In our analysis, first we use maximum likelihood estimation method
to estimate parameters of each distribution from data. Then we evaluate their suitabil-
ity for modeling the distribution of returns of chosen indices using the chi squared
goodness of fit test. The test is applied on the whole distribution as well as on some
important parts of the distribution. The results of our investigation provide some in-
teresting insights for modeling final asset returns.

Keywords: skewed generalized t-distribution, maximum likelihood estimation, chi
squared goodness of fit test, stock market indices

JEL classification: C12, C13

1 Introduction
Heavy tail property of financial asset returns has been addressed in the literature for long time and its deviation
from a normal distribution has a principal impact for financial engineering. The alternative distributions chosen
for replacing the gaussian distribution are the alpha stable distribution popularized by Nolan [7] or generalized
hyperbolic distribution and its special cases [8]. However these distributions have often not fulfilled the expectation
for this purpose. Though distributions from the skewed generalized t-distribution class are known for their ability
to exhibit fat tail property, they have not attracted so much attention from researchers. To fill this gap in the
literature, in this paper we will examine their suitability of skewed generalized t-distribution, and its special cases:
generalized t-distribution, skewed t-distribution and t-distribution for capturing heavy tail property of stock market
indices returns. For this objective four stock market indices from Central European stock markets are chosen:
Budapest stock market index BUX, Vienna stock market index ATX, Warsaw stock market index WIG, and Prague
stock market index PX. They are daily series from 2000 to 2018. First we use these series to estimate parameters
of these distribution and then the chi squared goodness of fit test is applied to verify whether these distributions
can model the heavy tail property present in the chosen data.

2 Skewed Generalized t-Distribution Group
This distribution was first proposed by Theodossiou [10]. It has five parameters: the location µ ∈ R, the scale
σ > 0, the skewness −1< λ < 1 and the kurtosis p,q> 0. Its probability density function is

f(x) = p
[
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and B(., .) is the so called beta function. It has mean of µ if pq> 1 and variance of σ2 if pq> 2.

2.1 Skewed t-distribution
It is a subclass of skewed generalized t-distribution discovered by MacDonald and Newey [6] for p = 2. Hence it
has only four parameters. Its PDF is
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The analytical form for the corresponding CDF is unknown.

2.2 Generalized Student t-distribution
when λ = 0, we obtain the generalized Student t-distribution, whose PDF is:
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p
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The CDF of this distribution is also unknown.

2.3 Student t-distribution
The Student t distribution has three parameters: location µ ∈ R, scale σ > 0 and the so called the number of
degrees of freedom ν > 0. The third parameter ν just defines the tail property of this distribution. The higher value
ν attains, the lower value the kurtosis of this distribution is. Its PDF is

f(x) =
Γ
( ν+1

2

)

σ
√

νπΓ
( ν

2

)
(

1+
(x−µ)2

νσ2

)− ν+1
2

(7)

for where x ∈ R and the corresponding CDF is
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where Γ is the so called gamma function and 2F1 is the hypergeometric function.

3 Empirical Analysis and Results
In order to investigate the suitability of distributions from the skewed generalized t-distribution group, we use
four stock market indices from Central Europe countries of Hungary (BUX), Austria (ATX), Poland (WIG) and
the Czech Republic (PX). All four original stock market index series from the beginning of 2000 to February of
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Original series Log-returns series
BUX ATX WIG PX BUX ATX WIG PX

mean 1.84e4 2431.2 3.82e4 985.1 3.23e-4 2.31e-4 2.63e-4 1.82e-4
median 1.87e4 2388.9e3 4.13e4 979.4 4.99e-4 7.38e-4 4.72e-4 6.05e-4
mode 1.83e4 1127.8 1.37e4 407.7 -0.126 -0.103 -8.47e-2 -1.27e-2
min 5671.0 1003.7 1.16e4 320.1 -0.126 -0.103 -8.47e-2 -0.162
max 4.15e4 4981.9 6.76e4 1936.1 0.132 0.120 6.08e-2 0.124
std 7829.1 970.0 1.53e4 361.5 1.51e-2 1.43e-2 1.25e-2 1.38e-2
skew 0.385 0.588 -0.210 0.328 -0.100 -0.334 -0.381 -0.478
kurt 2.94 2.81 1.86 2.78 9.29 10.1 6.48 16.0
obs 4735 4735 4735 4554 4538 4493 4547 4538

Table 1 Descriptive statistics of original and logarithmic transformed series

2018 are converted into log-return series. The descriptive statistics of both original series and log-return series are
shown in Table 1 below. The logarithmic return series are first used to estimate the parameters of the investigated
distributions with maximum likelihood estimation technique. All calculations are performed with Matlab and the
computational procedure are very highly extensive. While the estimation procedure for t-distribution and skewed t-
distribution are standard routines, the estimation of parameters of generalized t-distribution and skewed generalized
t-distribution are challenging as the procedure contains some non-linear constraints. The estimation results for
each investigated distribution are reported in Tables 2-5. Besides the estimates themselves, their corresponding
asymptotic standard errors are also calculated. They are shown on the right-hand side of the estimates in the tables.

We use the estimation results to compute the theoretical probability density of the examined distributions for

BUX ATX WIG PX
coeff S.E. coeff S.E. coeff S.E. coeff S.E.

µ 3.99e-4 3.71e-2 8.18e-4 1.48e-4 4.86e-4 1.38e-4 5.33e-4 1.56e-4
σ 1.08e-2 2.16e-4 9.08e-3 1.26e-4 8.91e-3 1.14e-4 8.87e-3 1.77e-4
ν 4.08 0.241 3.12 2.46e-2 3.77 1.71e-2 3.37 3.96e-2

Table 2 Estimation results for Student t-distribution

BUX ATX WIG PX
coeff S.E. coeff S.E. coeff S.E. coeff S.E.

µ 3.59e-4 3.41e-3 5.13e-4 4.42e-3 4.51e-4 4.62e-2 4.03e-4 1.75e-4
σ 1.51e-2 7.27e-4 1.51e-2 2.93e-3 1.30e-2 4.05e-4 1.39e-2 3.13e-4
ν 1.83 3.45e-2 1.59 4.96e-3 1.89 6.91e-2 1.70 5.46e-2
λ -9.34e-3 2.20e-2 -8.81e-2 4.32e-3 -3.22e-2 1.91e-2 -5.69e-2 2.05e-2

Table 3 Estimation results for skewed t-distribution

BUX ATX WIG PX
coeff S.E. coeff S.E. coeff S.E. coeff S.E.

µ 4.09e-4 1.95e-4 8.18e-4 2.99e-4 4.88e-4 2.93e-4 5.34e-4 8.44e-3
σ 1.51e-2 3.23e-4 1.50e-2 8.47e-4 1.26e-2 3.69e-4 1.38e-2 1.88e-4
p 1.89 6.03e-2 1.94 2.91e-2 1.46 6.83e-2 1.96 1.47e-2
q 2.34 0.276 1.66 0.168 4.62 0.398 1.76 2.30e-2

Table 4 Estimation results for generalized t-distribution

each log-return series. These theoretical probabilities are then compared to their empirical density. The results are
shown in Figures 1-4. On the left panels whole distributions are displayed and on the right panels the left tail of
distribution are zoomed in to show the thickness of the tail of each distribution.
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BUX ATX WIG PX
coeff S.E. coeff S.E. coeff S.E. coeff S.E.

µ 3.18e-4 2.13e-4 2.66e-4 4.80e-3 3.03e-4 1.59e-4 2.17e-4 2.60e-3
σ 1.50e-2 3.57e-4 1.49e-2 6.84e-4 1.26e-2 1.98e-4 1.38e-2 2.73e-4
λ -1.67e-2 2.09e-2 -8.81e-2 5.54e-3 -3.11e-2 1.43e-2 -5.66e-2 1.94e-2
p 1.88 2.33e-2 1.91 4.92e-2 1.46 4.44e-2 1.95 7.00e-2
q 2.36 6.86e-2 1.74 7.83e-2 4.69 2.68e-1 1.78 6.18e-2

Table 5 Estimation results for skewed generalized t-distribution

The estimation results show that ν , i.e. the number of degrees of freedom of t-distribution, of returns of
indices from emerging markets (Hungary, Poland and the Czech Republic) are higher than the one of Austria.
This indicates that returns of stock market indices from emerging markets tend to have thinner tails than from
a traditional market. This is also confirmed in the case of skewed t-distribution, generalized t-distribution, and
skewed generalized t-distribution, where the product pq of returns of three emerging markets is also higher than
the one of the Austrian market.

Regarding the skew parameter λ , the estimates are negative and very close to zero in all cases indicating that the
distributions of returns of all investigated stock market indices are only slightly skewed to the right. The estimated
values of parameter p are close to 2 except the one for index WIG returns (1.46). These results imply that n general
all special cases do not substantially deviate from the general case. This finding can be observed in Figures 1-4
where all distributions are very close to each other. As the distributions are skewed, they tend to have slightly
thicker tails than the unskewed ones. We also calculate the values of log-likelihood function for each distribution
and the corresponding stock market index. The results are reported in Table 6. The results show that the inclusion
of additional parameters does not substantially increase the goodness of fit of the analyzed distribution for the
selected data except the case of index ATX, when the impact of the skewed parameter is evident 3.

Distribution BUX ATX WIG PX
Student t 12937.54 13220.62 13740.47 13568.06
Skewed Student t 12932.52 13230.24 13741.81 13572.29
Gen. Student t 12937.36 13220.69 13748.96 13568.01
Skewed Gen.Student t 12938.24 13230.40 13750.50 13572.26

Table 6 The values of log-likelihood function for each distribution
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Figure 1 Distribution comparison for returns of index BUX

Besides visual inspection (the chi squared by eye test), we also analyze the suitability of each candidate distri-
bution for modeling returns of stock market indices by a statistic hypothesis testing procedure. There are several
possibilities how to test it and the chi squared goodness of fit test is chosen for this purpose as it takes into account
the number of parameters of a candidate distribution. The essence of this test is as follows. This test tests the null
hypothesis whether data comes from a certain distribution. The measure of goodness of fit, which is also the test

3These values can be used to test various restrictions of parameters with likelihood ratio test.
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Returns of Index ATX
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Figure 2 Distribution comparison for returns of index ATX
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Figure 3 Distribution comparison for returns of index WIG
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Figure 4 Distribution comparison for returns of index PX

statistic, compares the observed frequencies with the expected ones by summing up their differences as follows

χ2 =
n

∑
i=1

(Oi−Ei)
2

Ei
, (9)

where
• Oi the observed frequency for the i-th bin,
• Ei the expected frequency for this bin,

where Ei is computed as follows
Ei = N (F(ubi)−F(lbi)) , (10)

where N is the total number of observations, F is the CDF of the hypothesized distribution, lbi and ubi are the lower
bound and upper bound of the i-th bin respectively. The test statistic under the null hypothesis has χ2 with n−k−1
degrees of freedom, where n is the number of bins and k is the number of parameters of the tested distribution (see
Snedecor and Cochrane, [9]).

The testing is proceeded as follows. Interval [0,1] into forty subintervals of length 0.025. For t-distribution the
inverse CDF is used to compute the boundary points for each bin in terms of returns. For the other distribution,
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as their CDF are unknown, they are determined numerically. Then the boundary points for each bin are compute
with interpolation. After that the number of observed frequencies is counted and the test statistic is calculated
according to 9. The results of the chi squared goodness of fit test for all distribution are displayed into Table 7 with
the corresponding p-value.

Distribution
BUX ATX WIG PX

stat pval stat pval. stat pval stat pval
t 35.92 0.4721 69.89 6.03e-4 36.22 0.4586 35.02 0.5152
Skewed t 38.68 0.3071 46.62 0.0950 40.40 0.2438 42.23 0.1859
Gen t 36.51 0.3985 67.00 9.02e-4 39.88 0.2622 35.11 0.4643
Sk. Gen. t 37.02 0.3313 46.12 0.0802 39.70 0.2309 45.28 0.0935

Table 7 Chi squared goodness of fit test results

The results clearly indicate that for indices BUX, WIG, and PX the the skewed generalized t-distribution or
anyone of its special cases can well capture the heavy tail property of these indices returns. According to the test
statistic, in this case the best fit is obtained when the Student t-distribution is applied. It is a very favorable result
for financial engineering as for t-distribution, all its PDF, CDF and ICDF are known. For index ATX unskewed
t-distribution and generalized t-distribution are not suitable for modeling its returns. The skewed t-distribution or
skewed generalized t-distribution provide a much better fit for returns of index ATX. However, the fit is on the
border line of acceptability and we may still have to find a more suitable alternative for data of index ATX type.

4 Conclusion
We have investigated the ability of the skewed generalized t-distribution and its three special cases its special cases:
generalized t-distribution, skewed t-distribution and t-distribution to model the heavy tail property of financial
asset returns. For this purpose four stock market indices BUX, ATX, WIG, and PX from Central European stock
markets are chosen. They are daily series from 2000 to 2018. First, the parameters of these distributions have been
estimated from data using maximum likelihood estimation method and then the chi squared goodness of fit test is
applied to examine their suitability for the chosen data. The results we obtained are quite encouraging. For the
indices of emerging markets, i.e. Budapest stock market, Warsaw stock market index, and Prague stock market, the
heavy tail property of their returns can be reliably modeled by simple t-distribution, whose PDF, CDF and ICDF
are known. For index ATX of the Vienna stock market, the skewed versions can be used. However, in this case,
the search for a better candidate should not be excluded.
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Abstract. In real economic analyzes we often come to a situation when it is neces-

sary to compare selected units according to several criteria. It might be a situation of 

a comparison of countries, regions, municipalities, companies, products, etc. In such 

cases, one of the possibilities is the usage of Data Envelopment Analysis (DEA) to 

find efficient units, which in comparison with others achieve maximum outputs with 

minimum inputs. Similarly, multi-criteria decision analysis (MCDA) methods can 

be used to compare units according to more criteria. These methods, however, usual-

ly require the assignment of a weight vector that takes into account the importance 

of the criteria. Since one of the outputs of DEA models is the weight vector of input 

or output indicators, the aim of this article is to analyze the possibility of using these 

weights in selected methods of multi-criteria evaluation of alternatives. The analysis 

will be performed on real data to determine the similarity of DEA and MCDA re-

sults. 

Keywords: data envelopment analysis, multi-criteria evaluation of alternatives, 

WSM, WSA, correlation. 

JEL Classification: C44, C67 

AMS Classification: 90B50, 90C29, 62H20 

1 Introduction 

Multi-criteria decision making (MCDM) belongs to operations research area as it uses various mathematical 

instruments, analysis and methods that should help the decision maker to find the best or the compromise solu-

tion or to better understand the reality. MCDM usually covers multi-criteria evaluation of alternatives methods 

sometimes called multi-criteria decision analysis (MCDA), but it can cover also multi-criteria linear program-

ming [5] or other decision-making theories and concepts such as group decision-making or data envelopment 

analysis (DEA). When we thing about MCDA as the discrete decision-making problem, the main aim might be 

to find the good (or the best) alternatives according to several selected criteria [6]. Part of the MCDA methods 

uses cardinal information about the criteria in the form of criteria weights. Several approaches and methods are 

used to determine criteria weights. Usually weights are between 0 and 1 and they add up to 1. Weights can be set 

strictly by the decision-maker, or they can be calculated on the bases of the decision-maker preferences ex-

pressed by points or by pairwise comparison [11]. As it was mentioned above, DEA models are sometimes also 

taken as a tool useful for the decision-making process or for finding of the best alternatives out of the set of se-

lected alternatives. In DEA analysis the alternatives are called decision-making units (DMU) and the main aim is 

to find out the efficient (best) units according to several criteria – here called inputs and outputs. One of the DEA 

results is also the weight vector that is calculated through an optimization model. Model searches for weights 

where the DMU would be efficient, i.e. effectively transforms its inputs into outputs. From this point of view the 

DEA and MCDA models and methods seems to be similar as they both use weights to find the best alternatives. 

MCDA need the weight vector to be described by the decision-maker but in DEA the weights are calculated. We 

decided to analyze whether it is possible to use DEA for the weights calculation and afterwards to use these 

weights in selected MCDA methods to obtain similar results, i.e. if the alternative (or DMU) is efficient in DEA 

model so it is also good (or best) in MCDA method.   

In this paper we compare results taken from DEA models with results of basic MCDA methods when the av-

erage weights taken from DEA models are used. For the analysis data about several economic activity character-

istics of 14 Czech regions were used.  

2 Methods and data 

According to [7] the DEA models and the MCDA methods using weights and calculation the utility for each 

alternative belong to the MCDA choice and ranking problems. In this part the basic description of DEA is made 
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followed by the short description of WSM, SAW and WSA methods as representatives of MCDA. Data for the 

analysis were taken from the Czech statistical office [4]. They describe the selected economic characteristics of 

the 14 Czech regions. They were used in the comparison of the Czech regions via other MCDA methods in [8].   

2.1 DEA models 

The basic idea of DEA models consists in estimation of an efficient frontier that defines production possibility 

set of the problem. DEA estimates so-called efficient frontier on the basis of the set of available decision making 

units (DMUs) and afterwards projects all DMUs onto this frontier. If a DMU lies on the frontier, it is referred to 

as an efficient unit, otherwise inefficient. This nonparametric method was initiated by Charnes, Cooper and 

Rhodes [1] and so the basic model is usually called CCR model according to the names of these authors. DEA 

models can be oriented to inputs or outputs depending on which indicators we understand as fixed. In the case of 

input oriented models we assume fixed level of all outputs (CCR-I) and the output oriented model assumes fixed 

level of all inputs (CCR-O) [1]. These models are used if we assume constant return to scale. In the case of vari-

able return to scale, we work with BCC (Banker, Charnes, Cooper) models that can be similarly input or output 

oriented. The review and detailed information about DEA models are in [1] and [3]. The basic idea for the effi-

ciency calculation is to maximize the rate of weighted sum of outputs divided by weighted sum of inputs [1].   

The mathematical model of DEA considers r DMUs 𝑈1, 𝑈2, … , 𝑈𝑟  with m inputs (𝑖 = 1,2, … , 𝑚) and n out-

puts (𝑗 = 1,2, … , 𝑛). The vector of input values of DMU k (𝑘 = 1,2, … , 𝑟) is denoted as 

𝐱𝑘 =  (𝑥1𝑘 , 𝑥2𝑘 , … , 𝑥𝑚𝑘)T and matrix of all input values for all DMUs is denoted as 𝐗 = {𝑥𝑖𝑘 , 𝑖 = 1,2, … , 𝑚, 𝑘 =
1,2, … , 𝑟}. Similarly, the vector of output values of DMU k is denoted as 𝐲𝑘 =  (𝑦1𝑘 , 𝑦2𝑘 , … , 𝑦𝑛𝑘)T and matrix of 

all output values for all DMUs is denoted as 𝐘 = {𝑦𝑗𝑘 , 𝑗 = 1,2, … , 𝑛, 𝑘 = 1,2, … , 𝑟}. The relative technical effi-

ciency of given DMU q can be generally expressed as ratio of weighted sum of outputs and weighted sum of 

inputs 

 𝑇𝐸𝑞 =
∑ 𝑢𝑗𝑦𝑗𝑞

𝑛
𝑗=1

∑ 𝑣𝑖𝑥𝑖𝑞
𝑚
𝑖=1

=
𝐮T𝐲𝑞

𝐯T𝐱𝑞

, (1) 

 

where vi, i = 1, 2, ..., m is a weight for i-th input, uj, j = 1, 2, ..., n is a weight for j-th output and 𝐮, 𝐯 are vectors 

of these weights.  

In this paper we work with all four basic DEA models (CCR-I, CCR-O, BCC-I and BCC-O) and so we use 

one universal DEA model (derived from original DEA models using Charnes-Cooper transformation) in the 

following form: 

 

 

maximize 

𝑧 = 𝑖(𝐮T𝐲𝑞 + 𝑏𝜔) − (1 − 𝑖)(𝐯T𝐱𝑞 + 𝑏𝜔), 

subject to 

𝑖(𝐯T𝐱𝑞) + (1 − 𝑖)(𝐮T𝐲𝑞) = 1, 

𝐮T𝐘 + 𝑖𝑏𝜔 ≤ 𝐯T𝐗 + (1 − 𝑖)𝑏𝜔, 
𝐮 ≥ 𝜀, 

𝐯 ≥ 𝜀, 
𝜔 − 𝑓𝑟𝑒𝑒. 

(2) 

In the model (2) symbol 𝜀 denotes any small number, 𝑖 and 𝑏 denote parameters of universal DEA model 

(𝑖 =  1 for input oriented model and 𝑖 = 0 for output oriented model, 𝑏 = 1 for BCC model and 𝑏 = 0 for CCR 

model). The efficient unit Uq lies on the efficient frontier in case that the optimal efficiency (calculated by the 

model) |𝑧| = 1. The inefficient units have |𝑧| lower (in input oriented model) or higher (in output oriented 

model) than 1. 

2.2 MCDA methods 

Multi-criteria decision analysis (MCDA) methods have been developed to help the decision-maker in finding a 

solution among a lot of different alternatives on the basis of several criteria. MCDA methods can solve several 

types of problems, especially sorting problems, ranking problems and choice problems [7]. Main areas of the 

methods’ usage can be found at [9]. As we talk about evaluation of alternatives, the term multi-criteria evalua-

tion of alternatives is sometimes used instead of MCDA. As these methods use different principles and different 

information including subjective information they do not have the same results. To solve this kind of model it is 

necessary to know the preferences of the decision maker when all the alternatives (a1, a2, …, ap) and criteria (f1, 

f2, …, fk) are known. These preferences can be described by aspiration levels (or requirements), criteria order or 

by the weights of the criteria (usually stated as wj for j = 1, .., k). For some methods it is enough to add this kind 
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of information but the more complex the method is the more inputs it needs. Because we want to compare the 

results with DEA models when the weights obtained by DEA are used by MCDA methods, we decided to start 

with the simple MCDA methods that do not need any additional information (except of weights). These methods 

are WSM, SAW and WSA. For all of them the formula (3), for the calculation of the final utility u(ai) for each 

alternative i, is common, the only difference is the calculation of rij (if wj are the criteria weights). 

𝑢(𝑎𝑖) = ∑ 𝑤𝑗𝑟𝑖𝑗 ,𝑘
𝑗=1  ∀ 𝑖 = 1, ⋯ , 𝑝            (3) 

Weighted sum method (WSM) is one of the simple methods commonly used in single dimensional approach 

[11]. This method does not uses any criteria normalization function and for the calculation of the final utility of 

the alternatives it uses real data, so  

rij = aij.            (4) 

SAW (Simple Additive Weighting) method belongs also to the popular methods. It normalizes real data and 

several normalization formulas can be used [10]. In our analysis we calculate rij as in formula (5) for the maxi-

mization type of criterion or (6) for minimization type. 

𝑟𝑖𝑗 =
𝑎𝑖𝑗

max𝑖 𝑎𝑖𝑗
          (5) 

𝑟𝑖𝑗 =
min𝑖 𝑎𝑖𝑗

𝑎𝑖𝑗
          (6) 

WSA (Weighted Sum Approach) is a case of SAW method where for the normalization different formulas 

are used [10] – instead of (5) it is formula (7) and instead of (6) it is (8). 

𝑟𝑖𝑗 =
𝑎𝑖𝑗−min𝑖 𝑎𝑖𝑗

max𝑖 𝑎𝑖𝑗−min𝑖 𝑎𝑖𝑗
          (7) 

𝑟𝑖𝑗 =
max𝑖 𝑎𝑖𝑗−𝑎𝑖𝑗

max𝑖 𝑎𝑖𝑗−min𝑖 𝑎𝑖𝑗
          (8) 

2.3 Data used for the analysis 

In our study we compared 14 Czech regions with respect to available data from 2016 using DEA and MCDA 

models (no.1 – Prague, the Capital City, no.2 – Central Bohemian Region, no.3 – South Bohemian Region, no.4 

– Plzeň Region, no.5 – Karlovy Vary Region, no.6 – Ústí nad Labem Region, no.7 – Liberec Region, no.8 – 

Hradec Králové Region, no.9 – Pardubice Region, no.10 – Vysočina Region, no.11 – South Moravian Region, 

no.12 – Olomouc Region, no.13 – Moravian-Silesian Region and no.14 – Zlín Region). The models have 5 in-

puts (unemployment rate, economic activity, average wage, average age and free workplaces per capita) and 3 

outputs (income per capita, consumption per capita and investments per capita). The DEA model assumes inputs 

are minimized and outputs are maximized for efficient units. In this case we had to transform input data to min-

imize them (especially economic activity and average wage). These data were described in [8] in details. For this 

paper we use this example as a case where more efficient units might be expected (because of higher number of 

inputs and outputs compared to the number of units).  

3 Results 

The presented analysis consists of three main steps. In the first step we use DEA models to obtain weight vec-

tors. In the second step we use these vectors for MCDA methods. And in the third step we analyze correlation 

between DEA and MCDA results.  

So firstly we solved all four presented DEA models by changing input parameters i and b in model (2). Note 

that variables in DEA model are weights of inputs (𝑣𝑖) and outputs (𝑢𝑗). Optimal solution for selected q-th unit 

found such weights that q-th unit is maximal efficient. This weights vector we take as an optimal weights for the 

unit q to have maximal efficiency score. It seems that using of this weight vector in MCDA models should pro-

vide very good rank for q-th unit in the case it is efficient. As we have 14 units we obtain 14 weights vectors for 

each DEA model – it means 56 weight vectors (for 4 DEA models). 

In the second step we used these 56 weights vectors in each of three MCDA methods presented in this paper. 

Then we analyzed results with respect to DEA efficiency.  

Finally we calculate correlation r between rank of DEA model and rank of MCDA model (as a measure of 

results dependency) for each weight vector and we use statistical t-test for null hypothesis 𝐻0: 𝑟 = 0 against 

alternative hypothesis 𝐻𝐴: 𝑟 ≠ 0. In this step we analyze also correlation between efficiency values gained from 

DEA and utility values gained from MCDA.  When more efficient units were found by DEA model, all were 
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places into the same position calculated as the average rank of all efficient DMUs. To find the unique order the 

superefficiency model could be used but in this paper we use only basic DEA models. 

3.1 The WSM results  

For every weight vector from the first step we applied WSM method on real data (Czech regions). In both CCR 

models only two regions were efficient (no. 1 – Prague, the Capital City and no. 11 – South Moravian). Prague, 

the Capital City was placed on the first rank also by WSM by using of the optimal weight vector for the 1
st
 unit. 

By using of the optimal weights for 11
th

 unit South Moravian is placed on the first rank together with second 

efficient unit (Prague, the Capital City).  

We obtain very similar results in the cases of BCC models. There are 7 efficient units (no. 1, 2, 6, 10, 11, 12, 

14) and for each q-th optimal vector q-th unit is the winner or it is placed before all inefficient units.  

We calculated all correlation coefficient between DEA rank and WSM rank (we use Pearson correlation as 

well as Spearman correlation) and we tested these values by t-test. The obtained correlations were generally high 

(absolute value more than 75 %) and only in three cases (𝑞 =  1, 4, 9) the correlation coefficient was non-

significant at 5 % level.   

For correlation between efficiency from DEA and utility from WSM the values were generally also high (ab-

solute value more than 68 %) and only in the same three cases (𝑞 =  1, 4, 9) the correlation coefficient was non-

significant at 5 % level.   

3.2 The SAW results  

The results for WSM were expected because DEA models set weight vectors for maximal efficiency that is 

measured as in (1) and the utility measured by (3) in WSM has similar formula. Contrariwise the results of SAW 

and WSA was slightly surprising because they were conformable to WSM results. Using of the optimal weight 

vector for the 1
st
 unit places Prague, the Capital City on the first rank in cases of all DEA models.    

SAW with the optimal weight vector for the 11
th

 unit places unit no. 11 – South Moravian – at the third place 

behind the efficient Prague, the Capital City at the first place and inefficient no. 6 – Ústí nad Labem – at the 

second place. Note that Ústí nad Labem region had in CCR models efficiency almost 1 (0.975 in CCR-I, 1.026 in 

CCR-O) and it is efficient in both BCC models.  

Again we calculated all correlation coefficients between DEA rank and SAW and we tested these values by 

t-test. The obtained correlations were high (absolute value more than 60 %) and only in three cases mentioned 

above (𝑞 =  1, 4, 9) the correlation coefficient was non-significant at 5 % level.   

The correlation coefficients between efficiency from DEA and utility from SAW were generally high (abso-

lute value more than 70 % for CCR models and 90 % for BCC-O) and slightly lower (more than 52 %) for BCC-

I. At the 5 % level the three above mentioned cases had non-significant correlation in both CCR models and 

BCC-O model. In BCC-I model all correlation coefficients are non-significant at 5 % level, but only three above 

mentioned cases had non-significant correlation at 6 % level.  

The unexpected results were obtained by using of the optimal weight vector for the 2
nd

 unit in both BCC 

models. This unit was efficient, BCC models set optimal weights for maximal efficiency of this unit but SAW 

method using this weight vector placed the unit no. 2 – Central Bohemian – at the 10
th

 place. First five places are 

occupied by efficient units, the next four places by inefficient units (that are not good) and after them efficient 

the Central Bohemian Region.   

3.3 The WSA results  

WSA was the third used method. The obtained results are very similar to the SAW method. For all DEA models 

Prague, the Capital City was placed as the first by using of the optimal vector for the 1
st
 unit. WSA with the 

optimal weight vector for the 11
th

 unit places unit no. 11 – South Moravian – at the third place behind the effi-

cient Prague, the Capital City and inefficient no. 6 – Ústí nad Labem. The unexpected results in the case of the 

optimal 2
nd

 weight vector have occurred also in the case of WSA method.  

 The obtained correlations between DEA rank and WSA rank were about 68 % for CCR models and 57-67 % 

for BCC models. Again three cases mentioned above (𝑞 =  1, 4, 9) had the correlation coefficients non-

significant at 5 % level.   

The correlation coefficients between efficiency from DEA and utility were generally high also for WSA (ab-

solute value more than 68 and 71 % for CCR models and 69 % for BCC-O) and slightly lower (more than 51 % 
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for BCC-I). At the 5 % level the three above mentioned cases had non-significant correlation in both CCR mod-

els and BCC-O model. In BCC-I model all correlation coefficients are non-significant at 5 % level, but only 

three above mentioned cases had non-significant correlation at 6 % level.  

3.4 The results with average weights  

The most results of all three methods were very good but for the 1
st
, 4

th
 and 9

th
 weight vector for each DEA mod-

el correlations between DEA and MCDA results were non-significant. It can mean the results are independent. 

The goal of this analysis was to set a weight vector that provides the results by MCDA method very similar to 

DEA models. So we tried to calculate average weight vector as the mean of all (in our case fourteen) optimal 

weight vectors. Then we tried to use its components as weights 𝑤𝑗  in formula (3). The results were amazing. The 

ranks obtained by WSM was almost the same as in DEA models, the ranks for SAW and WSA were only slight-

ly different. We calculated correlation coefficients between DEA rank and MCDA methods rank and we tested 

these values by t-test. The calculated correlations and p-values for t-test are displayed in the left part of Table 1. 

From this table we can see that for all methods and all DEA models the results gained by using average weight 

vector in MCDA methods are dependent on the results gained by DEA at 3.5 % level and each correlation coef-

ficient is at least 57.5 %.   

 

  Rank correlation  Utility correlation 

 
 WSM SAW WSA  WSM SAW WSA 

 CCR-I 
correlation  0.9813 0.6821 0.6821  0.9382 0.7037 0.6811 

p-value  0.0000 0.0072 0.0072  0.0000 0.0050 0.0073 

BCC-I 
correlation  0.7252 0.5750 0.5750  0.7224 0.5255 0.5145 

p-value  0.0033 0.0315 0.0315  0.0035 0.0536 0.0598 

CCR-O 
correlation  0.9813 0.6821 0.6821  0.9475 0.7223 0.7135 

p-value  0.0000 0.0072 0.0072  0.0000 0.0035 0.0042 

BCC-O 
correlation  0.9083 0.6689 0.6689  0.9085 0.6876 0.6936 

p-value  0.0000 0.0089 0.0089  0.0000 0.0066 0.0059 

Table 1 Correlation between DEA and MCDA for average weights 

The similar results we obtained in the case of correlation between efficiency from DEA and utility from 

MCDA methods. The values of correlation coefficients and p-values for t-tests are displayed in the right part of 

Table 1. From this table we can conclude that all correlation coefficients are higher than 51 % and they are sig-

nificant at 6 % level (except BCC-I models even at 0.9 % level). 

3.5 The results with normalized average weights and average of normalized weights 

For all previous analyses we used weights in the form gained directly from model (2). As MCDA models usually 

works in formula (3) with normalized weights (i.e. ∑ 𝑤𝑗
𝑘
𝑗=1 = 1) we tried to normalized average weights from 

previous analysis. The correlation between DEA and MCDA ranks with corresponding p-values are obviously 

the same as displayed in Table 1.  

In the last case we used also average of normalized weights gained from DEA models. That means we took 14 

weight vectors from DEA as written in chapter 3 and we normalized each of them. Then we calculated average 

of these 14 normalized weight vectors. This vector we used for MCDA analysis.  

From the Table 1 we can see, for example, that the correlation for average weight vector (and also for normal-

ized average weight vector) obtained from CCR-I model and used in WSA method is about 68 % for the rank as 

well as for the utility and it is significant at 0.75 % level. If we use average of normalized weights instead of 

normalized average weights the rank correlation is 71.11 % with p-value 0.44 % and the utility correlation is 

77.43 % and it is significant at 0.12 % level. Such results are much better and this approach should be a matter of 

the next research.    
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4 Conclusions 

The aim of our analysis was to find out whether the weights gained from DEA models can be used in selected 

MCDA methods to obtain identical evaluation of variants in terms of effective/good/bad order position. The 

analysis and the results comparison showed that only in the case of the average weights taken from DEA models 

(or the average normalized weights) the results of MCDA methods are highly correlated with DEA results. These 

results are practically independent on the MCDA methods used or on the DEA model applied. The position of 

the units (here regions) that were efficient in DEA models is also (with exceptions) good in MCDA models. 

When we use the weight vectors obtained in the DEA model for each of the unit (region) separately, then we can 

no longer count on similar ratings, and some efficient units can place worse in MCDA method evaluation than 

units inefficient. In the next research we would like to verify results of this paper on other data file and by using 

additional MCDA methods to see, whether using of DEA weights in MCDA methods is meaningful or not.    

It is clear that the results of CCR and BCC models – especially in the case of small number of DMUs with high-

er number of inputs and outputs – provide more efficient units. In such a situation, it would be more appropriate 

to use superefficiency models which will determine the exact order of units. This will be also a matter of further 

research. 
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Prices Indices and Inflation Measurement:  

Scanner Data Challenge 
 

 

Abstract. The Great Recession of 2008, connected to extremely low inflation rates 

and Zero Lower Bound, resulted in the unconventional monetary policy of central 

banks. Moreover, shortly after the end of the bust, several national statistical bureaus 

started to use completely new method of collecting data on consumer prices. The 

aim of this contribution is to explain how the calculation of the Consumer Price In-

dex changed with scanner data introduction. We summarise the key features of the 

scanner data and test hypothesis on change of the inflation ratio both in terms of 

mean and volatility after the implementation of Scanner Data Approach in Belgium 

and Denmark in comparison to their pair countries (France and Finland). We found 

that there was no structural change in Danish inflation time series, but there was up-

ward shift in Belgium time series even in comparison to France. Our results can con-

tribute to the current discussion on the introducing the scanner data by the Czech 

Statistical Office. 

Keywords: Consumer Price Indices, CUSUM test, Missing Inflation, Scanner data. 

JEL Classification: C22, C82, E31 

AMS Classification: 62-07 

1 Introduction 
There are two macroeconomic indicators which are powerful enough to affect elections: inflation rate and unem-

ployment rate. While unemployment rate is comprehensible for everyone on the labour market, inflation is un-

derstood through the consumer’s costs of living. Being “always and everywhere a monetary phenomenon” [5], it 

has been since 1970’s the main objective of the leading central banks. In 1974 inflation was declared “Public 

Enemy No. 1” by President Gerald Ford [9]. Forty years later, the main objective remains the same, but the cir-

cumstances changed substantially. Immediately after the Great recession the “Mystery of the missing inflation” 

had occurred [10]. The average inflation rate in Eurozone from the beginning of the common euro currency in 

1999 to the beginning of the Great Recession was 2.2%, however it failed to merely 1.2% in the following period 

2009–2017. 

When trying to explain the Mystery of the missing inflation, new unconventional monetary policies are being 

discussed. This paper on the contrary tests the impact of new statistical methods. The inflation rate is estimated 

using the Consumer price index (CPI). The first CPI was constructed for the Czechoslovak yet in 1920 by 

Mildschuch. Originally the basket had contained 11 industrial products; however it was quickly spread to 69 

products by 1922. The CPI has been calculated since 1921 for the consumer basket of 25 goods bought by the 

typical five-member working class family and four-member clerical family [4]. Nowadays, the consumer basket 

convers about 640 items which prices are collected monthly 

The main weaknesses of such approach are well known. As Boskin Comission reported in 1996, the inflation 

rate tends to be upward biased by 1.1 % p. a. [6] because of the substitution of the products, outlet substitution, 

new products introduction or quality change. Nevertheless, in the last decades the technical growth as well as the 

development of Big Data processing has allowed to use new method of Consumer Price Index calculation: the 

Scanner Data Approach [3]. Scanner Data Approach is used e. g. in Dutch, Norway, Switzerland, Sweden, Bel-

gium, Denmark or Australia, the Czech Statistical Office is going to test it in 2018 [1]. 

According to the recent findings, the scanner data may contribute to the lower inflation rates, as they cope 

with the main weaknesses of the traditional Shelf Prices Approach (e.g. Watanabe and Watanabe [13]). Further-

more, the inflation rate volatility tends to be three times higher when estimated by the CPI based on the Scanner 

Data Approach in comparison to the Shelf Prices Approach [7]. In this contribution we test those findings on the 

European data published by Eurostat.  

The rest of the paper is organized as follows. Firstly, we will briefly summarise the key features of the scan-

ner data. Then we describe dataset and econometric methods used. In the third part two hypotheses are tested.     
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With the Scanner Data Approach we stand above the cradle of new exiting method, which might improve our 

knowledge of economy as well as new statistical and econometrical technics. On the other hand, it means also 

revolution in the standard procedures which can seriously influence monetary policy. That is why it must be 

studied very carefully from the very beginning.  

2 Scanner data 

Scanner data are detail data on the prices and trade volume of consumer good based on the bar codes scanned in 

the supermarkets [3]. Since 1974, when the bar code had been implemented, to the beginning of the millennium, 

the scanner data were used mainly for the marketing purposes. The scanner data usage for the aim of inflation 

measurement was discussed later [11].  

The main advantage of the scanner data is the huge market coverage. If the statistical authority makes an 

agreement with the chain stores, it receives detailed data on the prices, volumes and qualities not for 600 or 700 

but for 10 000 –25 000 items on the whole market [3]. Statistics Norway covers 96% of the chain stores, 100% 

of the alcohol stores, 85% of the pharmacies as well as petrol stations [8].  

Moreover, the traditional Shelf Prices Approach (SPA) is based on the data collection only in the certain 

working days and it is demanding on the human capital, time as well as financial sources. That is why the price 

data are available only for the larger towns. Shelf prices also cannot mirror the real price paid by the customer: 

they do not include the special offers for the club members, sales, promotions etc. Scanner Data Approach 

(SDA) do not work with one price 𝑝𝑖  for the i-th item, but it calculate average price 𝑝�̅� based on the total expend-

itures on the i-th item 𝑇𝐸𝑖 and quantity sold 𝑄𝑖  

𝑝�̅� =
𝑇𝐸𝑖

𝑄𝑖

 
(1) 

Especially states with higher inflation rate (e.g. in Latin America) can benefit from the prompt availability of 

data with minimal lag; inflation rate can be estimated also with higher frequention (weekly or even daily, [13]).  

Scanner data can be applied in static or dynamic way. Static method just replicate the standard Consumer 

Price Index based on the fix weights and calculated as Laspeyres price index. On the contrary, the dynamic 

method allows cover even the new products in real time. For the aim of dynamic computation the bilateral index 

based on Geary-Khamis method is used [2]. 

The main weakness of the scanner data lies in the legislative conditions (as the special agreements between 

statistical authorities and private companies has to be made), as well as in its technical aspects. There is certain 

risk of not delivering data in time (because of the negligence or reluctance of companies or technical obstacles). 

Moreover, scanner data are Big-Data in kind, which is demanding on the IT and new statistical methods. 

Potential risk lies in the change of the data collection method from SPA to SDA. If the SDA method affects 

volatility or level of inflation, it can make the efficient monetary policy harder because of its long lags (12–18 

months for the Czech National Bank). That´s why the change in inflation rate level and volatility after SDA 

implementation is subject of our research. 

3 Data and Methodology 

For the aim of our research, Eurostat data on the inflation rate were used. Monthly inflation rate is calculated as 

the annual rate of change of the Harmonised index of consumer prices covering all items. We used data for peri-

od from January 1999, when the Eurozone was founded, to the March 2018 for which the last data are available. 

Two pairs of countries were connected according to following criteria:  

 All countries must be member states of the EU.  

 Times series of the inflation rate in the whole period should be strongly correlated for countries in each 

pair.  

 One of the countries in each pair is using Scanner Data Approach, while the second one uses wholly the 

Shelf Prices Approach.  

The correlation matrix was estimated for 15 old EU member states. The new EU member states – especially 

the Central and Eastern European countries – were excluded from this analysis, as their inflation rate was on the 

beginning of the period still influenced by the economic transformation. Based on these criteria, the following 

pairs of countries were chosen: 

a) Belgium and France: correlation of their inflation rate is very strong and statistically significant 

(𝜌 = 0.80, 𝑝 < 0.05). Belgium fully introduced the Scanner Data Approach in January 2015. 
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b) Denmark and Finland: correlation between inflation rate is very strong and statistically significant 

(𝜌 = 0.76, 𝑝 < 0.05). Denmark fully introduced the Scanner Data Approach in January 2016. 

The monthly inflation rates are subject of the fluctuations, the time series were therefore smoothed using the 

centred moving average of then length = 13: 

�̅� =
(𝑦𝑡−6 + 2𝑦𝑡−5 + 2𝑦𝑡−4 + ⋯ + 2𝑦𝑡 + 2𝑦𝑡+1 + ⋯ + 2𝑦𝑡+5 + 𝑦𝑡+6)

24
 

                                

(2) 

The smoothed time series (Figure 1) are used to find the structural breaks caused by shocks (e. g. recessions etc.) 

 

 

Figure 1 Inflation rate time series smoothed by the centered moving average 

Based on these time series we test two theoretical hypotheses: 

H1: Inflation rate decreases if country starts to use the Scanner Data Approach. 

H2: Volatility of inflation rate increases if country starts to use the Scanner Data Approach. 

To test hypotheses H1 and H2, tests of the structural break were used. CUSUM test for structural change is 

based on the cumulative sums of deviations of the sample values from the target values [12]. Similarly the 

CUSUMSQ test allows testing the homoscedasticity. 

CUSUM test helps us to detect, where the structural break could be. However, it does not help us in deciding 

if the potential structural break might be result of the swap to Scanner Data Approach, or if the change in the 

average inflation rate or inflation variability is caused by some latent factor. The simple OLS model (3) was 

therefore estimated to test the structural change by CUSUM test and Chow stability test with respect to the pair 

country:   

𝜋𝑆𝐷 = 𝛽0 + 𝛽1𝜋𝑆𝑃 + 𝜀, (3) 

where πSD is the inflation rate for country using Scanner Data Approach (Belgium and Denmark), while πSP is 

the inflation rate for country using Shelf Prices Approach (France and Finland).  

Furthermore, two-sample t-test for comparing two means was used to test the null hypothesis: 

𝐻0: 𝜇1 = 𝜇2 (4) 

The F-test was used to test the equality of two variances: 
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𝐻0: 𝜎1
2 = 𝜎2

2 (5) 

For the aim of our research, the econometric software Gretl 1.19.14 and statistical software Dell Statistica 

version 13 were used. 

4 Results 
 

In this chapter theoretical hypothesis H1 and H2 are tested. Firstly, the change of mean and variability of the 

inflation rate time series for Belgium, France, Denmark and Finland are tested. Then the CUSUM test is used for 

the simple naive regression of the inflation rate to the constant to identify the periods of the homogeneous infla-

tion rate. Finally, the regression of the inflation rate based on Scanner Data Approach to the time series of paired 

country is calculated and the potential structural breaks are tested with the Chow test. 

Table 1 summarise the mean of inflation rate as well as the standard deviation before the Scanner Data Ap-

proach was implemented in Belgium (2015) and France (2016) and after the implementation. The inflation rate 

decreased in all four countries, this decrease is statistically significant on the level of significance 5 %.  

 1999–2018 1999–2014 2015–2018 𝑯𝟎: 𝝁𝟏 = 𝝁𝟐 

Mean st. Dev. Mean st. Dev. Mean st. Dev. p-value 

Belgium 1.95 1.18 2.03 1.22 1.55 0.82 0.033 

France 1.51 0.91 1.69 0.84 0.59 0.58 1.28 e-011 

 1999–2018 1999–2015 2016–2018 𝑯𝟎: 𝝁𝟏 = 𝝁𝟐 

 Mean st. Dev. Mean st. Dev. Mean st. Dev. p-value 

Denmark 1.65 1.02 1.80 0.98 0.53 0.58 4.947e-006 

Finland 1.69 1.14 1.83 1.14 0.63 0.35 3.773e-008 

Table 2 Average inflation rate and its variance for  

Structural breaks in the individual time series were identified by the CUSUM test. Furthermore, we teste the 

structural breaks also in the shorter times series smoothed by the centred moving average (Table 2). The signifi-

cant structural breaks occurred during the Great Recession. For the aim of our research, we restricted the time 

series to the sub-period March 2009 – March 2018 for Belgium and France and August 2008 – March 2018 for 

Denmark and Finland. 

  CUSUM breaks 

o
ri

g
in

al
  

ti
m

e 
 

se
ri

es
 

Belgium 7/2001 6./2008 6/2009 11/2011 4/2013 

France 6/2001 3/2014 
   

Finland 4/2001 8/2002 
   

Denmark 1/2015 
    

ce
n

tr
ed

 

m
o

v
in

g
 

av
er

ag
e 

Belgium 10/2008 3/2009 
   

France 9/2009 10/2016 
   

Finland 7/2008 7/2017 
   

Denmark 7/2008 1/2010 11/2013 
  

Table 2 Structural breaks in time based on CUSUM test 

Linear regression (3) is estimated using additional regressor 𝐷𝑖 , 𝑖 ∈ {1; 2}. Regressor 𝐷1, specific for Bel-

gium, is the dummy variable of value 1 for period from September 2009 to March 2018 and value 0 otherwise. 

Regressor 𝐷2 , used for Denmark, is the dummy variable of value 1 for period from September 2015 to March 

2018 and 0 otherwise. Results of both OLS models are summed up in Table 3.   
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Model 1: Belgium 

 Coeff. St. Dev p-value  

const 0.29 0.22 0.19  

France 1.16 0.13 3.63e-015 *** 

D1 0.49 0.21 0.0234 ** 

R2 0.74 

Model 2: Denmark 

const -0.07 0.24 0.78  

Finland 0.76 0.09 1.22e-014 *** 

D2 0.18 0.25 0.48  

R2 0.67 

Table 3 OLS models estimates 

Model 1 confirms the close correlation between French and Belgium inflation rate, however it also confirms, 

that there is shift in data after implementation of the Scanner Data Approach. Chow test confirms the structural 

break in September 2009 as suggested by Chow test (with p-value = 0.0001). Nevertheless, this shift in data is 

not consistent with our hypothesis H1 as the inflation rate in Belgium is 0.49 percentage points higher after the 

implementation of SDA. Increase in Belgium inflation rate after SDA implementation is confirmed also by t-test, 

while there is no significant change in France (Figure 2). On the other hand while Belgium inflation rate de-

creased significantly between period 2009:3–2016:8 and 2016:9–2018:3 (t-test rejects hypothesis on the equal 

means, p-value = 0.00052), the French inflation rate did not change at all (p-value = 0.89). For Denmark (Figure 

3), there is no structural change between August and September 2015 detected relatively to the Finland (Chow 

test does not reject the hypothesis on the p-value = 0.39).  

 

Figure 2 Inflation rate development in Belgium and France (1999–2018) 

 

Figure 3 Inflation rate development in Finland and Denmark (1999–2018) 
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CUSUMSQ test confirms break in variability for Belgium relatively to France since March 2016, but it does 

not confirm any break in variability for Denmark relatively to Finland. Nevertheless, the variability of inflation 

rate in all four countries decreased significantly between both periods (p-value of F-test for equality of two vari-

ances is lower than 0.01).  

 

5 Conclusion 

Importance of the Scanner Data increases rapidly with the technical development of data collection and proces-

sion. Implementation of Scanner Data Approach in inflation rate estimates might help to cope with several tradi-

tional weaknesses of nearly one hundred years used CPI Shelf Prices Approach. Nevertheless, Scanner Data 

Approach is according to the recent findings from the Japanese economy connected to significant decrease of 

inflation rate together with significant increase in its volatility. The aim of this paper was to test hypothesis of 

inflation rate decrease and volatility increase on the two pairs of European data. Paired time series made the 

comparison available, as the potential downward structural break e. g. in Denmark data could have been caused 

both by implementation of SDA as well as by other, latent factor, which affected the “Mystery of Missing Infla-

tion”. That is why we compare the SDA data with SPA data of countries, which inflation rate is closely correlat-

ed to their counterparts.  

There is significant structural break in the Belgium inflation rate as well as its volatility (in comparison to 

French data) after implementation of the Scanner Data Approach in 2015. However, contrary to the hypotheses 

H1 and H2, the inflation rate increased and the volatility decreased. For Denmark in comparison to Finland there 

was no significant change in inflation rate, nor its volatility.   

According to our results, the changes in the inflation rate estimates cannot be fully attributed to the change in 

the data collection from Shelf Prices Approach to Scanner Data Approach. For the aim of the SDA implementa-

tion by the Czech Statistical Office it is important, that change in approach does might not seriously affect infla-

tion rate stability. Nevertheless, according to Eurostat [3] it is important to prepare the implementation in close 

cooperation with the central bank as well and the academic community and media to avoid unfavourable shocks.  
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Multi-asset options with different payoff functions
Ladislav Lukáš1

Abstract. The paper deals with formulation of multi-asset option pricing problems
with different payoff functions. Multi-variability is important concept in financial
engineering as many non-standard structured products in the market are exposed to
multiple source of randomness. Spot prices of underlying asset are assumed to follow
geometric Brownian motion with correlation structure. Using traditional approach
based on self-financing portfolio and application of Itô’s formula to option price we
get resulting partial differential equation describing the evolution of option price in
space and time. Most payoff functions are assumed to be non-negative convex function
over a convex domain depending on underlying asset prices. Some typical examples
of them are presented. Within a framework of multi-asset options a pricing of rainbow
trend options was presented recently. In general, they are desirable to investors due to
their diversification effects over different assets and time. We present the numerical
implementation of pricing these options in Mathematica.

Keywords: multi-asset options, payoff functions, option pricing, rainbow trend op-
tion, numerical implementation in Mathematica.

JEL classification: G13
AMS classification: 91G80

1 Introduction
Pricing financial derivatives is a vital and practical issue because their use for hedging is highly demanded in the
financial markets in general. Both industry and academia are keen to discover the fair prices of financial derivatives
by combining financial models with mathematical theories. There is well kown that options are financial contracts
giving their owner the one-time-use right, but not obligation, to buy or to sell a portfolio of asset shares for a pre-
agreed price, called exercise/strike price K, at a future time. The last valid time to exercise such a right is called
expiry/maturity time, denoted T . The pricing problems of financial derivatives generally starts from modelling the
dynamics of an underlying asset in terms of a discrete or continuous stochastic process, in general.

First, we make a short overview of multi-asset European option pricing problem formulation assuming spot
prices of underlying assets follow geometric Brownian motions with correlation structure. Using traditional ap-
proach based on self-financing portfolio and application of Itô’s formula to option price, one gets resulting partial
differential equation describing the evolution of option price in space and time. For pricing purposes within this
approach, one assumes that corresponding financial market is complete, i.e. it consists from m risky underlying
assets and one standard risk-free asset, transactions are efficient and free of transactional costs and taxes. Such
approach is discussed in [1], [2], [3], and [6], with different level of details and abstraction.

We consider m risky assets Ai with their spot prices Si(t), i = 1, . . . ,m, at time t, where t counts the time
elapsed since the entry into an option contract. We assume the Si(t) to satisfy the following stochastic differential
equations

dSi(t) = Si(t)(µidt+ σidWi(t)), i = 1, . . . ,m, t ≥ 0. (1)

where µi specify expected rate of returns (constants), being usually expressed by r − qi, with r risk-free rate,
and qi dividend rates, σi are volatilities (positive constants), and {Wi(t)}, i = 1, . . . ,m are correlated Brownian
motions, or Wiener processes, with matrix of correlation factors ρij , −1 ≤ ρij ≤ 1, i, j = 1, . . . ,m, where ρij is
correlation factor (constant) between Wi(t) and Wj(t), thus giving the covariance Cov(Si(t), Sj(t)) = ρijσ1σ2,
between Si(t) and Sj(t), and finally

dWi(t) ∼ N(0,dt), i.e.E(dWi(t)) = 0, Var(dWi(t)) = dt, Cov(dWi(t),dWj(t)) = ρijdt.

Let V (S1, . . . , Sm, t) be a multi-asset option price compounded from Si, at time t, where we write simply
Si instead of Si(t), as usual. For classical formulation, one assumes the function V to be smooth in t, and
twice differentiable by each Si, just to admit application of Itô’s formula thereon. The self-financing portfolio
is constructed by ∆-hedging principle using ∆i shares of assets Ai having prices Si at time t, thus taking the
well-known form: V (S1, . . . , Sm, t)−

∑m
i=1 ∆iSi.

1University of West Bohemia, Faculty of Economics, Dept. of Economics and Quantitative Methods, Univerzitnı́
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Application of Itô’s formula upon dV , ∆-hedging principle yielding ∆i = ∂V
∂Si

, i = 1, . . . ,m, and the
arbitrage-free argument, leads finally to the Black-Scholes partial differential equation (B-S PDE) for multi-asset
option price V

∂V

∂t
+AmV − rV = 0, ∀(S1, . . . , Sn, t) ∈ R+ × · · · × R+ × [0, T ), (2)

where the differential operator Amis given by its application on any function v(S1, . . . , Sm, t) of m+ 1 variables
from the class C2,1(Rm+ × [0, T )) in classical sense

Amv =

m∑

i=1

(r − qi)Si
∂v

∂Si
+

1

2

m∑

i=1

m∑

j=1

ρi,jσiσjSiSj
∂2v

∂Si∂Sj
. (3)

For more technical details, we refer to [1], in particular. However, the problem formulation is discussed in [5],
too. In order to conclude the multi-asset option pricing problem, we need to add a payoff function, denoted
g(S1, . . . , Sm;K), to Eq.(2). The payoff refers to the monetary value gained from exercising an option which
depends on the exercise price K and underlying asset prices S1(T ), . . . , Sm(T ) attained at maturity T . The
function g(S1, . . . , Sm;K) can take various forms and can be quite complicated. However, most of them are
assumed to be non-negative convex functions over a convex domain.

2 Different payoff functions for multi-asset option pricing problems
There is well-known that multi-asset option composed from m underlying assets Si, i = 1, . . . ,m is called tradi-
tionally as
• basket option: Sp(t) =

∑m
i=1 wiSi(t), with weights wi ≥ 0,

∑m
i=1 wi = 1, as usual,

• maximum option: Sp(t) = max{Si(t)}, i = 1, . . . ,m,
• minimum option: Sp(t) = min{Si(t)}, i = 1, . . . ,m,

where Sp(t) denotes a portfolio composed from {Si}, at time t, in general.

When option pricing problems are considered from the aspect of B-S PDE, the proper terminal condition (TC)
and boundary conditions (BCs) are requested for solving them. The TC specifies that the option value at T equals
its payoff value, i.e.

V (S1, . . . , Sn, T ) = hP (S1, . . . , Sm;K), ∀(Si, . . . , Sm) ∈ Rm+ . (4)

Following [2], Chapter 1, we can define the following payoff functions being in correspondence with the type
of multi-asset option
• for basket call option: g(S1, . . . , Sm;K) = max(K −∑m

i=1 wiSi(T ), 0), wi ≥ 0,
∑m
i=1 wi = 1, as usual,

• for maximum call option: g(S1, . . . , Sm;K) = max(K −maxi=1,...,m{Si(T )}, 0),
• for minimum call option: g(S1, . . . , Sm;K) = max(K −mini=1,...,m{Si(T )}, 0).

Note: For put options, the components within the payoff functions interchange their positions, only.

In case of multi-asset option pricing problem, the BCs are very important since we need to discuss behaviour
of V (S1, . . . , Sm, t) at the boundary of admissible domain Ω = Rn+ × [0, T ). There are two basic cases
• case 1: Si → +∞,
• case 2: at least for one Si holds, Si = 0.

The first case, Si → +∞, may simply take over the well-known behaviour of 1-D option price: limS→+∞ V (S, t) =
0, ∀t ∈ [0, T ), thus giving

lim
Si→+∞

V (S1, . . . , Sn, t) = 0, i = 1, . . . , n, ∀t ∈ [0, T ). (5)

In case of numerical computation, we truncate the values of Si by sufficiently large Smax, each, thus replacing the
domain Ω by truncated one [0, Smax]m × [0, T ), i.e. with m-dimensional hypercube for state variables. However,
we assume the similar results to hold for Smax as doing for Si → +∞.

The second case, at least for one Si holds Si = 0, is more complicated, because there can vanish not only
one, but two, three, or even m− 1 asset prices Si simultaneously. In order to illustrate such influence, we discuss
a simple case of two-asset options, i.e. Sp = {S1, S2}. We also adopt notation (g)+ ≡ max(g, 0) to extract
non-negative values of g, as usual. In case of basket call option, we have

((w1S1 + w2S2)−K)+ =
{ (w2S2 −K)+ = w2(S2 −K/w2)+ onS1 = 0,

(Smax −K) + w2S2 >> 0, Smax >> K onS1 = Smax.
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In case of maximum call option, we have

(max(S1, S2)−K)+ =
{ (S2 −K)+ onS1 = 0,

(Smax −K) >> 0, Smax >> K onS1 = Smax.

In case of minimum call option, we have

(min(S1, S2)−K)+ =
{ (0−K)+ = 0 onS1 = 0,

(S2 −K)+, Smax >> K onS1 = Smax.

3 Rainbow trend/average option – RTO
Another type of multi-asset options was introduced recently, see [7]. From a theoretical point of view, RTOs are
desirable to investors due to their diversification effects over different assets and time. However, maybe due to the
complexity of combining the pricing techniques for RTOs, they are not explored in literature yet. The motive for
studying RTOs is their ability to simultaneously resolve the issues of how to choose a better-performing asset and
how to time the market, which are two central concerns for all investors. It is well known that rainbow options,
defined as options with payoffs involving several asset prices, can solve the asset selection problem, especially if
the maximum or minimum payoff function is considered. In addition, trend options can make the timing decision
less importamt by linking the payoffs with the average trend of the asset price instead of the final value of the asset
price at maturity.

The martingale pricing method is used in [7] to unify the pricing models for rainbow and trend options con-
sidering a highly general framework for the payoffs of RTOs thus providing rather general pricing formulae. We
consider RTO on m risky underlying assets. In martingale pricing technique, the risk neutral probability measure
plays crucial role. In contrast to the PDE approach, the martingale pricing technique is based upon conditional
expectations. Therefore, we rewrite the Eq.(1) in order to emphasize that probability measure in following way

dSi(t) = Si(t)
(
(r − qi)dt+ σidW

Q
i (t)

)
, i = 1, . . . ,m, t ≥ 0. (6)

where WQ
i (t) is the standard Brownian motion for the i-th underlying asset under the risk neutral probability

measure Q, r is the risk-free interest rate, qi and σi are the dividend yield and the price volatility of the i-th asset,
respectively. The WQ

i (t) and WQ
j (t) are correlated with the coefficient ρij . All these parameters are assumed to

be constant during the option’s lifetime [0, T ].

Based upon the trend derivatives introduced by [4], and following [7], we consider three types of RTO’s and
their different payoffs at maturity T , and K representing the strike price, as usual
• simple RTO:

V S(T ) = max(Ŝm′ (T )−K, 0), m
′

= arg max Ŝi(T ), 1 ≤ i ≤ m, (7)

• pure RTO:

V P (T ) = max(Ŝm′ (T )− Sm′ (T ), 0), m
′

= arg max Ŝi(T ), 1 ≤ i ≤ m, (8)

• Asian RTO:

V A(T ) = max(Ŝm′ (T )− S̄m′ (T ), 0), m
′

= arg max Ŝi(T ), 1 ≤ i ≤ m, (9)

here Ŝm′ (T ) and S̄m′ (T ) represent the trend and geometric average variables, respectively, of the i-th underlying
asset over the option life, [0, T ].

Following [7], we may describe the pricing framework that can evaluate several types of RTOs in following
way. The option life, [0, T ], is partitioned into n time intervals, each of length ∆t = T

n . Hence, the sampling dates
for the trend/average options include t0 = 0, t1 = ∆t, . . . , tn = n∆t = T .

According to [4], the trend variable of the i-th asset at maturity can be obtained by solving the following
exponential regression model

Si(tk)

Si(t0)
= exp(Bi(tk − t0) + ε), k = 0, . . . , n, (10)

where ε is a standard white noise. Next, the ordinary least squartes method is employed to solve the estimator

B̂i = arg min

n∑

k=0

(
ln
Si(tk)

Si(t0)
−Bi(tk − t0)

)2
, Bi ∈ R (11)
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Equipped with B̂i, the exponential trend at maturity can be expressed as

Ŝi(T ) = Si(t0) exp B̂i(T − t0) = Si(t0)exp
( n∑

k=1

ck ln
Si(tk)

Si(tk−1)

)
, (12)

where

ck = (T − t0)

n∑

h=k

bh =
12
∑n
h=k(k∆t− 1

2T )

n(n+ 1)(n+ 2)(δt)2
T =

6k(n− k + 1)

(n+ 1)(n+ 2)
, , k = 1, . . . , n. (13)

For pricing different RTOs and keeping line with [7], we consider a general payoff function V (T ) containing
two new terms X (T ) and Y(T ), defined in following way

V (T ) = max(X (T )− κY(T ), 0),

X (T ) = Xm′ (T ), Y(T ) = Ym′ (T ), m
′

= arg maxXi(T ), i = 1, . . . ,m,

Xi(T ) = exp
( n∑

k=0

αkRi,k
)
, Yi(T ) = exp

( n∑

k=0

βkRi,k
)
, i = 1, . . . ,m,

(14)

where κ is constant, and {αk}, {βk}, k = 0, . . . , n are two sets of real coefficients unless all being zero simulta-
neously. The variables Ri,k are defined as follows

Ri,0 = lnSi(t0), Ri,k = ln
(Si(tk)

Sk−1

)
, , k = 1, . . . , n

where Ri,k, k = 1, . . . , n represent logarithm returns of the i-th asset for the interval (tk−1, tk] which follow
normal distribution with mean and variance both depending upon ∆t

Ri,k ∼ N(µi∆t, σ
2
i∆t), µi = r − qi −

1

2
σ2
i , k = 1, . . . , n.

Using definitions of Xi(T ), Yi(T ), and distributional properties of Ri,k, k = 1, . . . , n, one gets distributions of the
logarithms lnXi(T ), lnYi(T ) which depend upon selected time th = h∆t, h = 0, . . . , n, parametrically

lnXi(T ) ∼ N(µXi
, σ2
Xi

), σ2
Xi

= σ2
i∆t

n∑

k=h+1

α2
h,

µXi
= α0 lnSi(t0) +

h∑

k=1

αk ln
Si(tk)

Si(tk−1)
+ µi∆t

n∑

k=h+1

αk.

(15)

lnYi(T ) ∼ N(µYi , σ
2
Yi

), σ2
Yi

= σ2
i∆t

n∑

k=h+1

β2
h,

µYi = α0 lnSi(t0) +

h∑

k=1

βk ln
Si(tk)

Si(tk−1)
+ µi∆t

n∑

k=h+1

βk.

(16)

For correlations, one gets the following expressions, whereas refering to [7] for more technical details

Corr
(

lnXi(T ), lnXj(T )
)

= ρX,ij = Corr
(

lnYi(T ), lnYj(T )
)

= ρY,ij = ρij ,

Corr
(

lnXi(T ), lnYi(T )
)

= ρXY,i =

∑n
k=h+1 αkβk√

(
∑n
k=h+1 α

2
k)
√

(
∑n
k=h+1 β

2
k)
.

(17)

Using traditional risk-neutral valuation technique and employing the martingale pricing method, the arbitrage-
free price of RTO with the general payoff function, given by expression (14), can be expressed as the expected
present value of the payoff at maturity under the risk-neutral measure in following form

V (tk) = e−r(T−tk)EQ[V (T )]

= e−r(T−tk)EQ[(Xm′ (T )− κYm′ (T ))× I{X
m

′ (T )≥κY
m

′ (T )}|m
′

= arg maxXi(T ), i = 1, . . . ,m]
(18)
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where I{.} is the usual indicator function returning unity when the event specified in the braces is true, otherwise
returning zero. Finally, based upon [7] with all details therein, one gets the closed-form formula for pricing RTO

V (tk) = e−r(T−tk)
m∑

i=1

exp(µXi
+

1

2
σ2
Xi

)Nm
(
{dQXi

Yj ,Xi
}1≤j 6=i<m, dQXi

Yi,Xi
;RQXi

)

−κ e−r(T−tk)
m∑

i=1

exp(µYi
+

1

2
σ2
Yi

)Nm
(
{dQYi

Yj ,Xi
}1≤j 6=i<m, dQYi

Yi,Xi
;RQYi

)
(19)

where Nm(dπa,b;R
π) denotes a multivariate normal cumulative distribution function with m parameters dπa,b serv-

ing as means, and m × m correlation matrix Rπ . The indeces a, b, and π stand as short-hands of a = Xj , Yi,
b = Xi, and π = QXi

, QYi
, which denote probability measures that are equivalent to the risk-neutral measure Q

and facilitates the derivation of the pricing formula.

Note: As far as an analytic structure, the formula(19) resembles the classical Black-Scholes formula for pricing
European call option on asset S following the geometric Brownian motion, with volatility σ, exercise price K, q
dividend rate, and risk-free interest rate r

C(t) = eq(T−t)SN(d1)−Ker(T−t)N(d2), d1 =
ln(S/K) + (r + 1

2σ
2)(T − t)

σ
√

(T − t)
, d2 = d1 − σ

√
(T − t),

where N(.) is the cumulative normal distribution.

From numerical point of view, the crucial problem of application pricing formula (19), is an effective calcula-
tion of Nm(dπa,b;R

π).

The general pricing formula (19) can be used in various ways. The most simple one is to evaluate the simple
RTO having the payoff V S(T ), given by Eq.(7), which is actually defined as the difference between the maximum
realized trend of m underlying assets Si, i = 1, . . . ,m and a fixed strike price K. Now, the corresponding
exponential trend price at maturity Ŝi(T ), expressed in general by Eq.(12), takes the following form

Ŝi(T ) = Si(t0)exp
( n∑

k=1

ck ln
Si(tk)

Si(tk−1)

)
= exp

(
lnSi(t0) +

n∑

k=1

ck ln
Si(tk)

Si(tk−1)

)

= exp
(
Ri,0 +

n∑

k=1

ckRi,k
)

(20)

where α0 = 1, αk = ck = 6k(n−k+1)
(n+1)(n+2) , k = 1, . . . , n βk = 0, k = 0, . . . , n, andκ = K, which provides replace-

mentXi(T ), κYi(T ) by Ŝi(T ),K, in Eq.(14), respectively. Hence, the Eq.(14) turns into V (T ) = max(Ŝm′ (T )−
K, 0), m

′
= arg max Ŝi(T ), 1 ≤ i ≤ m, which is identical with V S(T ), given by Eq.(7).

Now, using ideas from [7], we can recast the general pricing formula (19) into the pricing formula for the
simple RTO, denoted V S(tk), and given by Eq.(21), when adopting simpler notation

d1j ≡ d
QXi

Yj ,Xi
, d1i ≡ d

QXi

Yi,Xi
, d2j ≡ d

QYi

Yj ,Xi
, d2i ≡ d

QYi

Yi,Xi
, andR1 ≡ RQXi , R2 ≡ RQYi ,

V S(tk) = e−r(T−tk)
m∑

i=1

Ŝi(tk) exp
(
µi∆t

n∑

h=k+1

ck +
1

2
σ2
Xi

)
Nm
(
{d1j}1≤j 6=i<m, d1i ;R1

)

−K e−r(T−tk)
m∑

i=1

Nm
(
{d2j}1≤j 6=i<m, d2i ;R2

)
,

Ŝi(tk) = Si(t0) exp(

k∑

h=1

ch ln
th
th−1

(21)

where Ŝi(tk) gives the realized trend price for the i-th asset Si up to time tk. The variables appearing in Eq.(21)
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are defined as follows

d1j =
1

σX,ij

(
ln
Ŝi(tk)

Ŝj(tk)
+ (µi − µj)∆t

n∑

h=k+1

ch + (σXi)
2 − ρX,ijσXiσXj

)
, for 1 ≤ j 6= i ≤ m,

d1i =
1

σXi

(
ln
Ŝi(tk)

K
+ µi∆t

n∑

h=k+1

ch + (σXi
)2 − ρX,ijσXi

σXj

)
,

d2j =
1

σX,ij

(
ln
Ŝi(tk)

Ŝj(tk)
+ (µi − µj)∆t

n∑

h=k+1

ch
)
, for 1 ≤ j 6= i ≤ m, d2i =

1

σXi

(
ln
Ŝi(tk)

K
+ µi∆t

n∑

h=k+1

ch
)
,

R1 = R2 =

[
A(m−1)×(m−1) B(m−1)×1
BT1×(m−1) 1

]

m×m
, B(m−1)×1 = [

σXi
− ρX,ijσXj

σX,ij
](m−1)×1, for 1 ≤ j 6= i ≤ m,

A(m−1)×(m−1) = [
σ2
Xi
− ρijσXi

σXj
− ρilσXi

σXl
+ ρjlσXj

σXl

σX,ij σX,il
](m−1)×(m−1), for 1 ≤ j, l 6= i ≤ m.

In accordance with Eqs.(15) and (17), σ2
Xi

= σ2
i∆t

∑n
h=k+1 c

2
h, and further σ2

X,ij = σ2
Xi
−2ρij +σ2

Xj
. Here, BT

denotes transposition of any matrix B, as usual.

Input data and Mathematica functions:
Input data: T,K, r, {qi}, {σi}, {ρij}, i, j = 1, . . . ,m, {Si(tk)}, i = 1, . . . ,m, j = 1, . . . , n
Mathematica functions proposed to be used for numerical computations with (19), and (21), in particular:
data . . . downladed prices {Si(t)}, i = 1, . . . ,m, t ∈ [0, T ], or simulated, e.g. td;
td = RandomFunction[WienerProcess[1,1],{0,5,0.05},100] . . . to simulate 5 trajectories in [0,5] by step 0.05;
FindFit[data, model, parameters, variable], . . . finds numerical values of the parameters that make model give a
least-squares fit to data as a function of a variable, e.g. model = a*Exp[-k*t], parameters = {a,k}, variable = t;
MultinormalDistribution[µ,Σ] . . . represents a multivariate normal distribution with mean vector µ and covari-
ance matrix Σ;
CDF[MultinormalDistribution[µ,Σ], {s1, . . . , sm}] . . . gives the cumulativedistribution function for the multvari-
ate normal distribution evaluated at {s1, . . . , sm} ;

4 Conclusion
In the paper, we discuss briefly multi-asset European option pricing problem using PDE approach. Special atten-
tion was given to formulation of payoff functions representing terminal conditions, and boundary conditions, as
well. On the 2-dimensional example, we also elucidate modifications of boundary conditions due to degeneration.
Further, we discuss main ideas of pricing framework of rainbow trend/average options, and simple RTO in partic-
ular. From numerical point of view, we mention that efficient calculation of cumulative distribution function of
multivariate normal distribution is crucially important attribute therein.
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Two-assets portfolio  

with trapezoidal oriented fuzzy present values  
Anna Łyczkowska-Hanćkowiak1, Krzysztof Piasecki2, 

Abstract. The main goal of this paper is to present characteristics of a two-asset 

portfolio for the case when composing securities are evaluated by imprecise present 

values modelled by an ordered trapezoidal fuzzy number. The future value is 

determined as random variable under the Gaussian distribution of probability. The 

expected discount factor is defined for the case of simple return rate. Obtained model 

is an extension of the Markowitz theory to the case of securities  present values given 

by ordered fuzzy numbers. Throughout the analysis a fuzzy expected discount factor 

and imprecision risk assessments are calculated. Thanks to that, there arises a 

possibility to describe the impact of portfolio diversification on imprecision risk. 

Presented theoretical results are supported by numerical example. 
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1 Introduction 

By a financial asset we understand an authorization to receive a future financial revenue, payable to a certain 

maturity. The value of this revenue is interpreted as anticipated future value (FV) of the asset. In [13, 14] it is 

detailed justified that if the financial asset is a security then its FV is a random variable. Some security evaluations 

may be given as function of FV and present value (PV) defined as a current equivalent of a payment available in 

a given time in the future. PV is widely accepted to be an approximate value, with fuzzy numbers being one of the 

main tools of its modelling [16, 17]. A detailed description of the evolution of this particular model can be found 

in [11, 14]. Kuchta [7] has proved the sensibility of trapezoidal fuzzy numbers as a fuzzy financial arithmetic tool. 

Therefore, the main focus of our research is security with PV described by trapezoidal ordered fuzzy number 

(OFN) [4].  

In [13] the case of portfolio with trapezoidal fuzzy present value was researched. There it is shown that, for 

appraising the considered securities, the discount factor is better tool than return rate. In [9] discount factor is 

considered for the case securities with PV given by OFN. The main goal of this paper is to study discount factor 

of portfolio containing securities with PV described by OFN. The proposed portfolio model will be an extension 

of the classic Markowitz model to the fuzzy case. The imprecision risk and uncertainty risk are also examined. For 

a better perception of the reasoning description, in this article we will limit ourselves to considering the case of a 

two-asset portfolio. By using the mathematical induction, all results obtained this way can be generalized to the 

case of a multi-asset portfolio. The directions for further research will be indicated.  

2 Basic notions and facts 

An imprecise number is a family of values in which each considered value belongs to it in a varying degree.  

A commonly accepted model of imprecise number is the fuzzy number (FN), defined as a fuzzy subset of the real 

line ℝ. The most general definition of FN was given by Dubois and Prade [1]. Moreover, they have introduced [2] 

such arithmetic operations on FN which are coherent with the Zadeh Extension Principle.  

The original Kosiński’s concept of ordered fuzzy numbers (OFN) [4] was revised in [12]. In general, an OFN 

is defined as FN supplemented by negative orientation or positive one. Negative orientation means the order from 

bigger numbers to smaller ones. Positive orientation means the order from smaller numbers to bigger ones.The 

space of all OFN is denoted by the symbol 𝕂. In this paper, we will limit our considerations to the following kind 

of OFN. 
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Definition 1.[12] For any monotonic sequence (𝑎, 𝑏, 𝑐, 𝑑) ⊂ ℝ the trapezoidal ordered fuzzy number (TrOFN) 

𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) is defined as the pair of FN determined by its membership function 𝜇𝑇𝑟 ⃡   (⋅ |𝑎, 𝑏, 𝑐, 𝑑) ∈ [0; 1]ℝ given 

by the identity 

𝜇𝑇𝑟 ⃡   (𝑥|𝑎, 𝑏, 𝑐, 𝑑) =

{
 
 

 
 

0                                    𝑥 ∉ [𝑎, 𝑑] = [𝑑, 𝑎]
𝑥−𝑎

𝑏−𝑎
                               𝑥 ∈ [𝑎, 𝑏[ = ]𝑏, 𝑎]

1                                  𝑥 ∈ [𝑏, 𝑐] = [𝑐, 𝑏]
𝑥−𝑑

𝑐−𝑑
                            𝑥 ∈ ]𝑐, 𝑑] = [𝑑, 𝑐[

                                     (1) 

and orientation from 𝑎 ∈ ℝ to 𝑏 ∈ ℝ.   

The sum ⊞ is commutative. Moreover, due results obtained in [5] and [12], we can say that if OFNs have 

identical orientation then their K-sum ⨁ and sum ⊞ are identical with sum obtained by means of arithmetic 

introduced by Dubois and Prade [2]. 

OFNs are widely used as a model for assessment or estimation of a parameter, which is given imprecisely [15]. 

After [3] we understand imprecision as a superposition of ambiguity and indistinctness of information. Ambiguity 

can be interpreted as a lack of a clear recommendation between one alternative among various others. 

Indistinctness is understood as a lack of explicit distinction between recommended and not recommended 

alternatives. An increase in financial information imprecision makes investors’ decisions riskier and therefore it is 

logical to consider the problem of imprecision assessment.  We measure the ambiguity of an arbitrary TrOFN by  

the  energy measure 𝑑: 𝕂 →  ℝ0
+ [8]. defined here in following way 

𝑑 (𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑)) =
1

2
|𝑑 + 𝑐 − 𝑏 − 𝑎| .                                           (5) 

The indistinctness of an arbitrary TrOFN  can be measured by the entropy measure 𝑒: 𝕂 →  ℝ0
+  [6] given here in 

following form 

𝑒 (𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑)) =
𝑑−𝑐+𝑏−𝑎

3∙𝑑+𝑐−𝑏−3∙𝑎
 .                                                    (6) 

3 Oriented discount factor 

Let us assume that the time horizon  𝑡 > 0 of an investment is fixed.  Then, the security considered here is 

determined by two values: anticipated FV  𝑉𝑡  and assessed PV 𝑉0. The basic characteristic of benefits from 

owning this security is a return rate 𝑟𝑡 given by the identity 

𝑟𝑡 =
𝑉𝑡 − 𝑉0

𝑉0

. (7) 

In [13, 14] it is justified that FV  is a random variable random variable �̃�𝑡: Ω ⟶ ℝ+. The set Ω is a set of 

elementary states 𝜔 of the financial market. In the classical approach to the problem of the return rate estimation, 

the security PV is identified with the observed market price �̌�.Then the return rate is a random variable 

determined by the identity 

�̃�𝑡(𝜔) =
𝑉𝑡(𝜔)−�̌�

�̌�
                                                                                   (8) 

 In practice of financial markets analysis, the uncertainty risk is usually described by probability distribution 

of return rate determined by (8). At the moment, we have an extensive   knowledge on this subject. After 

Markowitz [10] we assume that the return rate �̃�𝑡 has a Gaussian distribution 𝑁(�̅�, 𝜎) of probability.  

In this paper, due Kuchta [7] we additionally assume that the PV is imprecisely estimated by oriented PV 

given as  TrOFN 𝑃𝑉 ⃡    = 𝑇𝑟 ⃡   (𝑉𝑠, 𝑉𝑓 , 𝑉𝑙  , 𝑉𝑒) where the monotonic sequence  {𝑉𝑠 , 𝑉𝑓 , �̌�, 𝑉𝑙  , 𝑉𝑒} is interpreted in the 

following way: 

 [𝑉𝑠 , 𝑉𝑒] ⊂ ℝ+ is interval of all possible PV’ values, 

 [𝑉𝑓 , 𝑉𝑙  ] ⊂ [𝑉𝑠, 𝑉𝑒] is interval of all prices which do not perceptible differ from market price �̌�. 

In [9] it is shown that then considered security is characterized is by oriented discount factor 𝒱 ∈ 𝕂 

determined with use the formula 

𝒱 = 𝑇𝑟 ⃡   (
𝑉𝑠

�̌�
∙ �̅�,

𝑉𝑓

�̌�
∙ �̅�,

𝑉𝑙

�̌�
∙ �̅�,

�̌�𝑒

�̌�
∙ �̅�),                                                             (9) 

where expected discount factor  �̅� is determined as follows 
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�̅� =
1

1+�̅�
 .                                                                                   (10) 

The formal simplicity of obtained description of an expected discount factor encourages for its further 

application as a portfolio analysis tool. The maximization criterion of expected return rate can then be substituted 

by minimization criterion of the expected discount factor. In case of non-fuzzy values of both parameters, those 

criteria are equivalent. 

An increase in ambiguity of expected discount factor  𝒱 ∈ 𝔽 suggests a higher number of alternative 

recommendations to choose from. This may result in making a decision, which will be ex post associated with 

profit lower than maximal, so with lost chances. This kind of risk is called an ambiguity risk. The ambiguity risk 

implied by  𝒱 is measured by energy measure 𝑑(𝒱). 

An increase in the indistinctness of 𝒱, on the other hand, suggests that the differences between recommended 

and un-recommended decision alternatives are harder to differentiate. This leads to an increase in the 

indistinctness risk, which is in a risk of choosing a not recommended option. The indistinctness risk of an 

expected discount factor 𝒱 is measured by entropy measure 𝑒(𝒱). Imprecision risk consists of both ambiguity 

and indistinctness risk combined.  

From (14) we have, that the return rate is a function of the future value of an asset, which is uncertain, since 

we don’t know the future state of the world. Because of this, the investor is not sure, whether they will gain or 

lose from the decision they made. With the increase in uncertainty, the risk of making a wrong decision is higher. 

In this paper, behind Markowitz [10] uncertainty risk of a return rate will be measured by its variance 𝜎2 . 

4 Two-assets portfolio 
 

Let us consider the case of a two-asset portfolio 𝜋, consisting of financial assets 𝑌1 and 𝑌2. The oriented PV of 

assets 𝑌𝑖  (𝑖 = 1; 2) is estimated by fuzzy TrOFN   𝑃𝑉 ⃡    (𝑖) = 𝑇𝑟 ⃡   (𝑉𝑠
(𝑖), 𝑉𝑓

(𝑖), 𝑉𝑙
(𝑖), 𝑉𝑒

(𝑖)).  We assume that for each 

security 𝑌𝑖(𝑖 = 1; 2) we know the simple return rate �̃�𝑡
𝑖: Ω → ℝ appointed for market price �̌�(𝑖) by (8). After 

Markowitz [10] we assume that the two-dimensional variable (�̃�𝑡
1

,
�̃�𝑡

2)𝑇 has a cumulative Gaussian distribution 

𝑁((�̅�1, �̅�2)T, 𝚺), with a covariance matrix  

𝚺 = (
𝜎1

2 𝑐𝑜𝑣12

𝑐𝑜𝑣12 𝜎2
2 ). (11) 

We appoint an oriented discount factor of security 𝑌𝑖: 

𝒱(𝑖) = 𝑇𝑟 (𝑉𝑠
(𝑖) ∙

�̅�𝑖

�̌�(𝑖) ; 𝑉𝑓
(𝑖) ∙

�̅�𝑖

�̌�(𝑖) ; 𝑉𝑙
(𝑖) ∙

�̅�𝑖

�̌�(𝑖) ; 𝑉𝑒
(𝑖) ∙

�̅�𝑖

�̌�(𝑖)) =
�̅�𝑖

�̌�(𝑖) ⊙ 𝑃𝑉 ⃡    (𝑖),                                       (12) 

where �̅�𝑖 is an expected discount factor appointed using the expected return rate �̅�𝑖. We have that the market value 

�̌� (𝜋)of a portfolio 𝜋 is equal to 

�̌�(𝜋) = �̌�(1) + �̌�(2).                                                                        (13) 

Share 𝑝𝑖  of an instrument 𝑌𝑖 in the portfolio 𝜋 is given by 

𝑝𝑖 =
�̌�(𝑖)

�̌�(𝜋).                                                                                  (14) 

Then portfolio  expected discount factor �̅�𝜋 equals[13] 

�̅�𝜋 = (
𝑝1

�̅�1
+

𝑝2

�̅�2
)

−1

.                                                                         (15) 

The portfolio variance 𝜎𝜋
2 can be calculated by the formula 

𝜎𝜋
2 = 𝑝1

2 ∙ 𝜎1
2 + 2 ∙ 𝑝1 ∙ 𝑝2 ∙ 𝑐𝑜𝑣12 + 𝑝2

2 ∙ 𝜎2
2 .                                                (16) 

The portfolio PV is given by the sum 

𝑃𝑉 ⃡    (𝜋) = 𝑃𝑉 ⃡    (1) ⊞ 𝑃𝑉 ⃡    (2).                                                                         (17) 

In agree with general properties of the sum ⊞, if 𝑃𝑉 ⃡    (1) and 𝑃𝑉 ⃡    (2 ) have identical orientation then the portfolio PV 

𝑃𝑉 ⃡    (𝜋) is equal to sum obtained by means of arithmetic introduced by Dubois and Prade [2]. In [13] it is proved 

that for this case the portfolio oriented discount factor 𝒱(𝜋)  may be calculated in following way 

𝒱(𝜋) = (
𝑝1

�̅�1
+

𝑝2

�̅�2
)

−1

⊙ ((
𝑝1

�̅�1
⊙ 𝒱(1)) ⊕ (

𝑝2

�̅�2
⊙ 𝒱(2))).                                          (18) 
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Let us consider the case when 𝑃𝑉 ⃡    (1) and 𝑃𝑉 ⃡    (2 )  have different orientation. Then 

 

𝑃𝑉 ⃡    𝜋 = 𝑇𝑟 ⃡   (𝑉𝑠
(𝜋)

, 𝑉𝑓
(𝜋)

, 𝑉𝑙
(𝜋)

, 𝑉𝑒
(𝜋)

),                                                      (19) 

where 

𝑆 = 𝑉𝑠
(1)

+ 𝑉𝑠
(2)

, 𝑉𝑓
(𝜋)

= 𝑉𝑓
(1)

+ 𝑉𝑓
(2)

, 𝑉𝑙
(𝜋)

= 𝑉𝑙
(1)

+ 𝑉𝑙
(2)

, 𝐸 = 𝑉𝑒
(1)

+ 𝑉𝑒
(2)

, 

𝑉𝑠
(𝜇)

= {
min{𝑆, 𝑉𝑓

(𝜋)
}                     (𝑉𝑓

(𝜋)
< 𝑉𝑙

(𝜋)
) ∨ (𝑉𝑓

(𝜋)
= 𝑉𝑙

(𝜋)
∧ 𝑆 ≤ 𝐸)

max{𝑆, 𝑉𝑓
(𝜋)

}                     (𝑉𝑓
(𝜋)

> 𝑉𝑙
(𝜋)

) ∨ (𝑉𝑓
(𝜋)

= 𝑉𝑙
(𝜋)

∧ 𝑆 > 𝐸)
, 

𝑉𝑒
(𝜇)

= {
max{𝐸, 𝑉𝑙

(𝜋)
}                     (𝑉𝑓

(𝜋)
< 𝑉𝑙

(𝜋)
) ∨ (𝑉𝑓

(𝜋)
= 𝑉𝑙

(𝜋)
∧ 𝑆 ≤ 𝐸)

min{𝐸, 𝑉𝑙
(𝜋)

}                     (𝑉𝑓
(𝜋)

> 𝑉𝑙
(𝜋)

) ∨ (𝑉𝑓
(𝜋)

= 𝑉𝑙
(𝜋)

∧ 𝑆 > 𝐸)
. 

 

This together with (9) implies that for 𝑃𝑉 ⃡    (1) and 𝑃𝑉 ⃡    (2 )  having different orientation, the portfolio oriented discount 

factor equals 

 

𝒱(𝜋) = 𝑇𝑟 ⃡   (𝑉𝑠
(𝜋)

∙
�̅�

�̌�(𝜋) ; 𝑉𝑓
(𝜋)

∙
�̅�

�̌�(𝜋) ; 𝑉𝑙
(𝜋)

∙
�̅�

�̌�(𝜋) ; 𝑉𝑒
(𝜋)

∙
�̅�

�̌�(𝜋)) =
�̅�

�̌�(𝜋) ⊙ 𝑃𝑉 ⃡    (𝜋).                               (20) 

In the next section we will study among other things such case of 𝑃𝑉 ⃡    (1) and 𝑃𝑉 ⃡    (2 ) with different orientation, when 

the discount factor (19) does not satisfy the condition (17). 

5 Numerical example 

We will consider portfolios containing only two securities: 𝜋 = {𝑌1, 𝑌2} and 𝜛 = {𝑌1, 𝑌3}. For each security 

𝑌𝑖  (𝑖 = 1,2,3) information about its expected return rate �̅�𝑖,  variance 𝜎𝑖
2 of its return rate, covariance 𝑐𝑜𝑣1,𝑖, its 

market price �̌�(𝑖) and its oriented PV 𝑃𝑉 ⃡    (𝑖) are summarized in Table 1. 

 

 Securities 

Parameters 𝒀𝟏 𝒀𝟐 𝒀𝟑 

�̅�𝑖 0.25 0.50 0.50 

𝜎𝑖
2 0.5 0.4 0.4 

𝑐𝑜𝑣1,𝑖  −0.1 −0.1 

�̌�
(𝑖)

 
24 69 69 

𝑃𝑉 ⃡    (𝑖) 𝑇𝑟 ⃡   (18, 23, 25, 27) 𝑇𝑟 ⃡   (66, 67, 70, 75) 𝑇𝑟 ⃡   (76, 72, 69, 67) 

Table 1. The basic information on considered securities 

In the next step, we calculate for each security 𝑌𝑖  (𝑖 = 1,2,3) in turn: 

 using (10) its expected discount factor �̅�𝑖, 

 using (14) its share 𝑝𝑖  in portfolio, 

 using (12) its oriented discount factor 𝒱(𝑖), 

 using (5) energy measure 𝑑(𝒱(𝑖)), 

 using (6) entropy measure 𝑒(𝒱(𝑖)). 

Obtained evaluations are summarized in the Table 2. We see that the securities from the portfolio 𝜛 differ in 

PV orientation. The securities from the portfolio 𝜋  have identical PV orientation. The fact that we take into account 

when evaluating considered portfolios. We calculate for each portfolio 𝜚 ∈ {𝜋, 𝜛} in turn: 

 using (15) its expected discount factor �̅�𝜚, 

 using (16) the variance 𝜎𝜚
2 of its return rate, 

 using (18) oriented discount factor 𝒱(𝜋), 
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 using (19) oriented discount factor 𝒱(ϖ), 

 using (5) energy measure 𝑑(𝒱(𝜚)), 

 using (6) entropy measure 𝑒(𝒱(𝜚)). 

Obtained evaluations are summarized in the Table 3. 

 

 Securities 

Parameters 𝒀𝟏 𝒀𝟐 𝒀𝟑 

�̅�𝑖 0.800 0.667 0.667 

𝑝𝑖  0.258 0.742 0.742 

𝒱(𝑖) 𝑇𝑟 ⃡   (0.600, 0.767, 0.833, 0.900) 𝑇𝑟 ⃡   (0.638, 0.648, 0.677; 0.725) 𝑇𝑟 ⃡   (0.735, 0.696, 0.667, 0.648) 

𝑑(𝒱(𝑖)) 0.183 0.058 0.058 

𝑒(𝒱(𝑖)) 0.242 0.200 0.200 

Table 2. Evaluations of considered securities 

 

 Portfolios 

Parameters 𝝅 = {𝒀𝟏, 𝒀𝟐} 𝝕 = {𝒀𝟏, 𝒀𝟑} 

�̅�𝜚 0.697 0.697 

𝜎𝜚
2 0.22 0.22 

�⃡�  
(𝜚)

 
𝑇𝑟 ⃡   (0.629, 0.675, 0.712, 0.764) 𝑇𝑟 ⃡   (0.712, 0.712, 0.704,0.704) 

𝑑(𝒱(𝜚)) 0.086 0.008 

𝑒(𝒱(𝜚)) 0.220 0.000 

Table 3. Evaluations of considered portfolios 

We obtain following relations between the energy measure and entropy measure appointed for fuzzy expected 

discount factors of portfolio and its components: 

𝑑(𝒱(1)) > 𝑑(𝒱(𝜋)) > 𝑑(𝒱(2)) = 𝑑(𝒱(3)) > 𝑑(𝒱(𝜛)), 

𝑒(𝒱(1)) > 𝑒(𝒱(𝜋)) > 𝑒(𝒱(2)) = 𝑒(𝒱(3)) > 𝑒(𝒱(𝜛)). 

These inequalities show that for the case of securities with identical PV orientation the portfolio diversification 

can average the imprecision risk. Moreover, we see that for the case of securities with different PV orientation 

the portfolio diversification can reduce the imprecision risk. Additionally, we have 

𝜎1
2 > 𝜎2

2 = 𝜎3
2 > 𝜎𝜋

2 = 𝜎𝜛
2 . 

It shows that uncertainty risk and imprecision risk may be reduced in the same time.  

Let's try to determine the oriented discount factor 𝒱(ϖ) using identity (18) 

𝒱(𝜛) = (((
0.258

0.8
+

0.742

0.67
)

−1

∙
0.258

0.8
) ⊙ 𝒱(1)) ⊕ (((

0.258

0.8
+

0.742

0.67
)

−1

∙
0.742

0.67
) ⊙ 𝒱(3)) =  

= (0.2257 ⊙ 𝑇𝑟 ⃡   (0.600, 0.767, 0.833, 0.900)) ⊕ (0.7743 ⊙ 𝑇𝑟 ⃡   (0.712; 0.712; 0.704; 0.704))) =  

= 𝑇𝑟(0.706, 0.712, 0.704, 0.705) 

The sequence {0.706, 0.712, 0.704, 0.705} is not monotonic. It implies that above K-sum does not exist. It 

means that the oriented discount factor portfolio 𝒱(ϖ) cannot be calculated by analogous way as the oriented 

discount factor portfolio 𝒱(π) by the identity (18). 
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6 Summary 

The main purpose of this article was to analyze the possibility of managing the risk burdening a two-asset 

portfolio, built with use of imprecise information stemming from PV of component assets. The imprecise PVs 

were modelled with by TrOFN. For this assumption we have reached the following conclusions: 

 the portfolio diversification along with diversification of PV orientation can lower imprecision risk; 

 the portfolio diversification without diversification of PV orientation can simultaneously lower uncertainty risk 

and imprecision risk at the same time, 

 the portfolio diversification can simultaneously reduce that uncertainty risk and imprecision risk. 

Obtained results suggest that the PV orientation may useful tools for managing interaction of imprecision risk and 

uncertainty risk. Moreover, research suggests that there exist portfolios, which imprecision risk will not be 

minimized with portfolio diversification, and thus it is vital to create a new risk minimization problem, including 

all of the risk types. The results obtained above encourage for their broader analysis. Further research can focus 

on generalizing the representation of the present value to an arbitrary fuzzy number. By using the mathematical 

induction, all results obtained this way can be generalized to the case of a multi assets portfolio.  
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GARCH models with NIG innovations for stock market
indices

Jiřı́ Málek1, Quang Van Tran2

Abstract. GARCH models have been widely used for modeling volatility in various
financial engineering applications. In the model the underlying assumption for the
distribution of financial asset returns often was a normal distribution. As the distri-
bution of returns substantially differ from the normal distribution as they tend to have
heavier tails, some alternative distributions have been investigated. Recently the use
of distributions from the generalized hyperbolic distribution family has begun pervad-
ing into financial modeling, it is worth exploring how they can be used for capturing
the distribution of financial returns in GARCH family models. The aim of this paper
is to investigate the suitability of the use of Normal Inverse Gaussian (NIG) distribu-
tion, which is a special case of the generalized hyperbolic distribution, in GARCH
models. Our study will be performed on stock market indices and the performance of
NIG distribution in GARCH models will be compared with those of other distribution
alternatives.

Keywords: GARCH models, NIG distribution, Stock market indices, Performance
comparison

JEL classification: C13, C58

1 Introduction
The stylized facts on financial asset returns as leptocurticity and volatility clustering have been well documented
in the literature. To address this problem, generalized error distribution and Student t-distribution are often used as
substitutes for the less suitable normal distribution for modeling volatility clustering with GARCH models. Since
the introduction of generalized hyperbolic distribution by Barndorff-Nielsen in 1977 [2], several experiments using
the normal inverse gaussian (NIG) distribution as an alternative to the normal one for GARCH model class can
be observed [3, 1, 10, 6]. However, due to the complexity of the density of this distribution, its application is not
wide-spread, inaccuracies often occur [11, 12, 8]. Moreover, there is a lack of assessment how the use of the NIG
distribution can improve the performance of a GARCH model. To fill this gap in the literature, in this paper we will
employ the NIG distribution for two most often used models GARCH and GJR-GARCH for volatility clustering
modeling of daily returns of four stock market indices: S&P 500 (USA), FTSE 100 (Great Britain), ATX (Austria),
and PX (Czech Republic). To implement our research objective, first the parameters of these models are estimated
from data using maximum likelihood estimation method. Then we compare the performance of these models with
the ones of those using normal distribution and Student t- distribution for the same datasets.

2 Generalized hyperbolic distribution group
The generalized hyperbolic distribution (GH) was first developed by Barndorff-Nielsen [2]. It is one of the alterna-
tive distributions for modeling heavy tail property of financial asset returns. It is characterized by five parameters
θ = (λ ,α,β ,δ ,µ), where λ ∈R, α > 0, and | β |≤ α are shape parameters, δ > 0 is the scale parameter and µ is
the location parameter. Its probability density function is

fGH(x) = κ[δ 2 +(x−µ)2]
1
2 (λ− 1

2 )Kλ− 1
2

(
α
√

δ 2 +(x−µ)2

)
exp(β (x−µ)), (1)

where

κ =
(α2−β 2)

λ
2

√
2παλ− 1

2 δ λ Kλ

(
δ
√

α2−β 2
)
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and Kλ is the modified Bessel function of the third kind with index λ .

All moments of a random variable generalized hyperbolic distributed exist and the first two of them are

E(X) = µ +
βδ 2

ζ
Kλ+1(ζ )
Kλ (ζ )

(2)

Var(X) = δ 2

{
Kλ+1(ζ )
Kλ (ζ )

+

(
βδ
ζ

)2
[

Kλ+2(ζ )
Kλ (ζ )

−
(

Kλ+1(ζ )
ζ Kλ (ζ )

)2
]}

(3)

where ζ = δ
√

α2−β 2,γ =
√

α2−β 2.

The heavy tail property of the generalized hyperbolic distribution comes from the fact that

Prob(X ≤ x)≈| x |λ−1 exp((α−β )x) as x→−∞. (4)

When λ =−1
2

, we get the first special case called the Normal Inverse Gaussian (NIG) distribution and its density
becomes

fNIG(x) =
αδ
π

exp[δ
√

α2−β 2 +β (x−µ)]
K1(α

√
δ 2 +(x−µ)2)√

δ 2 +(x−µ)2
. (5)

Their corresponding mean and variance are:

E(X) = µ +
βδ√

α2−β 2
(6)

Var(X) =
δα2

[√
α2−β 2

]3 . (7)

This distribution is often used for modeling financial asset returns instead of the general case above as the parameter
estimation of the generalized hyperbolic distribution is accompanied with a severe multimodal and flat objective
function problem. Adding another parameter into the model therefore may not substantially increase the goodness
of fit of the model, hence NIG distribution seems to be a good approximation for the general case.

3 GARCH models with NIG distribution
Another characteristic feature of financial asset returns is the so called volatility clustering property. This property
appears in the form that large changes tend to be followed by large changes of either sign and small changes
tend to be followed by small changes. Engle [5] proposes to model this property by an autoregressive conditional
heteroskedasticity (ARCH) model. Later Bollerslev [4] generalizes Engle’s ARCH model into the GARCH model.
A general GARCH model can be specified as

rt = µt(θµ)+ εt (8)

σ2
t = g(σ2

t−s,εt−s;θσ ) for s = 1, ..., p (9)
εt ∼ F(θF), (10)

where µt is the conditional mean dependent on a vector of parameters θµ , σ2
t is the conditional variance dependent

on a vector of parameters θσ and the residuals εt follow a distribution F with a vector of parameters θF. When
returns are NIG distributed, i. e. rt ∼ NIG(α,β ,δ ,µ), then their first two moments can be described as follows

E(rt) = µ +
βδ
γ

(11)

Var(rt) =
δα2

γ3 , (12)

where γ =
√

α2−β 2. Let σ2
t be the conditional variance of rt , according to (11) and (12) the conditional mean

and parameter δ as well as the mean of rt can be expressed as

δ =
γ3

α2 σ2
t , (13)

E(rt) = µ +
βγ2

α2 σ2
t (14)
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and the distribution of rt can be reparameterized as rt ∼NIG
(

α,β ,
γ3

α2 σ2
t ,µ

)
. From (14) it is clear that the mean

of rt depends on σ2
t , hence it is the conditional mean, therefore a GARCH model with NIG distribution is also

a GARCH-M model. The conditional variance equation of GARCH(1,1) model proposed by Bollerslev [4] with
NIG innovations then has the following specification:

σ2
t = a0 +a1σ2

t−1 +b1ε2
t−1 (15)

The conditional variance equation of the GJR-GARCH(1,1) model suggested by Glosten et al. [7] is:

σ2
t = a0 +a1σ2

t−1 +b1ε2
t−1 + c1ε2

t−1It−1, (16)

where It−1 is the indicator function and It−1 = 0 if εt−1 ≥ 0 and It−1 = 1 otherwise. This modification of the
original GARCH model accounts for the fact that positive and negative unexpected returns may have substantially
different impacts on the conditional variance, which is called the leverage effect in the literature.

4 Empirical Analysis and Results
For our empirical analysis, four series of stock market indices S&P 500 (USA), FTSE 100 (Great Britain), ATX
(Austria) and PX (Czech Republic) are used. They are daily series of close values of these indices from 2000 to
2018 obtained from Bloomberg database. The original series are converted into logarithmic daily return series.
The descriptive statistics of both original series and the transformed series are shown in Table 1.

Original series Log-returns series
SP500 FTSE ATX PX SP500 FTSE ATX PX

mean 1446.3 5737.8 2431.2 985.14 1.36e-4 9.61e-6 2.31e-4 1.82e-4
median 1318.3 5861.9 2388.9 979.42 5.24e-4 3.78e-4 7.38e-4 6.05e-4
mode 1092.5 4489.7 1127.8 407.70 -9.47e-2 -9.27e-2 -1.03e-1 -1.27e-2
min 676.53 3287.0 1003.7 320.10 -9.47e-2 -9.27e-2 -0.103 -0.162
max 2872.9 7788.6 4981.9 1936.1 0.110 9.38e-2 0.120 0.124
std 443.91 949.87 970.00 361.46 1.21e-2 1.19e-2 1.43e-2 1.38e-2
skew 0.955 -0.284 0.588 0.328 -0.219 -0.159 -0.334 -0.478
kurt 3.13 2.35 2.81 2.78 11.61 9.27 10.06 16.01
obs 4735 4735 4735 4554 4561 4582 4493 4538

Table 1 Descriptive statistics of original and logarithmic transformed series

S&P 500 FTSE 100
coeff S.E. z-score coeff S.E. z-score

α 131.12 9.700 13.516 190.22 14.11 13.483
β -3.097 1.400 -2.213 -1.826 1.129 -1.609
µ 5.68e-4 8.31e-4 0.684 2.60e-4 1.19e-4 2.177
a0 1.35e-6 3.26e-7 4.145 1.88e-6 3.27e-7 5.746
a1 0.908 9.90e-3 91.787 0.0882 1.06e-2 83.274
b1 0.0815 9.16e-3 8.899 0.1031 9.87e-3 10.485

Table 2 GARCH(1,1) model estimation results for return series of S&P 500 and FTSE

First, the return series of four stock market indices are used to estimate parameters of GARCH(1,1) and GJR-
GARCH(1,1) models. This specification for the (GJR)-GARCH model is based on the work of Hansen and Lunde
[9]. Besides parameters of GARCH and GJR-GARCH models, parameters α,β ,µ of the distribution of the re-
turns of stock market indices are also estimated at the same time. The maximum likelihood estimation method is
applied for the estimation procedure. The estimation is performed in Matlab with our own programming effort as
estimation procedure for GARCH models with the NIG distribution are not available in any econometric package
yet. The estimation results for model GARCH(1,1) are reported in Tables 2 and 3. For model GJR-GARCH(1,1)
they are displayed in Tables 4 and 5. Aside from values of model estimates, their asymptotic standard errors and
the corresponding z-score are also computed and shown in these tables 3.
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ATX PX
coeff S.E. z-score coeff S.E. z-score

α 124.11 9.742 12.740 155.22 13.074 11.872
β -3.521 0.631 -5.579 -3.932 0.983 -4.001
µ 8.69e-4 2.52e-4 3.450 9.13e-4 0.400 2.28e-3
a0 2.88e-6 5.37e-7 5.375 3.12e-6 5.52e-6 0.565
a1 0.909 1.09e-2 83.649 0.877 1.30e-2 67.618
b1 0.072 9.46e-3 7.624 0.105 2.30e-2 4.569

Table 3 GARCH(1,1) model estimation results for return series of ATX and PX

S&P 500 FTSE 100
coeff S.E. z-score coeff S.E. z-score

α 142.33 4.905 29.018 199.67 2.833 70.586
β -3.426 0.198 -17.265 -2.031 8.95e-2 -22.677
µ 5.59e-4 1.63e-4 3.429 2.51e-4 0.328 7.64e-4
a0 2.49e-6 4.67e-6 0.533 3.22e-6 7.89e-7 4.082
a1 0.894 1.02e-2 87.999 0.874 3.55e-2 24.600
b1 0.036 9.95e-3 3.610 0.038 3.54e-3 10.603
c1 0.070 1.12e-2 6.226 0.089 1.64e-2 5.426

Table 4 GJR-GARCH(1,1) model estimation results for return series of S&P 500 and FTSE

ATX PX
coeff S.E. z-score coeff S.E. z-score

α 138.37 12.919 10.711 160.74 12.437 12.924
β -3.929 0.930 -4.227 -4.265 0.345 -12.351
µ 9.07e-4 8.80e-4 1.031 9.51e-4 1.31e-4 7.256
a0 4.68e-6 1.18e-6 3.957 4.14e-6 1.16e-6 3.568
a1 0.891 2.06e-2 43.267 0.868 1.82e-2 47.821
b1 0.032 9.20e-3 3.478 0.072 1.17e-2 6.130
c1 0.077 1.71e-2 4.481 0.0602 1.36e-2 4.425

Table 5 GJR-GARCH(1,1) model estimation results for return series of ATX and PX

The estimation results in Tables 2-5 show that leaving the estimation result for µ aside, according to z-score
all estimates are statistically significant (different from zero) except the estimate of a0 for returns of index S&P
500 in model GJR-GARCH(1,1) and the estimate of β for returns of index FTSE 100 in model GARCH(1,1).
In model GJR-GARCH(1,1) all estimates of coefficient c1 are statistically significant indicating that the leverage
effect present in all series are statistically significant. Regarding the estimates of parameter µ , they tend to be
statistically insignificant. It means that the location parameter of of the NIG distribution of all returns series are
not statistically significantly different from zeros. It does not mean that the mean of the returns of these stock
market indices are zero. However, it indicates the the distribution of returns of these indices tends to be symmetric.

The next step in this research is to compare the performance of GARCH(1,1) and GJR-GARCH(1,1) models
with various distribution assumptions. These assumptions are: normal distribution, Student t-distribution and the
NIG distribution. First, the same logarithmic return series are used to estimate parameters of GARCH(1,1) and
GJR-GARCH(1,1) models with normal and Student t-distribution specification. For this purpose the two built-in
Matlab function garch and gjr are used. These estimates and the estimates of GARCH(1,1) and GJR-GARCH(1,1)
models with the NIG distribution obtained in the previous section are used to generate series of conditional variance
for the corresponding return series. The conditional variance series are then compared with the corresponding
series of squared returns. The results are displayed in Figures 1 and 2 for GARCH(1,1) model and in Figures 3
and 4 for GJR-GARCH(1,1) model.

3Z-scores are computed using asymptotic properties of estimates obtained by MLE method. They are test statistics
of the null hypothesis suggesting that the estimates are zero.
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Figure 1 GARCH(1,1) performance comparison for returns of index S&P (left) and FTSE (right)
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Figure 2 GARCH(1,1) performance comparison for returns of index ATX (left) and PX (right)
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Figure 3 GJR-GARCH(1,1) performance comparison for returns of index S&P (left) and FTSE (right)
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Figure 4 GJR-GARCH(1,1) performance comparison for returns of index ATX (left) and PX (right)

The visual comparison in Figures 1 and 2 for GARCH(1,1) model indicates that there is no substantial differ-
ence in conditional variance series generated by a GARCH(1,1) model with normal, Student t and NIG distribu-
tions. With t-distribution, the conditional variance seems to be slightly higher than with the other two. With the
GJR-GARCH(1,1) model, the variance series generated by this model with normal and Student t distributions are
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still close to each other while the series generated with the NIG distribution is visibly lower than the first two. The
reason for it may come from the fact that the values of the estimates with normal and t-distribution are higher and
their sum is higher than one while the sum of all estimates of this model with NIG distribution still satisfies condi-
tion of being less than one. This discrepancy among three series may disappear if this condition is reinforced for
the model with normal and t-distribution. Therefore, in our opinion, a GARCH(1,1) model or GJR-GARCH(1,1)
model with the NIG distribution for the innovation terms may not be worse than their counterparts with normal
distribution or Student t-distribution. On the other hand, they seem not to be better either.

5 Conclusion
In this paper, we have investigated the suitability of the use of normal inverse gaussian distribution for modeling
the leptocurticity and volatility clustering properties present in financial asset returns as an alternative distribution
to normal distribution and Student t-distribution. To achieve this objective, we have used daily return series of four
stock market indices: S&P 500 (USA), FTSE 100 (Great Britain), ATX (Austria), and PX (Czech Republic) and
estimated parameters of two most often used models for volatility clustering modeling: GARCH model and GJR-
GARCH model. The estimates together with those of models with normal distribution and Student t-distribution
have then been used to generate corresponding series of conditional variance for the chosen data. Comparing
these series of the corresponding model for each index together, we have found that there is no visible difference
among series of conditional variance in the case of the GARCH(1,1) model. In the case of the GJR-GARCH(1,1)
model, we have observed a palpable divergence between series with NIG distribution and series with normal and
t-distribution. The cause of this divergence may be the inflation of the estimates with normal and t-distribution
whose sum is higher than one. In our opinion, in order to competently determine which distribution fits best for a
GARCH model, some systematic pre-estimation as well as post-estimation hypothesis testing needs to be done.
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Regional analysis: Diversity of neighbourhood
relation specification

Simona Mackova1

Abstract. Spatial econometrics represents a useful approach, which should not be
omitted whilst analysing macroeconomic regional data. Relations are estimated re-
garding the geographical location of each unit. Spatial econometric models use neigh-
bourhood relations represented by a spatial weight matrix - one of the key elements
of the spatial analysis. The spatial weight matrix is non-stochastic, it cannot be esti-
mated within the model and has to be specified at the beginning of the analysis. Since
there is no unambiguous procedure to determine the spatial weight matrix and several
approaches are available, it is up to the analytic, which approach will be used. Se-
lecting incorrect specification might have severe impact on the result. Therefore aim
of this contribution is to empirically test various possibilities of the neighbourhood
specification and observes stability of estimated coefficient. Robustness of appro-
priate model with respect to the neighbourhood specification is evaluated. Analysis
is performed on NUTS2-level regions of western European countries. Cross-section
macroeconomic regional data describing gross domestic product, unemployment rate
and disposal household income are evaluated.

Keywords: spatial econometrics, spatial weight matrix, regional analysis,
model robustness.

JEL classification: C21, C52, E66
AMS classification: 91B72

1 Introduction
Spatial econometrics employs models that can be useful for analysis of regional data. This paper observes macroe-
conomic application of this method. Variables can be influenced by the geographical location of observed unit. If
the spatial relations are not involved in the analysis, some important relations can be neglected in the estimation.
For spatial regression, so called geo-coded data are necessary. This fact could be limiting in choice of suitable
datasets.

Neighbourhood relation is defined among regional units by spatial weight matrix. This contribution focuses
on neighbourhood specification and weight matrix construction and evaluates impact on estimated coefficients.
Matrix W = [wij ] for i, j = 1, 2, . . . , N , where N denotes number of regions, is an important element of spatial
econometrics. It should be composed regarding to the observed environment, distribution and size of regions, since
it may have impact on results.

The fact, that the matrix W is non-stochastic, is considered as a weakness of spatial modelling in academic
literature. W cannot be estimated and has to be defined before other further steps of the analysis. There is
no unambiguous solution how to determine a spatial weight matrix. Robustness with respect to the matrix W
specification can be verified as suggested in Formánek and Hušek [5].

As an empirical approach of spatial weight matrix construction, method based on Monte-Carlo simulation
is suggested in article Stakhovych and Bijmolt [8]. Results can be compared based on information criterion or
Log-likelihood function. This process is also criticized for finding only local maximum. Only limited number
of matrices is compared and the right specified might not be among them. Incorrectly defined matrix W could
cause distortion of estimated coefficients. Otherwise, if the spatial dependence is strong, the results should not be
distorted. LeSage and Pace [7] provide theory that strong sensitivity of the model to the specification of spatial
weight matrix is just a myth based on the misinterpreted spatial regression estimates or model misspecification.

There is a wide range of spatial models. The full model for cross-section data, which describes all possible
spatial relations, is denoted as GNS model (general nesting spatial). Variants of this model can be built by omitting
particular spatial interactions. Possible cross-section models are described in detail in Elhorst [3].

This paper is structured as follows: Section two covers neighbourhood specifications and spatial weight matrix
derivation, provides theoretic basis and considers possibilities of neighbourhood relations. Section three denotes

1University of Economics, Prague, Department of Econometrics, Nam. W. Churchilla 4, 130 67 Prague, Czech
Republic, macs03@vse.cz
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a chosen spatial model and used formulas applied on real data in section four. Illustrative application and compar-
ison of used neighbourhood specification methods are performed. The last section concludes this paper and lists
used references.

2 Spatial weight matrix
2.1 Neighbourhood specification
First, the neighbourhood matrix S is specified. Elements of matrix are zero or one. Number one stands for
neighbourhood relation between the two units. Number zero denotes, that units are not neighbours. Diagonal
elements are also zeros: the unit is not considered as a neighbour to itself. Matrix S may or may not be symmetric.
This depends on the definition of neighbourhood specification. For simplification, only symmetric matrices will
be considered in further analysis.

Let us suppose working with real regional geo-coded data: longitude and latitude is known. The most intuitive
method of determining neighbours is the method of common border: contiguity method. This method can be
generalized, and orders of neighbours can be taken into account, e.g: the second order neighbour of an observed
unit is a direct neighbour of a first order neighbour of the observed unit. Further, neighbours can be weighted
according to their order, e.g. the matrix S contains one half instead of number one for the second order neighbour.

Second suggested approach is distance-based: method of maximal regional distance d, that is measured by
the distance between the so called centroids. The centroid can be the capital of the region, administrative unit,
important traffic hub or simply the geographic center. Choice from the suggested approaches usually depends
on details of available dataset. The distance between two centroids is measured by Euclidean distance. For sim-
plification, curvature of the globe and landscape relief is not considered. Heterogeneity of regions is a weakness
for this approach. Regions marked as NUTS were introduced by Eurostat for comparison and analysis of economic
variables. Distribution of countries is based on number of inhabitants and the area is not considered. Therefore,
area of the regions can be very different, same as the distance between centroids. This causes a large number
of neighbours for small regions and only a few neighbours for the large ones. Regions without any neighbours
are referred as island. To avoid generating islands, at least the maximal distance d of the closest neighbour for all
regions has to be chosen.

To avoid unbalanced number of neighbours k-nearest neighbours approach can be chosen; problem with un-
equal region size is eliminated. Number k must be denoted carefully to not to omit some important connections.
This method usually generates asymmetric matrix; therefore the neighbourhood relation is hardly interpretable.
A symmetric matrix can be easily derived if at least k neighbours are required.

Other mentioned approaches are based on assumption that each region is in neighbourhood relation with every
other region weighted by the distance between i-th and j-th unit dij or its transformation; influence is assumed as

inversely proportional to distance. Non-diagonally elements in the matrix S are replaced by the fraction
1

dij
to ex-

press relation between i-th and j-th unit. Formánek and Hušek [5] suggest quadratic or logarithmic transformation

to decrease or increase weights calculated for more distant neighbours. Proportions like
1

d2ij
or

1

log(dij)
can be

assumed.

2.2 Matrix standardization
For further analysis, matrix S is standardized, and spatial weight matrixW is created. Usually row standardization
is employed and it applies wij ∈ [0, 1] and

∑N
j=1 dij = 1, i = 1, 2, . . . , N , where N denotes number of observed

regions. The row standardization is used for its interpretability. Elhorst [3] suggests also other possibilities.
Column standardization, where columns return sum of one, appears in socio-economic literature.

The literature points out a weakness of this process; the spatial weight matrix W is asymmetric, even though
the spatial neighbourhood matrixS was symmetric. It implies that impact of the i-th unit to the j-th unit is different
to influence of the j-th unit to the i-th unit, which in many cases might not be true.

More complex alternatives and their implementation in the statistical software R are described in Bivand [2].

3 Spatial model estimation
Verification of spatial autocorrelation should be the next step of the analysis. Moran I and Geary’s c are the most
commonly used statistics, which are described in Anselin [1]. Once the relation between location of observed
unites is significant, the analysis can continue and spatial regression model can be estimated.
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Several model specification and estimation methods are available for cross-section data analysis. In this contri-
bution, the GNS model is adjusted and only spatial interaction of dependent variable is taken into account. Spatial
interaction of regressors and random part are neglected.

3.1 Spatial lag model

Let us denote SAR as a spatial lag model. The spatial lag is formulated as a sum
∑N
j=1 wijYj . Since the matrix

W is row standardized, the sum represents weighted average of values in neighbouring regions. The SAR model
may be written as

Y = δWY + αιN +Xβ + ε. (1)

Under the assumption of existence of an inverse matrix to (IN − δW ), following form can be derived

Y − δWY = αιN +Xβ + ε

Y = (IN − δW )−1(αιN +Xβ + ε). (2)

Vector Y = (Y1, Y2, . . . , YN )T stands for dependent variable and X for matrix of regressors. W is a spatial
weight matrix and WY is an endogenous interaction effect of the dependent variable. IN represents the N ×N
identity matrix and ιN the N × 1 identity vector, where N in number of observed units. ε stands for the random
part. k× 1 vector, where k is number of regressors, β and scalars α as an intercept and δ as a spatial parameter are
estimated.

Again, various estimation methods are available. The most used procedure is the method of maximum likeli-
hood. Details on this approach are provided in LeSage and Pace [6].

3.2 Direct and indirect effects
Since the spatial weight matrixW is included in the regression model, estimated parameters cannot be interpreted
in the same way as in case of classic linear regression. Interpretation of the estimates is based on direct and indirect
effects, also called spillovers. The effects are derived as follows:

(IN − δW )Y =Xβ +WXθ + αιN + u

Y = (IN − δW )−1(Xβ +WXθ) +R. (3)

R contains the intercept and the random part. Partial derivative of the expected value E(Y ) by the k-th
regressorXk for all units 1, 2, . . . , N is performed.

(
∂E(Y )

∂X1k
· · · ∂E(Y )

∂XNk

)
=




∂E(Y1)

∂X1k
· · · ∂E(Y1)

∂XNk

· · · · · · · · ·
∂E(YN )

∂X1k
· · · ∂E(YN )

∂XNk




=

= (IN − δW )−1βk (4)

The diagonal elements of the matrix (4) represents the direct effect and the non-diagonal elements the indirect
effect. Obviously, the effects are different for each observed unit and k matrices of the sizeN×N are derived. This
fact complicates making any conclusion. LeSage and Pace [6] suggest approaches of measuring for all units. The
overall direct effect is calculated as average of diagonal elements. The overall indirect effect is defined as average
of sum of row or column of non-diagonals elements. In general, the indirect effect can be interpreted as impact
of change of a particular regressor to the dependent variable of all units.

4 Application on western European counties
This section focuses on estimation of a SAR model. Dependence of disposable household income on GDP per
capita and on unemployment rate is assumed and evaluated on Western European countries: Belgium, France,
Germany, Luxembourg and Netherlands are used for illustrative application.
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4.1 Data and model
For this study, NUTS2-level regions are used. All the variables are available from Eurostat database 2. The
observed countries are divided into 83 regions. NUTS2 regions have number of inhabitants between 800 000 and
3 000 000. Datasets for GDP, disposal household income and unemployment rate are directly downloaded using
statistical software R and its packages. Values from the year 2014 are analysed. Data are available in tables under
following codes: nama 10r 2gdp, nama 10r 2hhinc, tgs00010.

Let us denote gross domestic product per capita as GDP, unemployment rate as UNE and disposal household
income as INC. The appropriate SAR model is defined as

INC = α+ δW · INC + β1GDP + β2UNE + ε. (5)

4.2 Neighbourhood specification
Five variants of the spatial weight matrixW are introduced in this section. The null hypothesis of absence of spatial
autocorrelation was rejected in all cases; spatial relations should be considered. For estimations and spatial weight
matrix construction, software R in employed.

First, the k-nearest neighbours approach is used. Algorithm for choice of the right k is inspired by Formánek
and Hušek [5]. Different k between 1 to 80 were used. The one which minimized the Akaike information criterion
(AIC) and maximized the Log-likelihood function was chosen for further comparison. Results of this partial
analysis is summarized in figure 1. k equal to six minimizes the AIC statistics. W denotes the spatial weight
matrix assuming six nearest neighbours.

Figure 2 shows results of analogical approach applied on maximal centroid distance. Threshold of 180 km
guarantees existence of at least one neighbour for each unit and non-existence of islands. The maximal distance
is increased by 10 km until 1380 km. The lowest maximal distance of 180 km minimized AIC. The matrix W is
derived based on this fact.

Figure 1 AIC and Log-likelihood development dependent on maximal neighbours distance in km

The third suggested approach is based on common borders of regions. This process generates the most balanced
number of neighbours in the whole dataset. Let us denote the related matrix asW.

The last two possibilities weight the neighbourhood relation by the distance and by the logarithm of the centroid
distance. Normalized matrixW has zeros on the diagonal and wij , i 6= j is defined as

wij =
d−1
ij∑N

k=1 d
−1
ik

. (6)

Off-diagonal elements of the weight matrixW are

wij =
[log(dij)]

−1

∑N
k=1[log(dik)]

−1
. (7)

2http://ec.europa.eu/eurostat/data/database
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Figure 2 AIC and Log-Likelihood development dependent on number of neighbours

For all these introduced spatial weight matrices, SAR model as in equation 5 is estimated by the method
of maximum likelihood.

4.3 Comparison of results
Model is supposed to be robust with respect to the spatial weight matrix changes. Change of the neighbourhood
specification method should not have significant impact on estimated coefficients and effects. See the table 1,
where each row belongs to one of the weight matrices and quantifies statistic Moran I, parameter δ estimate, direct,
indirect and total effect of both regressors: GDP and UNE. Statistical significance level is marked.

Moran I δ Direct effect Indirect effect Total effect AIC

W
0.340** 0.469** 0.12853** 0.10365** 0.23218** 1 427.1 GDP

-296.920** -239.437** -536.358** UNE

W
0.327** 0.442** 0.12553** 0.09098** 0.21657** 1 430.0 GDP

-312.248** -226.182** -538.431** UNE

W
0.352** 0.174* 0.11447** 0.02317 0.13764** 1 444.1 GDP

-364.346** -73.747* -438.093** UNE

W
0.002* 0.721** 0.12381** 0.30992 0.43373 1 442.1 GDP

-424.769** -1 063.276 -1 488.045 UNE

W
-0.010** 0.003 0.11916** 0.00040 0.11955 1 447.2 GDP

-402.649** -1.330 -403.979 UNE
** Significant at 5%, * Significant at 10%

Table 1 Estimated coefficients end effects of the SAR models with various matricesW

The first two methods seem replaceable. Estimates of the spatial parameter δ do not differ much as well as
all the estimated effects. The last two methods based on inverse provided very similar direct effects. However,
their indirect effects are not only far different but also statistically insignificant. One can also look at correlations
between the spatial weight matrices. Matrices with high correlation are supposed to deliver similar results as
claimed in LeSage and Pace [7]. The table 2 validates this premise. The highest correlation coefficient is between
matricesW andW. Also coefficients higher than 0.5 are betweenW andW and betweenW andW.

W W W W W

W - 0.562 0.501 0.004 0.020
W 0.562 - 0.336 0.014 0.028
W 0.501 0.336 - 0.002 0.017
W 0.004 0.014 0.002 - 0.792
W 0.020 0.028 0.017 0.792 -

Table 2 Correlation coefficients between the various matricesW
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5 Conclusion
This paper provides basic theory for spatial econometrics focused on the neighbourhood specification and the weight
matrix calculation. Several approaches were suggested and applied on data for Western European countries. Ac-
cording to the illustrative example, statements from the article LeSage and Pace [7] can be confirmed. First, even
from the equation 1 can be clearly seen, that the spatial weight matrix W plays a role in spatial econometrics
and its variants do not perform equally. Very different matrices can bring materially different results and sensi-
tivity of the estimates was observed. Second, correlation coefficients validated that some variants of matrices W
share common elements and their results can be highly similar. In this contribution, the spatial structure showed
as an important parameter of spatial regression. On the other hand, some variants of matrix W can bring similar
results and there is no need to put too much effort in searching for the best possibility.
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What is the most appropriate characteristic of wages? 
Lubos Marek1 

Abstract. There are two questions that interest almost everyone. What is my wage? 
How am I doing compared to others? The arithmetic average is used as the usual 
characterization of the wage level. Everyone knows or suspects that this average is 
far from ideal. It is generally known that about 1/3 of wages are above the average, 
that is, the remaining 2/3 of wages are below it. So the question arises why other 
(better?) indicators of wages are not being published. We mean the median or other 
types of average, for example. We will try to show in this paper the other 
characteristics which could be used as useful indicators of wage levels. We apply 
these characteristics to real data and compare the results achieved. We work with a 
large data set (over two million observations). Our data covers years 1995-2016. All 
of our calculations will be carried out on this data. We also assess the advantages 
and disadvantages of different approaches. We have disaggregated the wage data by 
various factors (gender, age, region, education, and others).  
This enables us to perform interesting comparisons not only for the entire country, 
but also by such factors. The entire analysis is carried out in MS Excel. 

Keywords: wage, wage characteristics, arithmetic average, median. 

JEL Classification: C44 
AMS Classification: 90C15 
 

1 Wages in the Czech Republic 
The arithmetic mean is the most frequently used characteristic of wages. The average wage value is one of the 
most-closely watched economic variables by both the general public and economists. Questions "How much do I 
earn?" and "What is my income in comparison with the others?" are interesting for each and every employee. 
The arithmetic mean is certainly not an ideal characteristic of wages. We all know that it is sensitive with respect 
to influence by outliers. Hence we can ask whether there exists a better characteristic or if the arithmetic means 
should be complemented by other suitably selected characteristics. In this paper we will calculate some other 
wage characteristics and compare them with the traditional average. 

Our analysis will be carried out on a large data set– about two million observations per year, for years 1995-
2017, always the average wages in the second quarter of the given year. The data is given in the form of interval 
frequencies with an interval width of 500 CZK. In other words, it is a rather detailed data set, which will enable 
us to calculate all the necessary characteristics. The source of our data is the Trexima Company– [7]. 

 

1.1 Empirical Distribution of Wages 

Let us first have a look at the time evolution of the wage distribution in the Czech Republic. Figure 1 shows the 
empirical distribution (i.e., polygon) of wages. The chart implies that all of the basic statistical characteristics of 
wages have been undergoing changes; this concerns position, variability, skewness, and kurtosis. In other words, 
the average wage values are growing, individual wage values are more and more distinguished from each other, 
and the positive skewness of the wage distribution is growing, while its kurtosis is decreasing. We are most 
interested in the shifting position, represented in by the arithmetic mean (i.e., average value) of wages in 
Figure 1. 

Figure 2 shows the time evolution of the average wage value, which is a more or less linear growth. If we 
capture the trend with a line, the estimated trend (with the respective equation written directly in the Figure) with 
the determination index equal to 0.9873, which means a very tight linear dependency. An interesting point is that 
the average wage values were growing even during the economic crisis, which is rather unexpected. On the other 
hand, the wages are expressed in current prices, not cleaned of the inflation rate effects. Had we incorporated the 
inflation rate into our considerations, the situation would look different: the growth at the time of crisis would be 
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replaced with stagnation or a slight decrease. This aspect is addressed in Figure 3, in which the average wage 
values are depicted with respect to the inflation rate – related to both 1995 and 2017 price levels. 

 

 

Figure 1 Polygon of wages 

 

 

Figure 2 Average wage values 

 

 

 

Figure 3 Average wage values with inflation effects 

 

0.000

0.010

0.020

0.030

0.040

0.050

0.060

0.070

0.080

0.090

0 10000 20000 30000 40000 50000 60000 70000 80000 90000 100000 110000

2_Q_1995

2_Q_1996

2_Q_1997

2_Q_1998

2_Q_1999

2_Q_2000

2_Q_2001

2_Q_2002

2_Q_2003

2_Q_2004

2_Q_2005

2_Q_2006

2_Q_2007

2_Q_2008

2_Q_2010

2_Q_2011

2_Q_2012

2_Q_2013

2_Q_2014

2_Q_2013

2_Q_2014

2_Q_2015

2_Q_2016

2_Q_2017

y = 905.28x - 2E+06
R² = 0.9873

7 500

10 000

12 500

15 000

17 500

20 000

22 500

25 000

27 500

30 000

32 500

7 500

10 000

12 500

15 000

17 500

20 000

22 500

25 000

27 500

30 000

32 500

Average - prices 2017 Average Average - prices 1995

Luboš Marek

325



Let us return to Figure 1. The tail of this distribution corresponds to high wages, There are not too many of 
those, but they significantly affect the average values – cf. [1], [4], and [5] for more details. These high wages 
play the roles of outliers here, which increase the average value. That is one of the reasons why 2/3 of the 
population is below the average wage level. 

1.2 Wage Characteristics 

Let us now propose some other characteristics of wages. We first introduce them and then we calculate their 
values on our data set, compare them with the average values, and evaluate our results. We will make use of 
certain additional types of average, and also quantiles – cf. Mala [3]. First of all, it is the so-called winsorized 
average 
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where k is a suitable chosen constant to eliminate the outliers. The k value could be specified as percentage, in 
which case Formula (1) would have to be modified accordingly. Figure 1 indicates that the outliers are mainly 
present on the right-hand side of the distribution (at the wages above 10,000 CZK), and no such problem occurs 
on the left-hand side. That is why we suggest that a modified winsorized average value should be used (a one-
sided version of Formula (1)), which responds to the distinct skewness of the empirical distribution and the 
heavy tail of the distribution 
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Another option is the truncated average 
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It is the arithmetic mean from which a selected number of smallest and largest values are left out. If k 
observations are left out, the arithmetic mean is calculated from the remaining n-2k values. Similar to the 
previous instance, we suggest that Formula (3) should be modified to 

 .
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t k i
i

x y
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  . (4) 

in which only k largest values are left out, that is, the sample is only truncated from the right. This Formula could 
be one-sided from the other side (leaving out only k smallest values) if the skewness were negative; however, 
this is not our present case. 

Other characteristics, based on quantiles, can also be used. In this paper, we will use the median and the so-
called trimean 

 0,25 0,5 0,752

4trimean

x x x
x

 
 . (5) 

Formula (5) is a weighted arithmetic mean of the upper and lower quartiles, and the median, with the median's 
weight doubled with respect to the quartiles' weights, i.e., the median has a weight of 0.5, and the quartiles each 
a weight of 0.25 in Formula (5). 

Theoretical considerations admit other characteristics of the position based on the so-called L-moments [2], or 
M-estimators [6]; we will not consider them in this paper, mainly due to the space limitations. The respective 
details can be found in the cited references. 
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1.3 Results 

First, we look at the basic characteristics (the arithmetic mean, median, and trimean) as calculated in the entire 
period under consideration and shown in Figure 4. 

 

 

Figure 4 Average, median, and trimean of wages 

We can observe that, as expected, the average of wages is the largest. Both the median and the trimean are 
significantly smaller, the latter somewhat larger than the former. The difference between each pair of 
characteristics is growing with time. 

Let us consider the winsorized (1) and truncated (3) averages for different values of k in 2017. For 
comparison, we also refer to the numerical values used in Figure 4.  

 

Level k .w kx  .t kx  

100,000 23,795 28,553 27,956 

90,000 31,609 28,466 27,813 

80,000 43,474 28,275 27,556 

70,000 62,485 28,066 27,289 

60,000 94,091 27,801 27,017 

50,000 154,602 27,304 26,551 

46,000 200,000 27,097 26,390 

Table 1 Winsorized and truncated averages in 2017 

 

Average Median Trimean 
29,166 25,135 25,607 

Table 2 Average, median, and trimean in 2017 

The k value for both average variants in Table 1 is derived from this Table's first column, in which the values 
are taken so that all observations above a certain limit are eliminated. E.g., for the first value of such level, 
100,000, there were 23,795 observations above this level. 

With a growing k value, the difference between both variants of the average is growing, as well as their 
distance from the average value over the Czech Republic as a whole in Table 2. The truncated average's values 
are always smaller than those of the winsorized one. This fact can be expected from the theoretical values of 
both these variants – cf. Formulae (1) and (3). At the same time, the k value is not very large; the sample size in 
2017 amounts to 2,185,573 observations. On the other hand, the winsorized average value is more robust – it 
very slowly responds to the growing value of k. The values of both these average variants are much larger than 
the median value, as well as the trimean value, for all values of k. 

Let us re-calculate the winsorized (Formula (2)) and truncated (Formula (4)) average values, this time in their 
one-sided modifications. The results are summed up in Table 3. With a growing k value, both variants' average 
values are decreased in compliance with the theoretical considerations. The truncated average values are again 
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smaller than those of the winsorized average values, and both variants are smaller than the non-modified ones. 
The latter fact is a consequence of a significant skewness of the wage distribution towards the left-hand side – cf. 
Figure 1. The modified winsorized average value is still higher than the median and the trimean values; the 
modified truncated average value is smaller than the median value for k = 200,000. 

 

  

Level k .w kx  .t kx  

100,000 23,795 28,530 27,743 

90,000 31,609 28,404 27,500 

80,000 43,474 28,235 27,184 

70,000 62,485 27,996 26,760 

60,000 94,091 27,644 26,188 

50,000 154,602 27,092 25,348 

46,000 200,000 26,836 24,931 

Table 3 Modified winsorized and truncated averages in 2017 

 

In Figure 5 we compare the values of all the considered characteristics for k = 100,000. Wages above 
100,000 CZK play the key role in influencing the average wages. If we disregarded them (in the modified 
truncated average), the average wage value in the Czech Republic would go down from 29,166 CZK to 27,743 
CZK in the second quarter of 2017. 

 

Figure 5 Basic characteristics of wages in 2017 

 

Conclusions 

On the basis of our results we can confirm that the arithmetic mean is not ideal for characterizing the wage 
values because it is distinctly affected by high wages above 100,000 CZK, whose quantity is not large (1.09%) 
but whose effect on the average value is rather significant (referring to the 2017 data). If we exclude from the 
calculation the wages above 100,000 CZK by calculating the modified truncated average value, the average 
wage value goes down by 1,423 CZK, i.e., 4.8%. For all other types of average and quantile values, the results 
are smaller than the average, sometimes quite substantially. None of them is, however, closer to the median than 
to the arithmetic mean. That is, none of the four modified average values considered in this paper can be taken 
for a sole best characteristic of the wage values. As the most suitable approach we should publish the average 
wage values together with other characteristics – in particular, the median as well as other characteristics, such as 
other quantiles, or modified winsorized or truncated averages. 
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Bookmakers’ Efficiency in English Football Leagues
Patrice Marek1

Abstract. In 2015, the online gambling market had a volume of almost 38 billion
U.S. dollars, and the largest portion – 48 percent – was held by sports betting. It is
expected that online gambling market will be worth of 60 billion U.S. dollars by the
year 2020.
Large number of sports bets are placed on football, especially English football leagues.
The high competition in this area forces bookmakers to lower their margins, and this
leads to a requirement of better – more precise – models of probabilities of possi-
ble match results. This paper analyses margins of selected bookmakers over the last
years and compare efficiency of their models based on implied probabilities. Results
and odds of five top level English leagues since 2005/2006 season are chosen for the
analysis and demonstration of basic characteristics development.

Keywords: Fixed odds betting, football, bookmaker, efficiency, margin, analysis,
England.

JEL classification: C58, Z29
AMS classification: 94A17, 62P05

1 Introduction
Gambling market is a largely expanding area, especially in its online form. According to Statista [10], the online
gambling market had a volume of 20.51 billion U.S. dollars in 2009, and the volume was almost doubled in 2015
to 37.91 billion U.S. dollars. The largest portion – 48 percent – of the volume in 2015 was held by sports betting.
The expected volume of the online gambling market by the year 2020 is 59.79 billion U.S. dollars. The gambling
market is, therefore, interesting for bookmakers, and the competition is increasing.

This paper studies fixed odds betting, where bookmakers offer odds on possible match results – home team
win, draw, and away team win. Bookmakers has their own models to estimate probabilities of match results. These
probabilities and chosen value of margin are used to construct odds that are sub-fair, i.e. if a bettor places stakes
exactly according to the estimated probabilities on every possible outcome, he will always lose an amount that is
equal to the margin of a bookmaker. This can be illustrated on coin flipping. The probabilities for a fair coin are
known, and we do not need to estimate them (0.5 for tail and 0.5 for head). The fair odds with no margin would be
2.0 for each outcome (meaning that if we place 1 unit on head, and this will be the result of the coin flipping, we
will win 2 units, i.e. net profit of 1 unit). Nevertheless, in the real world, bookmakers offer sub-fair odds; therefore,
a bookmaker who calculates with 10% margin would use odds of 1.8 for each outcome. Now, if a bettor places 0.5
unit on tail and 0.5 on head (exactly according to the real probabilities), then the bookmaker accepts 1 unit, and
for each possible outcome the bookmaker will pay only 0.9 unit (0.5 · 1.8). This secures him 0.1 unit of profit, i.e.
10% margin, or 11.1% markup.

One important effect of increasing competition is decreasing margin of bookmakers. Nevertheless, to reduce
margin in fixed-odds betting can be dangerous as bookmakers do not know the real probabilities and use only
estimates. This indicates necessity of good models for modelling probabilities of possible match results; threfore,
interest of research in this area is increasing. Models used for estimation of outcomes can be tracked back into
1980s. Maher [7] showed that it is possible to use the bivariate Poisson distribution to estimate football match
results. His models were improved in many following papers, e.g. Dixon and Coles [3] introduced model that
allowed negative dependencies and possibility to discount information from older matches. Both these papers
were concerned by football. Karlis and Ntzoufras [5] studied not only football but also water polo, ice hockey was
studied in Marek, Šedivá, & Ťoupal [9], Buttrey [1], and Šedivá [11], and tennis was studied by Kovalchik [6]. As
can be seen, theory in this area is developing, and it is – with the increasing computing power – possible to obtain
more precise estimates of probabilities and to reduce margin to attract new customers.

Che, Feddersen, & Humphreys [2] studied over-round (or, in accounting terms, markup) of two bookmakers,
William Hill and Ladbrokes – both are later used in this paper –, from the 2004/05 season to the 2011/12 season
in the English Premier League. These two bookmakers operated both betting shops and online bookmaking op-
eration. They found out that, in a response to increased competition, the over-round – and thus also the margin –
substantially dropped for the 2008/09 season. The over-round of William Hill and Ladbrokes are also compared

1University of West Bohemia, European Centre of Excellence NTIS – New Technologies for Information Society,
Faculty of Applied Sciences, Univerzitnı́ 8, Plzeň, Czech Republic, patrke@kma.zcu.cz
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with four pure online bookmakers: Bet365, Bwin, Interwetter, and Sportingbet (first three bookmakers are also
used in this paper). They found that over-round of these online bookmakers (mixed together as one) declined more
slowly but from lower values. Malarić [8] used results of 10 European leagues during seasons 1999/2000, 2000/01,
and 2001/02 and obtained average margin of 13% for average odds computed from 15 bookmakers. He showed
that the fixed odds market at that time was inefficient.

The main goal of this paper is to demonstrate changes in margins of studied bookmakers and to – indirectly
with usage of implied probabilities based on odds – evaluate their models.

2 Data
Results and odds of five top level English football leagues are used for the analysis, i.e. Premier League (level 1,
EN1), English Football League Championship (level 2, EN2), English Football League One (level 3, EN3),
English Football League Two (level 4, EN4), and National League (level 5, EN5). Data obtained from Football-
Data [4] comprise results and odds between the 2005/06 season and 2017/18 season. The 2017/18 season in not
finished yet, and only results up to March 27, 2018 are used. However, more than 3/4 of the season are played;
therefore, even these data are used so that the paper comprises the most actual results. Totally, 17 229 matches are
used for the analysis.

Odds of six bookmakers are analysed – Bet365 (B365), Bwin (BW ), Interwetten (IW ), Ladbrokes (LB),
BetVictor (V C), and William Hill (WH). Moreover, two fictitious bookmakers are created from odds of these six
companies – MAX that uses maximal odds that are found for each outcome, and AV G that uses average odds
of listed bookmakers. Odds are available for the most of the matches; however, for some of them, the database
Football-Data [4] does not contain odds. Usually, this is for several matches in higher level leagues and for small
percent of matches in lower level leagues. The only exception is the 2007/08 season where the database does not
contain odds of WH for 1/3 of matches (other bookmakers are not affected and usually all matches are listed with
odds). Results in the following part are standardized for one match; therefore, several missing matches will not
significantly affect the final results. The only exception is the 2007/08 season for WH , as mentioned before.

3 Methods and Results
First, we need to compute margin and probabilities that are used by a bookmaker for every single match. To do
this, we need to specify model that is used by the bookmaker to compute odds. The simple and common model
use assumption that the same margin (ζ) is used for each possible outcome of a match (see Malarić et al. [8]), i.e.
that the bookmaker computes odds of the home team win (oH ), draw (oD), and away team win (oA) according to

or =
1− ζ

pr
, r = H,D,A, (1)

where pr, r = H,D,A are probabilities estimated by the bookmaker (see Štrumbelj [12] for more models how to
calculate probabilities from odds). Equation (1) can be used to compute margin used for a match according to

ζ = 1− 1∑
r o

−1
r

, r = H,D,A. (2)

Equations (1) and (2) can be easily used to compute so-called implied probabilities that were used by the
bookmaker in each match, i.e. for each match with odds in used database this offers information about margin and
probabilities used by the bookmaker.

3.1 Average Margins
Average margins of each bookmaker in each season and league were computed, and results are presented in Fig-
ure 1. We can see that the average margin decreased in time, e.g., average margins used by bookmakers in the
Premier League 2005/06 season were between 7.33% (B365) and 11.10% (WH), and margins in the current Pre-
mier League season are between 2.71% (V C) and 5.79% (LB). Margins are usually higher in the lower level
leagues, and the highest margins in the 2017/18 season are in the National League (between 5.64% (V C) and
11.54% (IW )). High margins in lower level leagues indicates possible uncertainty of bookmakers’ models. Qual-
ities of their models are investigated in the following parts where three measures – inspired by Kovalchik [6] – are
used. Results of MAX , a fictitious bookmaker with the highest odds, show that his average margin in the current
season is 1.05%; there is also around 20% of matches with negative margin (62 out of 304 played matches; the
lowest margin recorded was −4.12%). Two bookmakers, B365 and V C, use margin that is usually lower than the
average margin (represented by AV G).
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Figure 1 Margins of bookmakers

3.2 Calibration
The calibration is a measure of the model’s accuracy which focuses on the number of expected wins. The model is
well calibrated when for all matches with the predicted probability p for given outcome the observed proportion is
close to p. To decide whether the model is well calibrated or not, the calibration ratio (C) can be used.

C =

∑M
m=1 max(pHm, p

D
m, p

A
m)

∑M
m=1 δm

, (3)

where M is total number of matches, prm, r = H,D,A are probabilities used by the bookmaker (obtained from his
odds by Equations (1) and (2)), and δm = 1 in the mth match if this match ends with the result that has the highest
probability according to the bookmaker, and δm = 0 otherwise. In some cases – usually in less than 15 matches of
a season –, the number of possible outcomes of a match has to be changed. The first case is when two outcomes
have the same probability, and this probability is also equal to the maximum of all probabilities. In this case, these
two outcomes are combined together as one with summed probability. The second and very rare case is when all
three probabilities in a match are equal, then all three are combined together as one outcome that will happen with
probability 1. The most matches in a season with some correction were recorded for WH in EN4 in the 2014/15
season – 57 out of 552 matches. In the Premier League, the most matches with some correction were recorded in
the 2005/06 season for IW – 15 out of 380 matches.
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Figure 2 Calibration of bookmakers

Results of calibration are presented in Figure 2. The usual situation is that calibration is around 1 with some
exceptions. A situation where the calibration is less than one indicates that probabilities of the most probable
outcome are underestimated and vice versa. Figure 2 also indicates that bookmakers use similar models – or at
least similar odds – as differences among bookmakers are usually not as high as differences between two seasons.
Some minor differences can be identified for IW that has usually the lowest value of calibration, i.e. in the
comparison with other bookmaker IW calculates with lower probabilities for the most probable outcome. Next, it
is not possible to identify improvements in models as values are still in the same intervals.

3.3 LogLoss Function
The next measure, usually suitable for betting, is LogLoss function. The function for sports with three possible
outcomes of a match is defined as

LogLoss = − 1

M

M∑

m=1

(κHm ln pHm + κDm ln pDm + κAm ln pAm), (4)

where M is total number of matches, prm, r = H,D,A are probabilities used by the bookmaker, and κm is an
indicator function, e.g., κHm = 1 if match m ends with a home win, and κHm = 0 otherwise. This function gives
high penalty to situations where outcomes with small predicted probability occur; the lower value of LogLoss
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function, the better model. LogLoss function is expressed for one match; therefore, leagues with different number
of matches in a season can be directly compared.

The highest recorded difference is in the 2007/08 season between WH (1.042) and LB (1.061) in EN4.
Nevertheless, as mentioned before, database contained only 2/3 of odds for WH for this season. If we exclude
results of WH in the 2007/08 season, then the highest difference was recorded in the 2008/09 season between
IW (1.019) and LB (1.030) in EN3. These differences are low in the comparison to differences between two
consecutive seasons (in some cases, the difference is more than 0.1). Therefore, Figure 3 presents results only of
B365 (chosen because it is one of the biggest bookmakers, and it offers low margins) in each season and league.
It is clear that the best values of LogLoss function are obtained for the Premier League with very different results
from other leagues. Quite surprisingly, the second best results are obtained for the National League (EN5). The
second surprise is that there is no clear trend in time, and it does not seem that models of bookmakers are improved
in the view of LogLoss function. The lowest values of LogLoss were usually recorded by B365, V C, and WH .

2005/06 2007/08 2009/10 2011/12 2013/14 2015/16 2017/18

0.90

0.95

1.00

1.05

1.10

Lo
g−

Lo
ss

Legend

EN1
EN2
EN3
EN4
EN5

Figure 3 LogLoss function of B365

3.4 Prediction Accuracy
The prediction accuracy is the percentage of matches that ended with the result that was the most probable accord-
ing to the bookmaker. As in the case of calibration, we have to resolve small number of cases, where two or even
all three outcomes have the same probability. In this case, both outcomes (or in rare situation all three outcomes)
are counted as a correct prediction. This means, that the baseline for prediction accuracy is little higher than 1/3,
i.e. random prediction with three possible outcomes and in small number of cases with two or even one possible
outcome (e.g., for a situation where 10 matches out of 380 have only two possible outcomes, the baseline is 0.338).

Differences between bookmakers are again relatively small when compared to differences between consecutive
seasons. If we exclude results of WH in the 2007/08 season (because of 1/3 of missing odds in this season), then
the highest difference was recorded in the 2014/15 season between B365 (0.493) and WH (0.533) in EN4. As
stated before, higher differences of accuracy are common between seasons; therefore, Figure 4 presents results
only of B365 in each season and league. It is clear that the best results are obtained for the Premier League and
usually with very different results from other leagues. The second best results are again obtained for the National
League (EN5). As in the previous part, there is no clear trend in time. Results of the prediction accuracy are
consistent with the results of the LogLoss function. The comparison of bookmakers is not as clear as in the
LogLoss function. However, if we restrict ourselves only on the Premier League, then the best results (almost
in each season) are recorded by IW and poor results are recorded by B365, BW , and V C. We remind that the
lowest values of LogLoss were usually recorded by B365, V C, and WH .

4 Conclusion
This paper investigated margins of six well known bookmakers and qualities of their models in five top level
English leagues between the 2005/06 season and 2017/18 season. It is clear that margins were lowered in recent
years, mainly in the Premier League. Bookmakers’ models were compared using three measures – calibration,
LogLoss function, and prediction accuracy. These measures were also used to evaluate changes of models in
time. Calibration showed that differences among bookmakers are usually lower than differences between two
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Figure 4 Prediction accuracy of B365

consecutive seasons. One possible explanation is that bookmakers use very similar models. This was confirmed
by two following measures. Calibration also showed that models can be considered as good; however, no clear
improvement in time was seen. From the view of LogLoss function the best results of bookmakers’ models were
recorded in the Premier League, with other leagues substantially behind. This result was also confirmed by the
prediction accuracy of models. There is no clear winner among bookmakers, and their models can be considered
as similar. Finally, no significant improvement of models was recorded in the selected seasons.
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[9] Marek, P., Šedivá, B. & Ťoupal, T. (2014). Modeling and prediction of ice hockey match results. Journal of

Quantitative Analysis in Sports, 10(3), 357–365.
[10] Statista.com (2018). Market value of online gambling worldwide 2009–2020. (Retrieved April 10, 2018, from

https://www.statista.com/statistics/270728/market-volume-of-online-gaming-worldwide/)
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Abstract. The main aim of this article is to compare an influence of political parties 

in two hypothetical distributions of seats in the Chamber of Deputies of the Parliament 

of the Czech Republic. Both discussed hypothetical seat distributions were obtained 

in survey conducted in 2016-2017. The first discussed seat distribution is based on the 

elections of the current electoral system, the second seat distribution is based on the 

proposed electoral system called “Systém Demokracie 2.1” (also Democracy 2.1) 

which is taking into account both positive, and negative votes. 

For obtained data, the a-priori influence of political parties is measured by power in-

dices. Moreover, the idea of a-priori coalition preferences should be taken into ac-

count. As the main aim of this article is to study of coalition formation on data simu-

lating results of election in real voting body, in order to cover uncertain character of 

real data, it was necessary to add uncertainty issues into the concept of power index 

values – namely the concept of Atanassov intuitionistic fuzzy (AI-fuzzy) sets ap-

proach. 
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1 Introduction 

The main aim of this article is to compare an influence of political parties in two hypothetical distributions of seats 

in the Chamber of Deputies of the Parliament of the Czech Republic. Both discussed hypothetical seat distributions 

were obtained in survey conducted in 2016-2017 and were presented as the Diploma Project defended at OPF SU 

in 2017 [6]. While the first discussed hypothetical seat distribution is based on the current electoral system, the 

second seat distribution is based on the proposed electoral system called “Demokracie 2.1” or “Democracy 2.1”, 

which is taking into account both positive, and negative votes [7]. 

For obtained data, the a-priori influence of political parties is measured by power indices. Moreover, the idea 

of a-priori coalition preferences should be taken into account [9]. As the main aim of this article is to study of 

coalition formation on data simulating results of election in real voting body, in order to cover uncertain character 

of real data, it was necessary to add uncertainty issues into the concept of power index values – namely the concept 

of Atanassov intuitionistic fuzzy sets approach [1]. Dubois et al. [5] discussed terminological difficulties concern-

ing term “an intuitionistic fuzzy set” and proposed use of different term; therefore throughout this text, the term 

“AI-fuzzy” will be used instead of the term “Atanassov intuitionistic fuzzy”. 

This text is organized as follows: the description of used seats recalculation rules are given in the next part, 

followed by preliminaries covering weighted games, calculation of Shapley-Shubik power index, and Banzhaf 

power index. The data description part is followed by calculation results. Conclusions and list of references end 

the text.   

2 Elections to the Chamber of Deputies of the Parliament of the Czech 

Republic 

In the Czech Republic, the Czech Constitution states that deputies of the Chamber of Deputies are elected “…on 

the basis of universal, equal, and direct secret ballot voting according to the principles of proportional represen-

tation…”. All 200 members of the Chamber of Deputies are elected for a four-year period; the elections run in 

fourteen regions. Before the elections, each political party (or coalitions of two or more parties) proposes a list of 

ranked candidates for every region. During elections, voters choose a political party. After elections, the number 

of seats in the Lower House for every region is determined by the ratio of voters in that region. Votes for the entire 

republic are then counted, and parties which receive less than 5 % votes (or coalitions of two, three or more parties 
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with less than 10 %, 15 % or 20 % respectively) are eliminated. However, the state covers some cost of every vote 

gained by a party that won at least 1.5 % of valid votes. 

The number of seats parties receive is in proportion to their total number of votes, the D’Hondt method of 

determination of number of seats is used. The number of regional party representatives depends on the proportion 

of votes for that party in that region. Representatives are taken from a list of delegates in the preliminary ranking, 

if the voters did not use the right to choose another order (so-called preference votes). Under these voting rules, 

election campaigns do not focus on particular people as their representatives but rather on a political party and its 

political program. Czech voters are choosing a concrete political party first and only secondly the representatives 

of the region. The description of actual electoral rules can be found at official web site of the Parliament of the 

Czech Republic.  

The electoral rules were slightly modified since 1990s; the biggest changes were in 1990s concerning number 

of regions, and a change in threshold for coalitions of several political parties. There are also critiques of this 

electoral system; the most popular of critics is the Czech businessman Karel Janeček, who proposed his new elec-

toral system, called Democracy 2.1.  

Democracy 2.1 method [7] is a semi-proportional system, expecting more electoral regions – districts. In each 

district, two representatives are elected. Hence any competing party nominates only one or two candidates; more-

over, independent candidates may compete subject to other conditions (for example, upon gathering a certain 

number of signatures from eligible voters). Voters may cast up to four plus-votes and up to two minus-votes which 

they may distribute across all candidates in the district. For every voter, one minus vote is valid if at least two plus 

votes were cast, and, similarly, two minus votes are valid if four votes were cast. In the case of lesser number of 

plus votes, only plus votes are summed up.  A voter may give only one vote to any candidate. 

Janeček [7] discusses possibilities of manipulation as well as suitability of the proposed method. He argues, 

that “…We expect that in a parliament or legislative body elected under the D21system, there will be more smaller 

parties represented than under a typical proportional system. At the same time, a strong party with broad electoral 

appeal might become even stronger, thanks to the “majoritarian” effect of our system, than it would under a 

proportional system. What kind of party will weaken? Medium-size parties, especially those with more narrow 

electoral appeal, are likely to win fewer seats under D21 than under a typical proportional system…” Moreover, 

he expects easier formation of government which should become more stable. The system expects smaller electoral 

regions copying Senate electoral regions; as number of these regions is 81, and there are two expected deputies 

from each region, in accord with the proposed Democracy 2.1 electoral system the House of Deputies should 

shrink down to 162 seats. 

3 Preliminaries 

Parliamentary voting can be described as a simple weighted game: let 𝑁 be a set of all players, let 𝑆 ⊂ 𝑁 be a 

coalition of players from the set of all players. A characteristic function game is a pair [N,v] consisting of a set of 

players 𝑁 = {1,2, … , 𝑛} and a characteristic function 𝑣 which maps every 𝑆 ⊂ 𝑁 to a nonnegative number 𝑣(𝑆) 

with condition 𝑣(∅) = 0. In the simple game, for every coalition 𝑆 ⊂ 𝑁, 𝑣(𝑆) = 1 if 𝑆 wins and 𝑣(𝑆) = 0 if 𝑆 

loses. The Czech Parliamentary voting can be described as the special type of a simple game – the weighted voting 

game – in which political parties are players of the game with different weights. Let 𝑁 = {1,2, … , 𝑛} be a set of 𝑛 

players, let 𝑤 = (𝑤1, 𝑤2, … , 𝑤𝑛)  be a vector of players’ weights, and let 𝑞 be a quota. Then the triple 𝐺 = [𝑁, 𝑤, 𝑞] 
is called a weighted voting game. A coalition 𝑆 is winning if its total weight meets or exceeds the quota 𝑞, that 

means: 





Si

i
qw  (1) 

The Shapley–Shubik power index [11] was created to a-priori evaluation of the power division among bodies 

in committee system. The derivation of the member’s Shapley-Shubik power index is based on the Shapley value 

[10]: 
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where summation is done through all winning coalitions 𝑇 ⊂ 𝑁 containing player 𝑝 such that a coalition that is 

created from 𝑇 by omission of player 𝑝 (denoted 𝑇\𝑝) is losing. The cardinality of the set 𝑇 is denoted by 𝑡.  

The idea behind the Banzhaf power index is based on calculations of swing players – players that are crucial 

for a coalition to be winning. Let player 𝑝 be in a coalition  𝑇. For any 𝑇 ⊂ 𝑁  we say player  𝑝 swings in 𝑇 if 

coalition 𝑇 is winning and coalition 𝑇\𝑝 is losing. If 𝑝 is a swing player of a coalition 𝑇, then 𝑣(𝑇) − 𝑣(𝑇\𝑖) = 1. 

The originally proposed Banzhaf power index [2,4] counts the number of swings over all possible nonempty coa-

litions; the normalized Banzhaf index [2] calculates voter 𝑝’s swings to total amount of swings.  
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The normalized Banzhaf index for voter 𝑝 is obtained by dividing the sum of 𝑝’s swings (regarding all possible 

combinations) by the sum of all voters' all swings.  Formally voter 𝑝’s standardized Banzhaf index is calculated 

as: 
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where 𝜃𝑝  denotes the number of voter 𝑝’s swings, and 𝜃 is a total number of swings of all players.  

An AI-fuzzy set is defined as a set of triples 𝐴 = {〈𝑥𝑖 , 𝜇𝐴(𝑥𝑖), 𝜈𝐴(𝑥𝑖)〉} over a fixed set 𝑋 = {𝑥1, 𝑥2, … 𝑥𝑛}.  

Functions 𝜇𝐴: 𝑥 → 𝐿  and 𝜈𝐴: 𝑥 → 𝐿 for L=[0,1] define the degree of membership and the degree of non-member-

ship of the element 𝑥𝑖 ∈ 𝑋  to 𝐴 ⊆ 𝑋. For an AI-fuzzy set, the condition 0 ≤ 𝜇𝐴(𝑥𝑖) + 𝜈𝐴(𝑥𝑖) ≤ 1  holds for all 

𝑥𝑖 ∈ 𝑋  [1].  

In this analysis, weights of players will be expressed as AI-fuzzy numbers, defined in [3]. Let 𝑇 be a crisp 

coalition such that 𝑇 ⊂ 𝑁.  Let �̃� be an AI-fuzzy coalition. Let 𝑒𝑇 be an AI-fuzzy coalition created from �̃� such 

membership and nonmembership function are at basic levels for players not in coalition 𝑇, other membership and 

nonmembership functions are unchanged. The Shapley value of the coalition 𝑇 ⊂ 𝑁 for the referral coalition �̃� 

can be expressed as: 
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In the case of Banzhaf value, possible swings are calculated with respect to respective membership and nonmem-

bership functions. In this case there the referral coalition C
~

 is considered to be “a typical coalition” for a played 

game (for example in voting game it can be a most probable coalition or an announced coalitional partnership).  

In order to calculate a characteristic function in the case of the Chamber of Deputies of the Parliament of the 

Czech Republic, a probabilistic approach was used,  characteristic function values were calculated such that (see 

also [8]): 

 if the sum of participation of party members in coalition T (= minimal(T)) is greater or equal than 

quota, then v(T)=1 (for example in the current Chamber of Deputies of the Parliament of the Czech 

Republic, if all 200 members are present, then the simple majority rule expects that more than 100 

votes ensure passing a bill, hence the quota is 101) 

 if the sum of participation of party members in coalition T and all values of uncertainty of participation 

for all political parties (= maximal(T)) is smaller than quota, then v(T)=0. 

 if the sum of participation of party members in coalition T is smaller than quota, and the sum of 

participation of party members in coalition T and all values of uncertainty of participation for all 

political parties is greater or equal than quota, then the respective value v(T) is calculating as the value 

of v(T) = 1 - F(quota), where F(quota) is the value of a cumulative distribution function for the con-

tinuous uniform distribution (unif(minimal(T); maximal(T))). 

4 Data Description 

This analysis is based on the data from the survey conducted in winter 2016/2017 as a part of diploma project at 

OPF SU Karvina [6]. Respondents were given the choice based on political parties present in 2013 Elections. All 

of them received choice of political party for the D’Hondt seat distribution system, as well as description of De-

mocracy 2.1 seats distribution system with list of two leading political members in respective region (from original 
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electoral lists). The survey was filled in by 335 respondents from the whole Czech Republic – the number is quite 

small to explain political atmosphere in the country, however it can sketch the situation in decision making process 

in this specific group of people. The age distribution of respondents – 29% of respondents from group 18-30 years 

old, 44% from the age group 31-50 years old, and 27% more than 51 years old.  

Distribution of seats in a hypothetical parliament based on a conducted survey is presented in Figures 1 and 2 

in the case of original Czech electoral system, as well as Democracy 2.1 electoral system, respectively. While the 

current system has distributed 200 seats among 9 political parties, the Democracy 2.1 system has distributed 162 

seats among 3 political parties. Moreover, with respect to survey results, the second strongest political party when 

considering use of current system (ANO political party) would not get any seat considering Democracy 2.1 elec-

toral system. 

 

 

Figure 1 Distribution of seats in the hypothetical Chamber of Deputies with respect to survey data and current 

electoral system. Source: Fusková, M. (2017). Diploma Project OPF SU Karviná [6] 

 

 

Figure 2 Distribution of seats in the hypothetical Chamber of Deputies with respect to survey data and Democ-

racy 2.1 electoral system. Source: Fusková, M. (2017). Diploma Project OPF SU Karviná [6] 

 

In order to introduce a little bit more “reality” into voting power calculations, the AI-fuzzy approach was used. 

The participation and nonparticipation levels of a referral coalition �̃� were estimated from real parliamentary vot-

ing data. Table 1 shows membership and nonmembership levels of “a typical coalition” calculated as average 

participation of political parties in winning coalitions and respective participations in losing coalitions for 2006-

2013 Chamber of Deputies [8]. In calculations of AI-fuzzy indices, the membership and nonmembership levels of 
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political parties as in Table 1 were used. In the case, when political party was not present in 2006-2013 Chamber 

of Deputies of the Parliament of the Czech Republic, the average value of membership and nonmembership levels 

were considered as political party appropriate levels (values in last column of Table 1). 

 

Political party 2010-2013 ČSSD ODS TOP09 KSČM VV average 

Membership level 0.392 0.672 0.761 0.453 0.592 0.574 

Nonmembership level 0.354 0.087 0.072 0.407 0.156 0.215 

Table 1 Typical party membership and nonmembership levels for 2006-2013 Parliaments. Source: [8]. 

5 Results 

The standard way how to measure power of players – in our case political parties – is to evaluate them by prede-

fined indices. All results of calculations of the a-priori political power evaluations of political parties in two hypo-

thetical parliaments based on current voting system, as well as based on Democracy 2.1 voting system are given 

in Tables 2 and 3, respectively. 

When considering current voting system, the parliament, according to survey, should be composed of nine 

political parties. Taking into account a-priori evaluation by standard Shapley-Shubik and Standardized Banzhaf 

power indices (in Table 2), four strongest political parties would share more than 60% of whole decision power in 

this type of parliament. The power is distributed among these four political parties approximately evenly – first 

two political parties (KSČM and ANO 2011) have slightly higher power index than second two political parties 

(TOP 09 and Piráti). It is not easy to estimate potential governmental coalition; hence, no power index with pre-

defined coalition structure was calculated. However, from numerous political parties’ statements and negotiations 

present after 2017 elections we could guess that no coalition would be created with the Communist Party (KSČM). 

Even without the guess, from the calculated AI-fuzzy indices that taking into account values from previous parlia-

mentary period (see Table 1), the power index of KSČM is significantly smaller comparing to other three strongest 

political parties.  

 

Political party Seats Shapley-Shubik Standard. 

Banzhaf 

AI-fuzzy Shapley-

Shubik 

AI-fuzzy 

Banzhaf 

KSČM 32 0.163 0.160 0.122 0.119 

ANO 2011 32 0.163 0.160 0.163 0.149 

TOP 09 28 0.156 0.154 0.185 0.157 

Piráti 28 0.156 0.154 0.137 0.132 

Úsvit 20 0.077 0.078 0.096 0.096 

ODS 17 0.077 0.078 0.095 0.095 

KDU-ČSL 15 0.070 0.072 0.071 0.072 

Svobodní 15 0.070 0.072 0.071 0.072 

Hlavu vzhůru 13 0.070 0.072 0.060 0.063 

Table 2 Typical party participation and nonparticipation levels for 2006-2013 Parliaments. Source: own calcula-

tions. 

When considering Democracy 2.1 voting system, according to survey the parliament should be composed of 

three political parties (see Table 3). The interesting point is the fact that the second strongest political party under 

current voting system (ANO 2011) would not be in this parliament because of the negative votes.  

 

Political party Seats Shapley-Shubik Standard. 

Banzhaf 

AI-fuzzy Shapley-

Shubik 

AI-fuzzy 

Banzhaf 

KSČM 62 0.333 0.333 0.2744 0.2058 

TOP 09 48 0.333 0.333 0.3628 0.2942 

Piráti 52 0.333 0.333 0.3628 0.2942 

Table 3 Typical party participation and nonparticipation levels for 2006-2013 Parliaments. Source: own calcula-

tions. 

Taking into account a-priori evaluation by standard Shapley-Shubik and Standardized Banzhaf power indices, 

all political parties would share power evenly. Taking into account expected coalition structure TOP 09 + Piráti 
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(no party is in coalition with KSČM), then the power index distribution would be 0 for KSČM, 0.5 for TOP 09 

and 0.5 for Piráti political party. As in the previous parliament distributions, from the calculated AI-fuzzy values 

of Shapley-Shubik power index and Banzhaf power index (without normalization) we can see that the power index 

of  KSČM is significantly smaller comparing to power index of other two political parties. 

6 Conclusion 

The main aim of this article was to compare the potential influence of political parties in two hypothetical distri-

butions of seats in the Chamber of Deputies of the Parliament of the Czech Republic. Both discussed hypothetical 

seat distributions were obtained in survey conducted in 2016-2017, the first distribution is calculated with respect 

to current electoral system, while the second one is calculated with respect to Democracy 2.1 electoral system 

proposed by Czech businessman Karel Janeček.  

Even though the original survey was conducted only on small sample of respondents, the seats distribution 

under these two electoral rules are substantially different mainly in number of political parties present in both types 

of parliament. The interesting point is the fact that the second strongest political party under current voting system 

(ANO 2011) would not be in Democracy 2.1 type of parliament because of the negative votes. When comparing 

classical a-priori power indices of political parties in both parliaments (namely Shapley-Shubik power index and 

Banzhaf power index) with calculated AI-fuzzy a-priori power indices, there is a significant decrease in power of 

the Communist party. This result corresponds with government negotiations after 2017 elections, when most of 

political parties declared that they are not making coalition with the Communist Party – KSČM (see for example 

comments in [12,13]).  
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The TMAI measure versus chosen  

measures of deterministic chaos.  

The comparison of investment strategies  
Monika Miśkiewicz-Nawrocka1 

Abstract. In the 1950s H. Markowitz started intensive development of scientific 
field which is a portfolio analysis. It is one of the most important techniques for in-
vesting in the capital market, which main goal is to diversify the investment risk. In 
recent years, have been developed tools that are both modifications of these concept 
as well as new, alternative diversification techniques of  investment portfolio which 

take into account for example the indicators of fundamental analysis, taxonomic 
measure of investment attractiveness (TMAI), value investing, growth investing, 
dividend investing, innovation investing, csr investing. A new approach proposed in 
the paper is the use of the measures for identifying chaos, i.e. the largest Lyapunov 
exponent and the Hurst exponent. Studies carried out so far had shown that the use 
of above-mentioned measures has a significant impact on the construction of the op-

timal portfolio. 
The paper aims to construct optimal portfolios determined based on the largest 

Lyapunov exponent, the Hurst exponent and the TMAI measure and next to evaluate 
and compare their efficiency. The test will be conducted on the basis of stocks prices 
time series of companies from WIG20 index. 

Keywords: portfolio analysis, TMAI measure, largest Lyapunov exponent, Hurst 

exponent. 

JEL Classification: C3, C8, G11, E4 
AMS Classification: 91B28 

1 Introduction 

The intensive development of the portfolio analysis observed in the last half-century has led to the creation of 
many new methods to estimate the composition of the optimal portfolio. Research conducted for many years in 
various scientific centers have provided new tools and approaches for estimating the shares in the optimal portfo-
lio, e.g. taxonomic measure of investment attractiveness (TMAI) [13,14], value investing, growth investing, 

dividend investing [2, 17], innovation investing . A new approach [8,9] is the use of the measures for identifying 
chaos, i.e. the largest Lyapunov exponent and the Hurst exponent. Since determinism of chaotic time series indi-
cates on potential possibility of their prediction, it is also expected that has a significant impact on the construc-
tion of optimal portfolio. Studies carried out so far had shown that the use of the above-mentioned measures 
gives good results [8,9,10,11]. 

The aim of the paper will be an attempt to diversify the risk of the investment portfolio, based on the co n-

structed optimal portfolios determined on the value of the largest Lyapunov exponent , the Hurst exponent and 
the taxonomic measure of investment attractiveness TMAI. In the study we used the financial time series of the 
WIG20 index, which at the time of portfolios building were listed on the Warsaw Stock Exchange for at least 10 
years. The WIG20 is the stocks index of 20 largest companies listed on the Warsaw Stock Exchange, updated at 
the end of each quarter. The data cover a period from 1.01.1999 to 31.12.2016, and stocks portfolios were built 
at the end of each year between 2008 and 2015. 

2 The TMAI measure 

The taxonomic measure of investment attractiveness (TMAI) is one of the methods for the selection of compa-

nies [13, 16]. This method allows for a comprehensive evaluation of the companies based on key financial and 
market indicators and present them in the form of synthetic measure. 

Building the taxonomic measure consists of three stages [7, 14, 15]. First, we create 2-dimensional data matrix  

containing observations ijx  of the diagnostic features of selected objects. We normalize (standardize) these 

values, following the formula: 
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    (1) 

where: 
ijx  - value of j-th diagnostic features for i-th object, 

j
x  mean of feature j, 

j
S  standard deviation for j. 

Next, the module method is used, and in the normalized matrix of m variables, the highest value is taken, module 

j
y

0
. The Euclidean distance from the module is calculated, using the formula: 
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The shorter the distance of the given object from the module, the lower is the value 
i

d . The obtained variable is 

not normalized, which next is transformed into a stimulant using the formula: 
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TMAI i
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,...,1,1

0

 ,    (3) 

where: 
i

TMAI taxonomic development measure for object i, 
i

d  – distance of i object from module, 
0

d – 

standard to assure that variable 
i

TMAI  will take values ranging from 0 to 1, for example  

,2
0 d

Sdd   

where: 
d

Sd , - mean and standard deviation 
i

d . 

3 The largest Lyapunov exponent 
For the discrete dynamic system [5] described by first order recurrence equation: 

 tt xfx 1 ,               ...,2,1,0t ,                                                      (4) 

where 1, tt xx  - state on the system respectively at the moments t and 1t ,  the Lyapunov exponents are defined 

as limits [18] 
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 ,           i = 1, ..., m,   for 1m ,             (5) 

where  
0

, xn
i

  are the eigenvalues of the Jacobi matrix of mapping nf . nf is an n-fold submission of function 

f, and f is the function that generates a dynamic system. 

The Lyapunov exponents measure the rate of divergence or convergence of neighboring trajectories, i.e. the 
level of chaos in a dynamic system. There are m Lyapunov exponents for the m-dimensional system. The largest 
(maximal) of them allows to specify the extent of a change (an increase or a decrease) in the distance between 

the current state N
x  of the system and its nearest neighbor ix  in the evolution of the system, and also estimate 

the distance between the vectors 1N
x  and 1i

x [3,6]. 

For real-time series, if you do not know a generator function f, the largest (maximal) Lyapunov exponent is esti-
mated based on the relation [18]: 

max

0

n

n
e ,                                                     (6) 

as the direction component of the regression equation [4, 5, 9]: 

n
n max0

lnln  ,                                                                     (7) 

where 0
  is the initial distance between two initially close (in the Euclidean distance sense) points of the recon-

structed state space, n
  is the distance between these points after n iterations and max

 is the largest (maximal) 

Lyapunov exponent. 

Consider a one-dimensional time series, composed of N observation  
N

xxx ,...,,
21 . Of all the vectors 

d

t
x  of re-

constructed state space we choose the vector closest to the vector 
d

N
x  (in terms of Euclidean distance) and it is 

denoted by 
dx
min . Let min

  denote the distance between 
d

N
x

 
and 

dx
min , and 1

 - the distance between 
d

N
x

1  and 
dx

1min  . Assuming that min1
  is a small change in the evolution of the system, the distance between vectors 

d

N
x

1   and 
dx

1min   is given by [3]: 
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max

min1


e ,                                                                       (8) 

where 
max

 is the largest (maximal) Lyapunov exponent. 

4 The Hurst exponent 

The Hurst exponent [4] is another measure that allows for the classification of time ser ies, i.e. to distinguish 

chaotic time series generated by deterministic dynamic systems from the stochastic time series. The exponent 

has a value in the range 1,0 . If the time series is generated by a random walk (or a Brownian motion process) 

it has the value of  H = 0.5. If 0 ⩽ H < 0.5 the time series is antipersistent or ergodic. For a series, for which  

0.5 < H ⩽ 1, the series is persistent, i.e. reinforcing trend. 

One of the methods of calculating the Hurst exponent is the method of the rescaled range R/S. For time series 

 
N

xxx ,...,,
21  it runs through the following steps[1]: 

Firstly, transform the above time series into m = N - 1 logarithmic rates of return:  

 
kkk

xxy
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 ,  k = 1, 2, …, N – 1,                                                (9) 

and share the series (9) on T parts made up of t elements: T = [m/t], where [ ] denotes the integer part of the ar-

gument. If the quotient m/t is not an integer then tT < m and we use values k
y for k = 1, 2, …, tT. 

In the next step, define the: 
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Next, calculate the rescaled range series (R/S): 
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The above procedure is carried out for different lengths of time series t. Finally, the value of the Hurst expo-

nent is the slope of the graph of the logarithms t
SR )/(  to the axis of logarithms t. 

5 The optimal stock portfolio 

The level of chaos, system persistence or investment attractiveness are treated as positive phenomena and there-
fore the following maximization problems are solved in order to determine the optimal allocation of shares in the 
portfolio [8, 9]. The higher the value of TMAI, the greater the attractiveness of the company. The greater the 

value of Lyapunov exponent, the greater predictability of the system. The greater the value of the Hurst expo-
nent, the greater the system's persistence (i.e. reinforcing trend). 
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Table 1 Optimization problems 

where: 
p

S - the risk of the portfolio m-shares:      
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1
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222 2  , 

i
S - the standard deviation for i-company, 

ij
 - the correlation coefficient of i-share with j-share, 

i
x - contribution of  i-share in the portfolio, 

p
R - the expected rate of return on the portfolio:     




m

i

iip
RxR

1

, 

i
R - the expected rate of return for i-company, 

0
R - average rate of return for companies, 

0
S - mean standard deviation, 

i
TMAI - the taxonomic measure of investment attractiveness for i-company, 

imax
 - the largest (maximal) Lyapunov exponent for i-company, 

i
H - the Hurst exponent for i-company. 

6 The purpose and conduct of the study 

In the study I used financial time series of the WIG20 index, which at the time of portfolios building were listed 
on the Warsaw Stock Exchange for at least 10 years – from 2008 to 2015. The optimal portfolios were built at 

the end of each year between 2008-2015. 

The value of taxonomic measure were estimated on the basis of the algorithm described in point 1. I used da-
ta contained in financial reports of companies [11] for the third quarter of 2013

2
. The largest Lyapunov exponent 

and the Hurst exponent for the analyzed companies were estimated on the basis of the algorithms described in 
points 2 and 3. For this were used financial time series which were set up with logarithms of daily returns of 
closing price indexes of selected companies in period from 1.01.1999 to 31.12.2015

3
. The value of the largest 

Lyapunov exponent allowed to choose the companies, whose time series are characterized by chaotic dynamics 
i.e. the largest Lyapunov exponent is positive and statistically significant (R

2
>0,3).  

In the next stage of the studies it was constructed 24 investment portfolios based on solving optimization 
problems: model I - model III. The optimal portfolios based on model I conclude only companies with positive 
and statistically significant largest Lyapunov exponent. Table 1 shows the value of the expected rate of return 
and risk of constructed portfolios. 

Model I 
Portfolio 

2008 

Portfolio  

2009 

Portfolio 

2010 

Portfolio  

2011 

Portfolio  

2012 

Portfolio  

2013 

Portfolio  

2014 

Portfolio  

2015 

Rate of 

return 
0.002983 -0.000484 -0.000240 0.000853 -0.000133 -0.000169 -0.000076 0.000231 

Risk 0.000357 0.000384 0.000118 0.000171 0.000117 0.000109 0.000099 0.000108 

Model III 
Portfolio 

2008 

Portfolio  

2009 

Portfolio 

2010 

Portfolio  

2011 

Portfolio  

2012 

Portfolio  

2013 

Portfolio  

2014 

Portfolio  

2015 

Rate of 

return 
0.003393 -0.000802 0.110813 0.000910 -0.000476 0.000027 0.000187 0.400357 

Risk 0.000278 0.000262 0.000094 0.000205 0.000115 0.000160 0.000140 0.000138 

Model II 
Portfolio 

2008 

Portfolio  

2009 

Portfolio 

2010 

Portfolio  

2011 

Portfolio  

2012 

Portfolio  

2013 

Portfolio  

2014 

Portfolio  

2015 

Rate of 

return 
0.004234 -0.000802 0.110813 0.001017 -0.000816 -0.000181 0.000121 0.333798 

Risk 0.000366 0.000445 0.000112 0.000342 0.000142 0.000201 0.000156 0.000138 

Table 1 The expected rates of return, risk and compositions of constructed portfolios 

On the basis of the data presented in Table 1 we can conclude that for the optimization model II and model 

III the almost all portfolios are characterized by higher expected rate of return than for the optimization model I 
portfolios. The highest level of expected return was characterized for the optimization model II and model III 
portfolios in 2010 and 2015 at one of the lowest risk level. Moreover, the higest level of risk was obtained for the 
optimization model II portfolios in each years of period 2008-2015. 

                                                             
2
 The data come from the author's own calculations based on the financial reports of companies. 

3
 The data comes from stooq.com. Date of access: 12.29.2009, 2.12.2010, 10.30.2012, 4.24.2017. 
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Table 2 shows the obtained annual rates of return for the designated portfolios and for the optimization mod-
els. 

Model Portfolio 2008 Portfolio 2009 Portfolio 2010 Portfolio 2011 

I 0.401132 0.280969 -0.264658 0.472292 

II 0.464493 0.212249 0.014849 0.303723 

III 0.572081 0.128595 -0.104365 0.537212 

Model Portfolio 2012 Portfolio 2013 Portfolio 2014 Portfolio 2015 

I 0.490827 0.050649 -0.242797 0.104305 

II 0.492476 -0.001390 -0.341304 0.143249 

III 0.320458 0.064478 -0.228618 0.146190 

Table 2 The annual rate of return for constructed investment portfolios 

Analyzing the obtained rates of return for the designated portfolios (Table 2), it can be seen that the largest 
profit would give the investment in portfolio 2008 and portfolio 2011 in model III, and then in portfolio 2012 in 
model II and model I. The lowest rate of return obtained for all optimization models in 2014. 

Figure 1 compares the rates of return of obtained portfolios with the return of the WIG 20 index for the years 
2008-2015. 

 
Figure 1 The rate of return of portfolios and  index WIG 20 

On the basis of the data in Fig. 1 we can conclude that most portfolios in the optimization model I - model III 

are characterized by higher rate of return than index WIG 20. The exception are years 2010 and 2014. The calcu-
lated 8-year return rates for the analyzed strategies showed that the most profitable strategy was to invest in the 
model III (2.0358), then the II model (1.6363) and model I (1.5450). The worst long-term strategy was WIG 20 
(0.5498). 

 
Figure 2 The cumulative  rate of return of portfolios and  index WIG20 

Figure 2 presents the cumulative rate of return of portfolios and index WIG20. Obtained results (fig. 2) show 
also that the portfolios built on the basis of the model I - model III gives generally better results than index WIG 
20. 
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7 Conclusions 

In the paper was presented an attempt to construct the optimal portfolio of shares based on the value of the larg-
est Lyapunov exponent, the Hurst exponent and taxonomic measure TMAI. The study has revealed that the port-
folios built on the basis of the largest Lyapunov exponent and Hurst exponents give similar results due to the 
annual rate of return in 2008-2015. Moreover, proposed in the paper approach gives generally better results than 

the index WIG20 during the considered period. 
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Possible and universal robustness of special classes
of matrices with inexact data

M. Molnárová1

Abstract. Robustness of interval matrices over fuzzy algebra is studied. Fuzzy
algebra called also max-min algebra is an extremal algebra with operations maxi-
mum and minimum. An interval matrix A over fuzzy algebra (a matrix with inexact
data) is a set of matrices given by a lower bound matrix and an upper bound matrix.
In this paper special classes of matrices, so called gamma-delta, gamma-delta-row and
gamma-delta-column matrices were introduced. Polynomial algorithms for determi-
nation of the type and checking the Monge property of above mentioned matrices were
proved. Necessary and sufficient conditions for verifying the robustness for matrices
with exact data were found. Related polynomial algorithms were described. Sufficient
condition for possible robustness and equivalent conditions for universal robustness
for matrices with inexact data as well, were proved. Polynomial algorithms for veri-
fying the possible and universal robustness were introduced.

Keywords: (max, min) algebra, robustness, Monge matrix, interval matrix

JEL classification: C02
AMS classification: 08A72, 90B35, 90C47

1 Introduction
Extremal algebras (max-min algebra, max-plus algebra, ...) turn modelling in many diverse areas as discrete dy-
namic systems (DDS), graph theory, knowledge engineering or description of technical devices to rather easy
solvable problem [3]. The Monge matrices and their applications were studied in [1], [4]. Robust matrices over
fuzzy algebra were investigated in [12]. Sufficient and necessary conditions for robustness of Monge fuzzy matri-
ces were proved in [6]. Robustness of interval fuzzy matrices was studied in [10], [12], [9], [7], [8].

2 Preliminaries
The fuzzy algebra B is a triple (B,⊕,⊗), where (B,≤) is a bounded linearly ordered set with binary operations
maximum and minimum, denoted by ⊕, ⊗. The least element in B will be denoted by O, the greatest one by I .
By N we denote the set of all natural numbers. The greatest common divisor of a set S ⊆ N is denoted by gcdS,
the least common multiple of the set S is denoted by lcmS. For a given natural n ∈ N, we use the notation N
for the set of all smaller or equal positive natural numbers, i.e., N = {1, 2, . . . , n}.

For anym, n ∈ N, B(m,n) denotes the set of all matrices of typem×n andB(n) the set of all n-dimensional
column vectors over B. The matrix operations over B are defined formally in the same manner (with respect
to ⊕, ⊗) as matrix operations over any field. The rth power of a matrix A ∈ B(n, n) is denoted by Ar, with ele-
ments arij . For A, C ∈ B(n, n) we write A ≤ C if aij ≤ cij holds for all i, j ∈ N .

A digraph is a pair G = (V,E), where V , the so-called vertex set, is a finite set, and E, the so-called edge
set, is a subset of V × V . A digraph G′ = (V ′, E′) is a subdigraph of the digraph G (for brevity G′ ⊆ G), if
V ′ ⊆ V and E′ ⊆ E. A path in the digraph G = (V,E) is a sequence of vertices p = (i1, . . . , ik+1) such that
(ij , ij+1) ∈ E for j = 1, . . . , k. The number k is the length of the path p and is denoted by `(p). If i1 = ik+1,
then p is called a cycle. For a given matrix A ∈ B(n, n) the symbol G(A) = (N,E) stands for the complete,
edge–weighted digraph associated withA, i.e. the vertex set ofG(A) isN , and the capacity of any edge (i, j) ∈ E
is aij . In addition, for given h ∈ B, the threshold digraph G(A, h) is the digraph G = (N,E′) with the vertex
set N and the edge set E′ = {(i, j); i, j ∈ N, aij ≥ h}. By a strongly connected component of a digraph
G(A, h) = (N,E) we mean a subdigraph K = (NK, EK) generated by a non-empty subset NK ⊆ N such that
any two distinct vertices i, j ∈ NK are contained in a common cycle, EK = E ∩ (NK × NK) and NK is the
maximal subset with this property. A strongly connected component K of a digraph is called non-trivial, if there
is a cycle of positive length in K. For any non-trivial strongly connected component K is the period of K defined
as perK = gcd { `(c); c is a cycle in K, `(c) > 0 }. If K is trivial, then perK = 1. By SCC?(G) we denote the
set of all non-trivial strongly connected components of G.

1Technical University of Košice, Department of Mathematics and Theoretical Informatics, B. Němcovej 32, 04200
Košice, Slovakia, Monika.Molnarova@tuke.sk
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Let A ∈ B(n, n) and x ∈ B(n). The sequence O(A, x) = {x(0), x(1), x(2), . . . , x(n), . . . } is the orbit
of x = x(0) generated by A, where x(r) = Ar ⊗ x(0) for each r ∈ N.
For a given matrix A ∈ B(n, n), the number λ ∈ B and the n–tuple x ∈ B(n) are the so-called eigenvalue of A
and eigenvector of A, respectively, if they are the solution of the eigenproblem for matrix A, i.e. they satisfy the
equation A⊗x = λ⊗x. The corresponding eigenspace V (A, λ) is defined as the set of all eigenvectors of A with
associated eigenvalue λ, i.e. V (A, λ) = {x ∈ B(n); A⊗ x = λ⊗ x}.
Let λ ∈ B. A matrix A ∈ B(n, n) is ultimately λ–periodic if there are natural numbers p and R such that
the following holds: Ak+p = λ⊗Ak for all k ≥ R. The smallest natural number p with above property is called
the period of A, denoted by per(A, λ). In case λ = I we denote per(A, I) by abbreviation perA.

Definition 1. Let A = (aij) ∈ B(n, n), λ ∈ B. Let T (A, λ) = {x ∈ B(n); O(A, x)∩V (A, λ) 6= ∅}. A is called
λ–robust if T (A, λ) = B(n). A λ–robust matrix with λ = I is called a robust matrix.

In our considerations we will use the following result (adapted for λ = I) proved in [12] to study robustness
of a matrix.

Lemma 1. [12] Let A = (aij) ∈ B(n, n). Then A is robust if and only if perA = 1.

3 Robustness of γδ, γδ-row and γδ-column matrices with fixed data
In this section we introduce special types of matrices, namely γδ, γδ-row and γδ-column matrices. We show
that the computational complexity of verifying the type of a matrix and checking the Monge property for special
types of matrices is O(n2). We recall the equivalent conditions for a Monge matrix to be robust. Afterwards
we prove necessary and sufficient conditions for γδ, γδ-row and γδ-column matrices to be robust. Moreover,
the corresponding computational complexity of the verifying the robustness is shown to be O(n2) in this case.

Definition 2. We say, that a matrix A = (aij) ∈ B(m,n) is a convex Monge matrix (concave Monge matrix) if
and only if

aij ⊗ akl ≤ ail ⊗ akj for all i < k, j < l
(
aij ⊗ akl ≥ ail ⊗ akj for all i < k, j < l

)
.

In this paper, we assume that the considered matrices are convex. However, relevant results regarding concave
Monge matrices aren’t a trivial consequence of those described in this article.

Equivalent conditions for robustness of Monge matrices in general case of max-min algebra were proved.

Theorem 1. [6] Let A ∈ B(n, n) be a Monge matrix. Then A is robust if and only if for each h ∈ H the digraph
G(A, h) contains at most one non-trivial strongly connected component and this component contains a loop.

Now, we introduce the matrix of type γδ, γδ-row and γδ-column.

Definition 3. Let A ∈ B(m,n). Let γ ∈ {1, 2, . . . ,m− 1} and δ ∈ {1, 2, . . . , n− 1}. We say that the matrix A is
a) of type γδ, if

aij =

{
arbitrary if i ∈ {γ, γ + 1}, j ∈ {δ, δ + 1}
0 otherwise

(1)

b) of type γδ-row, if

aij =

{
arbitrary if i ∈ {γ, γ + 1}, δ ≤ j ≤ n,
0 otherwise

(2)

c) of type γδ-column, if

aij =

{
arbitrary if j ∈ {δ, δ + 1}, γ ≤ i ≤ m,
0 otherwise

(3)

Remark 1. There are cases, when the given matrix A ∈ B(m,n) can be considered as some type of above defined
special matrices. First, it is of type γδ, if aij = 0 for all i ∈M, j ∈ N (γ = δ = 1), if exactly one element aij > 0
(for i < m is γ = i, for i = m is γ = i − 1, for j < n is δ = j, for j = n is δ = j − 1), if exactly two elements
aij > 0 and aij+1 > 0 or aij > 0 and ai+1j > 0 (for i < m is γ = i, for i = m is γ = i − 1, for j < n is δ = j,
for j = n is δ = j − 1). Second, it is of type γδ-row, if exactly two elements aij > 0 and aik > 0 such that i ≤ m,
j < n and j + 1 < k ≤ n (for i < m is γ = i, for i = m is γ = i − 1, δ = j). Finally, it is of type γδ-column, if
exactly two elements aij > 0 and akj > 0 such that i < m, j ≤ n and i+ 1 < k ≤ m (γ = i, for j < n is δ = j,
for j = n is δ = j − 1).
A γδ matrix is a special case of a γδ-row matrix and γδ-column matrix with the same γ and δ.
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Remark 2. For arbitrary h ∈ H = {aij ; i, j ∈ N}, h > 0, the threshold digraph G(A, h) of a matrix A of type γδ
or γδ-row or γδ-column contains only arcs crossing node γ or δ. Consequently it can contain at most three cycles,
namely, loops on nodes γ and γ + 1 (for a γδ-row matrix) or δ and δ + 1 (for a γδ-column matrix) and a cycle
of length two c = (γ, γ + 1, γ) (for a γδ-row matrix) or c = (δ, δ + 1, δ) (for a γδ-column matrix). Moreover,
G(A, h) has at most two non-trivial strongly connected components only.

Algorithm Type of matrix

Input. A ∈ B(n, n).
Output. ’γδ’ in variable type, if A is a γδ matrix with corresponding values in variables γ and δ, ’γδ-row’
in variable type, if A is a γδ-row matrix with corresponding values in variables γ and δ, ’γδ-column’ in variable
type, if A is a γδ-column matrix with corresponding values in variables γ and δ, ’null’ in variable type, if A is no
one of the considered types.
begin

1. gamma = n; delta := n; p := 1; q := 1; isZero :=’true’; i := 1; j := 1;
2. If aij = 0 then go to step 8;
3. isZero :=’false’;
4. If j < δ then delta := j;
5. If i < gamma then gamma := i;
6. If p < i then p := i;
7. If q < j then q := j;
8. j := j + 1;
9. If j = n+ 1 then j := 1; i := i+ 1;
10. If i < n+ 1 then go to step 2;
11. If isZero =’true’ then delta := 1; gamma := 1; type :=’γδ’; go to end;
12. If delta = n then delta := delta− 1;
13. If gamma = n then gamma := gamma− 1;
14. colSize := q − delta+ 1; rowSize := p− gamma+ 1;
15. If colSpan > 2 and rowSpan > 2 then type :=’null’; go to end;
16. If colSpan > 2 and rowSpan ≤ 2 then type :=’γδ-row’; go to end;
17. If colSpan ≤ 2 and rowSpan > 2 then type :=’γδ-column’; go to end;
18. If colSpan ≤ 2 and rowSpan ≤ 2 then type :=’γδ’.

end

Theorem 2. Let A ∈ B(n, n). The Algorithm Type of matrix correctly checks in O(n2) time whether the matrix
A is a matrix of special type γδ or γδ-row or γδ-column.

Proof. To find the smallest value γ such that aγj > 0, the smallest value δ such that aiδ > 0, the biggest number p
such that apj > 0 and the biggest number q such that aiq > 0 takesO(n2). To compute the values of rowSpan and
colSpan, which represents the distance of elements with values bigger than zero in row γ or column δ, respectively,
together with estimation of the type of the given matrix takes O(1) time.

Theorem 3. There is an algorithm with computational complexityO(n2) for verifying the Monge property of a given
matrix A ∈ B(n, n) of special type γδ or γδ-row or γδ-column.

Proof. Using Definition 2 it is necessary to check only two rows (γ and γ + 1) or two columns (δ and δ + 1),
respectively, of the given matrix. Thus the computational complexity is O(n2).

Lemma 2. [6] Let A ∈ B(n, n) be a Monge matrix. Let h ∈ H . Let for i, k ∈ N be the loops (i, i) and
(k, k) in the digraph G(A, h). Then the nodes i and k are in the same non-trivial strongly connected component K
of G(A, h).

Theorem 4. Let A ∈ B(n, n) be a Monge matrix of type γδ-row or γδ-column, respectively. Then A is robust if
and only if for each h ∈ H holds:

aγγ+1 ⊗ aγ+1γ ≥ h =⇒ aγγ ⊕ aγ+1γ+1 ≥ h or

aδδ+1 ⊗ aδ+1δ ≥ h =⇒ aδδ ⊕ aδ+1δ+1 ≥ h,
respectively.
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Proof. Let A be a Monge matrix of type γδ-row. Let us assume that A is robust. Let h ∈ H be arbitrary but
fixed. Let aγγ+1 ⊗ aγ+1γ ≥ h and let aγγ ⊕ aγ+1γ+1 < h. Thus by Remark 2 there is only one non-trivial
strongly connected component of the digraph G(A, h) and this contains a cycle of length two and no loop. This is
by Theorem 1 a contradiction with robustness of the considered matrix A.
The converse implication is a consequence of Remark 2, Lemma 2 and Theorem 1.

Theorem 5. There is an algorithm with computational complexity O(n2) for verifying the type and the Monge
property of a given matrix A ∈ B(n, n) and checking the robustness.

Proof. Due to Theorem 2 the verifying the type of the given matrix takes O(n2) time. Using Theorem 3 the ver-
ifying of the Monge property takes another O(n2) time. Since H contains at most 2n different elements and to
verify the inequalities takes O(1) time for each h ∈ H the entire computational complexity is O(n2).

4 Robustness of γδ-row and γδ-column Monge matrix with inexact data
Robustness of interval fuzzy matrices of type γδ-row and γδ-column with the Monge property will be studied
in this section. Similarly to [2], [5], we define an interval matrix A.

Definition 4. Let A,A ∈ B(n, n), A ≤ A. An interval matrix A with bounds A and A is defined as follows

A = [A,A] =
{
A ∈ B(n, n); A ≤ A ≤ A

}
.

An interval matrix A is in fact a set of matrices between a lower bound matrix A and an upper bound matrix
A. Hence, the question is whether at least one of the matrices in A is robust or whether all of the matrices in A
are robust.

Definition 5. An interval matrix A is called
• possibly robust if there exists a matrix A ∈ A such that A is robust,
• universally robust if each matrix A ∈ A is robust.

Definition 6. An interval matrix AM for A = [A,A] is called interval Monge, if A, A ∈ B(n, n) are Monge
matrices and AM = {A ∈ A; A is Monge}.

Since A, A ∈ AM , the set AM is non-empty.

Definition 7. An interval matrix A = [A,A] is called an interval matrix of type γδ or γδ-row or γδ-column,
respectively, if A is of type γδ or γδ-row or γδ-column, respectively, with same γ, δ ∈ N .

Definition 8. An interval Monge matrix AM is called an interval Monge matrix of type γδ or γδ-row or γδ-column,
respectively, if A = [A,A] is of type γδ or γδ-row or γδ-column, respectively.

Remark 3. Since A ≤ A is the matrix A significant for determination of the type of the matrix A. Consequently
are all matrices from A considered to be of the same type as A with same γ and δ, although they can have different
parameters, in fact.

Since the computational complexity of the algorithm for checking the equivalent conditions for a fuzzy in-
terval matrix to be possibly robust described in [9] is O(n5) and for checking the universal robustness there is
even no polynomial algorithm, it is proper to investigate special classes of matrices to find more effective algo-
rithms. Hence, we will prove sufficient condition for possible robustness of an interval matrix of type γδ-row or
γδ-column, respectively, with computational complexity O(n2). Moreover, we will prove equivalent conditions
for an interval matrix of type γδ-row or γδ-column, respectively, to be universally robust and derive an algorithm
with computational complexity O(n2) to check universal robustness.
Let us denote the set of all inputs by H = {aij ; i, j ∈ N} ∪ {aij ; i, j ∈ N}.

Possible robustness

Theorem 6. An interval Monge matrix AM of type γδ-row is possibly robust if A is robust.

Proof. The assertion follows by Definition 5.

Theorem 7. There is an algorithm with computational complexity O(n2) for verifying the type of an interval
matrix A = [A,A] and checking the possible robustness of AM .
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Proof. First, we shall verify the type of the interval matrix A = [A,A] by verifying the type of matrices A, A
using Algorithm Type of the matrix. Due to Theorem 2 it takes O(n2) time. Second, we shall check the Monge
property of the lower bound matrix A and the upper bound matrix A. Due to Theorem 3 it takes O(n2) time.
Finally, to verify the robustness of A by Theorem 5 takes O(n2) time, hence the entire computational complexity
is O(n2).

Universal robustness

Theorem 8. An interval Monge matrix AM of type γδ-row with γ = δ is universally robust if and only if aγγ ⊕
aγ+1γ+1 ≥ aγγ+1 ⊗ aγ+1γ .

Proof. First, we prove the sufficient condition. Let A ∈ AM . Let h > 0. There are two possibilities. First,
the trivial case, the threshold digraph G(A, h) contains no cycle of positive length. Thus G(A, h) contains no
non-trivial strongly connected component. Second, G(A, h) contains at lest one cycle of positive length. Due to
assumption it contains loop on node γ or/and node γ+1. Since A is a Monge matrix following Lemma 2 loops lie
in the same strongly connected component. Due to Remark 2 and Theorem 1 A is robust, hence AM is universally
robust.
Now, we prove the necessary condition. Let AM be universally robust. We shall prove that aγγ ⊕ aγ+1γ+1 ≥
aγγ+1 ⊗ aγ+1γ . Let aγγ ⊕ aγ+1γ+1 < aγγ+1 ⊗ aγ+1γ . Then there is a matrix A? ∈ AM defined as follows

a?ij =





aγγ if i = j = γ,

aγ+1γ+1 if i = j = γ + 1,

aij otherwise.
(4)

First, we shall prove that A? is a Monge matrix. Thus we shall prove that a?γγ⊗a?γ+1l ≤ a?γl⊗a?γ+1γ for l ≥ γ+1.
Let us consider l = γ+1. Using definition of the matrixA? the inequality turns to aγγ⊗aγ+1γ+1 ≤ aγγ+1⊗aγ+1γ

and follows by the assumption. For l > γ + 1 the inequality turns to aγγ ⊗ aγ+1l ≤ aγl ⊗ aγ+1γ and follows by
aγγ ≤ aγγ and the Monge property of the matrix A. Further we shall prove that a?γγ+1 ⊗ a?γ+1l ≤ a?γl ⊗ a?γ+1γ+1

for l > γ + 1. The inequality turns to aγγ+1 ⊗ aγ+1l ≤ aγl ⊗ aγ+1γ+1 and follows by the Monge property of the
matrix A.
Second, we shall prove that A? is not robust. Let us consider the threshold digraph G(A?, h) for h = aγγ+1 ⊗
aγ+1γ . The digraph contains a non-trivial strongly connected component with a cycle of length two connecting
nodes γ and γ + 1. Since a?γγ ⊕ a?γ+1γ+1 = aγγ ⊕ aγ+1γ+1 < aγγ+1 ⊗ aγ+1γ = a?γγ+1 ⊗ a?γ+1γ the component
is without any loop. Thus by Theorem 1 the matrix A? is not robust. What is a contradiction with universal
robustness of AM .

Due to Remark 2 we can formulate and prove by analogy the necessary and sufficient condition for a γδ-column
interval Monge matrix to be universally robust.

Theorem 9. An interval Monge matrix AM of type γδ-column is universally robust if and only if aδδ⊕aδ+1δ+1 ≥
aδδ+1 ⊗ aδ+1δ .

Theorem 10. There is an algorithm with computational complexity O(n2) for verifying the type of an interval
matrix A = [A,A] and checking the universal robustness of AM .

Proof. First, we shall verify the type of the interval matrix A = [A,A] by verifying the type of matrices A, A
using Algorithm Type of the matrix. Due to Theorem 2 it takes O(n2) time. Second, we shall check the Monge
property of the lower bound matrix A and the upper bound matrix A. Due to Theorem 3 it takes O(n2) time.
Finally, to verify the inequality takes O(1) time, hence the entire computational complexity is O(n2).

In following two examples are the considered fuzzy matrices defined over the set B = [0, 10]. We illustrate the
universally robust and the universally non-robust case for interval matrices of type γδ-row using Theorem 8.

Example 1. Let us consider an interval matrix A = [A,A] with bounds A, A ∈ B(5, 5)

A =




0 0 0 0 0

0 1 1 1 2

0 2 3 2 3

0 0 0 0 0

0 0 0 0 0



, A =




0 0 0 0 0

0 3 4 2 3

0 4 4 2 3

0 0 0 0 0

0 0 0 0 0



. A? =




0 0 0 0 0

0 1 4 2 3

0 4 3 2 3

0 0 0 0 0

0 0 0 0 0
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The matrix A is of type γδ-row with γ = 2 and δ = 2. Moreover, both A and A are Monge matrices. Hence
AM is a interval Monge matrix of type γδ-row with γ = 2 and δ = 2. Since a22 ⊕ a33 = 3 < a23 ⊗ a32 = 4
the matrix AM is not universally robust. In fact, there is a Monge matrix A? defined by (4) which is not robust,
namely the threshold digraph G(A?, 4) contains one non-trivial strongly connected component, but without a loop
(see Figure 1). Consequently the considered interval matrix A is not universally robust.

G(A?, 4) j j j j j1 2 3 4 5
�

	

Figure 1 Universal robustness in non-robust case

Example 2. Let us consider an interval matrix A = [A,A] with bounds A, A ∈ B(5, 5)

A =




0 0 0 0 0

0 1 1 1 2

0 2 4 2 3

0 0 0 0 0

0 0 0 0 0



, A =




0 0 0 0 0

0 3 4 2 3

0 4 4 2 3

0 0 0 0 0

0 0 0 0 0



.

A slight modification of the previous example on position a33 gives a positive answer. Since a22 ⊕ a33 = 4 ≥
a23 ⊗ a32 = 4 the interval Monge matrix AM of type γδ-row is universally robust.

5 Conclusion
The aim of this paper is to find equivalent conditions for robustness of Monge fuzzy matrices of type γδ, γδ-
row and γδ-column with fixed data and sufficient or equivalent conditions for possible robustness and universal
robustness of interval Monge fuzzy matrices of type γδ, γδ-row and γδ-column, respectively.

The robustness of the matrix A is related to the solution of the eigenproblem A⊗x(r) = x(r), where an eigen-
vector x(r) represents the steady state and can be computed at time r + 1 by recursion x(r + 1) = A ⊗ x(r).
This can reflect the following economic application for instance. In a company several projects should be evalu-
ated. The projects are characterized by different properties. The level of each property i is described by value xi,
influenced by all properties xj . The influence is represented by a factor aij .
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Analysis of the performance of control charts in the presence
of assignable causes
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Abstract. The main objective of control charts is to evaluate a production pro-
cess. The process is stable or in-control when the variability of the production pro-
cess is only produced by common causes. However, if the variability is produced by
assignable causes it is said that the process is in a situation of out-of-control. An ad-
vantage of control charts is the detection and identification of assignable causes within
the production process. It is important to know the situation of a process because alter-
native quantitative techniques in the field of statistical quality control are based upon
a process under control. Simulation studies are carried out to analyze the performance
of control charts under different scenarios. In particular, we first consider that the
processes have a correct operation. Second, we consider processes that operates with
quality characteristics that do not have the required assumption, and this issue has an
impact on the proportion of produced articles. Third, we consider processes that suffer
from a change on the performance of the production volume.

Keywords: Simulation study, control limits, variance, statistical process control.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Control charts are one of the main techniques of statistical process control and have been used by many companies
since they are especially useful thanks to the benefits they provide [2, 6]. The main objective of control charts is to
control the parameters associated with the quality characteristic. In general, companies are interested in controlling
the variability of the process. In line with this issue, the control charts monitor the production process to detect
causes of assignable variation, which allows to apply corrective actions as soon as possible, thus minimizing the
losses generated by the manufacture of non-conforming items. Therefore, the control charts allow to identify the
status of the process.

The control charts are a graphic representation that includes a chronological series of the statistic corresponding
to the process parameter to be controlled, a central line and the control limits. The chronological series of the
statistic is determined from random samples of products that have been selected in a step prior to the elaboration of
the control chart. The value of the statistic for each sample will be represented by a point, which will be joined with
the points of the following samples by straight lines between each two consecutive points. The central line (CL)
of the control chart is a horizontal line that corresponds to the expected value of the estimator of the population
parameter under study. The upper limit of control (ULC) and the lower control limit (LCL) are two horizontal lines
at a predetermined distance from the central line that delimit the values that the statistician can present when the
process is under control [1, 5, 9, 10, 13].

The process is in-control if all the points represented in the control chart are located in the area delimited
by the control limits and are distributed randomly, without ascending or descending streaks of points. When the
process is in this situation, the process is stable and predictable, that is, the variability within it is due exclusively
to fortuitous causes and the uniformity between articles is maximum. Besterfield [1] lists some of the benefits that
arise when the process is in this state. For example, the possibility of minimizing the cost per inspection, since
fewer samples are needed to evaluate the quality. Conversely, if any statistic value is above the UCL or below the
LCL, the process will be in an out-of-control state. In addition, although all the statistic’s values are located in the
area delimited by both limits, if these are not distributed randomly, the process is also out-of-control. Some useful
rules can be consulted to determine if the process is out-of-control in [1, 7, 10]. Some very common rules are the
presence of ascending or descending streaks of points, four of five consecutive points located at a distance greater
1Universidad de Granada, Dpto. Métodos Cuantitativos para la Economı́a y la Empresa, Spain, pjmoyafernan-
dez@ugr.es

2Universidad de Granada, Dpto. Métodos Cuantitativos para la Economı́a y la Empresa, Spain, jfmunoz@ugr.es
3Universidad de Granada, Dpto. Métodos Cuantitativos para la Economı́a y la Empresa, Spain, encarniav@ugr.es
4University of Hradec Králové, Department of Informatics and Quantitative Methods, Czech Republic,
hana.skalska@uhk.cz
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than the standard deviation of the quality characteristic of the CL, a series of eight consecutive points on one side
of the CL, fourteen points alternating up and down or an unusual pattern in the data.

The main objective of this work is to analyze the performance of the control charts by means of a simulation
study. We consider different scenarios which correspond to situations may arise in practice:

a) We suppose a company that operates with a process in which a certain machine is composed of a series of
gears. A particular gear contains a tooth of unsuitable dimensions, resulting from excessive wear. Some articles
are influenced by the defective tooth of this machine. We assume that this fact directly influences the quality
characteristic of the product, resulting in a higher value than is usual. In the control chart we expect the higher
value of statistic corresponding to samples that include articles produced with the intervention of the defective
tooth. This point could be located above UCL or will represent a pattern of behaviour in the control chart. Both
cases can indicate that the process is not under control and can be qualified as a state out of control. That is, a part
of the variability of the process is produced by an assignable cause: the tooth of unsuitable dimensions.

b) A company working with a process involves a machine that, after producing a number of items, overheats.
While this machine is overheated, the process produces articles with a certain alteration in their quality charac-
teristic, such as a slightly longer length. The control chart corresponding to this process can indicate a pattern
or a streak on more or less long series of points located at a certain distance from the central line of the control
chart in the chronological series of the sample statistic. Points outside the range the control limits and both above
mentioned scenarios are considered as out-of-control and the assignable cause is the defective machine.

This paper is organized as follows. In section 2, we describe the simulation study carried out to analyze the
performance of control charts in the presence of assignable causes. Several processes with different characteristics
have been considered. Note that these processes may have assignable causes with different effects on the quality
characteristic and which may arise in practice. This simulation study has been carried out with the R software
[12]. In section 3, the most relevant results are presented and discussed. The main conclusions derived from this
simulation study are summarized in section 4.

2 Methodology
The analysis of the performance of the control charts is carried out using a simulation study, which consists in
drawing the x̄ and s control charts for different processes. In each process, production is stored in lots, from which
a sample of items is extracted. In each item, the quality characteristic is measured and the statistic of the sample
is calculated. Afterwards, the control chart is elaborated. We assume that the process associated parameters are
known. In the case that the unknown parameters, they should be estimated using the information contained in
product samples. It is very important to select the samples when it is certain that the process is in an in-control
state [3, 8, 15]. In order to illustrate this fact, the control limits estimated using the samples selected for the control
chart have been included. In this way, the impact on the control charts of estimating the parameters when the
process is out-of-control is analyzed. Some references where the determination of control limits with known and
unknown parameters can be consulted [4, 11, 14].

Let x→ N(µ, σ) be a quality characteristic associated to a process, where µ is the true process mean and σ is
true process standard deviation. We assume m random samples with size n, where xij denote the observed value
of the quality characteristic for the jth product, with j = 1, ..., n, in the ith sample, with i = 1, ...,m. The process
can be monitored by plotting the sample means and sample standard deviations

x̄i =
1

n

n∑

j=1

xij , si =


 1

n− 1

n∑

j=1

(xij − x̄i)2



1/2

, i = 1, ...,m. (1)

Consider the case of known parameters, the control limits for x̄ control chart are defined as

LCLµ = µ− 3
σ√
n

; CLµ = µ; UCLµ = µ+ 3
σ√
n

(2)

and for s control chart as

LCLσ = c4σ − 3σ
√

1− c24; CLσ = c4σ; UCLσ = c4σ + 3σ
√

1− c24, (3)

where c4 is a function that depends on the sample size [4].

If we consider the case of unknown parameters, the control limits for x̄ and s control chart are defined as

LCLµu
= ¯̄µ− 3

s̄√
n

; CLµ = ¯̄µ; UCLµu
= ¯̄µ+ 3

s̄√
n

(4)
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and
LCLσu

= s̄− 3
s̄

c4

√
1− c24; CLσu

= s̄; UCLσu
= s̄+ 3

s̄

c4

√
1− c24 (5)

respectively, where ¯̄µ = m−1
∑m
i=1 x̄i is the grand sample mean and s̄ = m−1

∑m
i=1 si is the average of the m

standard deviations.

Three different processes have been considered in this simulation study. The first scenario corresponds to a
productive process that operates correctly. In the second scenario, the production process operates with a certain
alteration in the quality characteristic, and which only affects a proportion p∗ of the articles produced. In this
second scenario, we will assume that each lot contains that proportion p∗ of items. Finally, the third scenario
corresponds to a productive process that, from a certain volume of production, changes its performance. Since
lots storage is chronological, we assume that only a certain number of lots contain items produced by the process
when the incidence is present. In addition, we will assume that the proportion of lots with item with this type of
incidences is also given p∗. For example, if we assume p∗ = 0.2 and lots of size 100, in the second scenario each
lot stores 20 items with incidence. Under the third scenario and in a cyclical way, 20 % of the lots will contain item
with incidents, i.e., the production will be stored in four consecutive lots with articles without incidence, while the
next batch will contain articles with incidence. Note that the case studies presented in the previous section can be
identified with the second and third scenarios, respectively.

Therefore, two different types of production are presented. On the one hand, the production corresponding
to a process when it operates without any incidence and, on the other hand, the production result of a process
when it is affected by some incidence. We assume that the variable that represents the quality characteristic of the
articles produced by a process without incidences has a normal distribution with mean µ and standard deviation σ.
Consequently, the quality characteristic corresponding to production with incidences follows a normal distribution
with mean µ + εµ and standard deviation σ + εσ . In the simulation carried out in this work, control charts have
been drawn up in which 50 samples of size 5 are represented and the control limits are defined using the USA
method [10]. To simulate the 3 previously defined scenarios, lots of size 100 and an incidences proportion of 20%
(p∗ = 0.2) for the second and third scenarios have been assumed. We consider the values µ = 10 and σ = 1
for the parameters associated with the production without incidents. In addition, in order to represent the changes
in production discussed, the values εµ = {0, 1, 2, 3} and εσ = {0, 0.5, 1, 2} and all its possible combinations are
considered. Note that the objective of this work is to evaluate the impact of assignable causes in the process with
different effects, both in intensity and in form.

3 Results derived from simulation and discussion
The most relevant results derived from the simulation study are shown in the Figures1-3. Each Figure contains the
control charts corresponding to the three scenarios. Note that the first scenario is represented in all the figures as a
reference, since it is characterized as a process under control that does not suffer variation.

Figure 1 contains the x̄ and s control charts when the incidence in the process only affects the standard deviation
of the product quality characteristic. In this case, we can see in the s control chart sufficient indications to think
that, in the second as in the third scenario, the process is out-of-control. In the second scenario, the sample standard
deviation of the samples number 17, 23 and 24 are outside the range delimited by the control limits. Something
similar is observed in the sample number 15 corresponding to the third scenario. On the other hand, the x̄ control
charts show for both scenarios several points close to the control limits, which may be an indication that the process
is out-of-control.

Figure 2 contains the x̄ and s control charts when the incidence in the process has influence only on the average
of the quality characteristic, i.e., εµ = 2 and εσ = 0. We observed that, in the third scenario, the total of the
sample means corresponding to the production with incidence in the process are above UCL, while the standard
deviation seems to be under control. The process of the second scenario is also in an out-of-control situation. The
standard deviation of sample number 29 is outside the range defined by the control limits. In addition, two points
corresponding to samples 23 and 44 are outside the control limits of the control chart for the mean and we observed
in samples 47 and 50 another situation to identify the process as out-of-control, one or more points to a warning or
control limit.

The x̄ and s control charts assuming values εµ = 2 and εσ = 0.5 are shown in Figure 3. In this case the
incidence in the process affects both the mean and the standard deviation of the product quality characteristic. The
control charts contain indications that the second and third scenario processes are out-of-control. Among these,
highlights the existence of points outside the control limits of the x̄ and s control chart in both processes.

Additionally, the estimated control limits have been represented in each control chart. The information con-
tained in the samples represented in the control chart has been used to carry out the estimation of the control limits.
Therefore, the control limits in the second and third scenarios have been estimated when the process is out-of-
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Figure 1 x̄ and s control charts of a process. Samples are selected from a Normal distribution µ = 10 and σ = 1.
The production with incidence represents a proportion of 0.2 and its quality characteristic is affected by the values
εµ = 0 and εσ = 0.5.
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Figure 2 x̄ and s control charts of a process. Samples are selected from a Normal distribution µ = 10 and σ = 1.
The production with incidence represents a proportion of 0.2 and its quality characteristic is affected by the values
εµ = 2 and εσ = 0.
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Figure 3 x̄ and s control charts of a process. Samples are selected from a Normal distribution µ = 10 and σ = 1.
The production with incidence represents a proportion of 0.2 and its quality characteristic is affected by the values
εµ = 2 and εσ = 0.5.

control situation. We observed that, in general, the estimated control limits are closer to the control limits when the
parameters are known when the process is in a control situation. In this situation, the conclusions obtained from
the control charts are similar. Otherwise, the estimated control limits may be located far from the control limits and
the conclusions obtained in the control charts may be different. For example, an assignable cause is present in the
process of the second scenario that affects a proportion of 0.2. We observe in Figure 2 the control charts when this
assignable cause affects only the average of the process. Considering that the parameters are known and therefore
the control limits, we observe several points outside the control limits in both graphs. However, if we consider the
unknown parameters and the estimated control limits, all points of both graphs are within the control limits.

4 Conclusion
In this work we have analyzed the performance of control charts in the presence of assignable cases. To achieve
this objective, a simulation study was carried out in which the control charts corresponding to different processes
were prepared. We have considered different processes that presented variability due to assignable causes, which
affected production with different consequences, frequency and intensity. In each scenario, the x̄ and s control
charts have been developed assuming known parameters. Additionally, the control limits have been represented
assuming unknown parameters with the objective of analyzing the impact that their estimate has when the process
is in an out-of-control situation.

According to the obtained results, we may affirm that the control charts are an highly effective tool in the
detection of assignable causes in the process, since they have been able to identify indications that the process is
out-of-control independently of the characteristics of the consequences produced for the assignable cause. This is
really useful, since it allows to apply corrective actions as soon as possible, thus minimizing the losses generated by
the manufacture of non-conforming articles. In addition, control charts report numerous advantages. For example,
improve the productivity of the company, reduce the costs derived from an over-intervention in the process or
provide information on the capacity of the process.

On the other hand, the importance of estimating the parameters, and with them the limits of control, when the
situation of the process is in-control has been demonstrated. The estimation of the parameters associated with the
process using samples from a process out-of-control could considerably alter the position of the control limits.
Whereas if the estimation of the parameters is done using samples from a process in-control, the estimated control
limits will be close to the control limits. In conclusion, if the control limits are estimated using samples from
out-of-control processes, the control charts may lose effectiveness in the detection of variability due to assignable
causes in the process, which could lead to erroneous conclusions or confusion when drawing conclusions.
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Strongly Tolerance Solvability
of Max-plus Matrix Equations

Helena Myšková1

Abstract. Max-plus algebra is an algebraic structure, in which classical addition
and multiplication are replaced by maximum and addition, respectively. Behavior of
discrete event systems, in which the individual components move from event to event
rather than varying continuously through time, is often described by systems of max-
plus linear equations or matrix equations. Discrete dynamic systems can be studied
using max-plus matrix operations. It often happens that a max-plus matrix equation
with exact data is unsolvable. Therefore, we replace matrix elements with intervals of
possible values. In this way, we obtain an interval max-plus matrix equation. Several
types of solvability of interval max-plus matrix equations have been studied yet. In
this paper, we prove the necessary and sufficient condition for an interval max-plus
matrix equation to be strongly tolerance solvable and provide an algorithm for check-
ing whether the given interval matrix equation is strongly tolerance solvable.

Keywords: max-plus algebra, interval matrix, matrix equation, strongly tolerance
solvability

JEL classification: C02
AMS classification: 15A18; 15A80; 65G30

1 Motivation
Behaviour of discrete event systems, in which the individual components move from event to event rather than
varying continuously through time, is often described by systems of linear equations or by matrix equations.
Discrete dynamic systems and related algebraic structures were studied using max-plus matrix operations in [2, 3].
In the last decades, significant effort has been developed to study systems of max-plus linear equations in the form
A ⊗ x = b, where A is a matrix, b and x are vectors of compatible dimensions. Systems of linear equations over
max-plus algebra are used in several branches of applied mathematics. Among interesting real-life applications let
us mention e.g. a large scale model of Dutch railway network or synchronizing traffic lights in Delfts [12]. In the
last two decades, interval systems of the form A⊗ x = b have been studied, for details see [2, 4, 5].

In this paper, we shall deal with interval max-plus matrix equations of the form A ⊗ X ⊗ C = B, where
A, B, and C are given interval matrices of suitable sizes a X is an unknown matrix. Several solvability concepts
have been studied in [10], [11]. The following example is the shortened version of an example given in [10].

Example 1. Let us consider a situation, in which passengers from places P1, P2, . . . , Pm want to transfer to
holiday destinations D1, D2, . . . , Dr. Different transportation means provide transporting passengers from places
P1, P2, . . . , Pm to airport terminals T1, T2, . . . , Ts. We assume that the connection between Pi and Tl is possible
only via one of the check points Q1, Q2, . . . , Qn.

Denote by aij (clk) the times needed for transportation and carrying out the formalities on the connection from
Pi to Qj (from Tl to Dk). If there is no connection from Pi to Qj (from Tl to Dk) we put aij = −∞ (clk = −∞).
If the time needed for transportation from place Qj to terminal Tl is xjl, then the time needed for transportation
from Pi to Dk via Qj by use of terminal Tl is equal to aij + xjl + clk.

Suppose that the time which passengers traveling from place Pi to destination Dk have available for the trans-
portation is denoted by bik. Our task is to choose the appropriate times xjl, j ∈ N, l ∈ S such that the time for
which the passengers from place Pi reach the destination Dk is equal to a given number bik for all i ∈ M and for
all k ∈ R, i.e.,

max
j∈N, l∈S

{aij + xjl + clk} = bik. (1)

2 Preliminaries
Max-plus algebra is the triple (R,⊕,⊗), whereR = R∪{−∞} and⊕, ⊗ are binary operations defined as follows:

a⊕ b = max{a, b} and a⊗ b = a+ b.

1Technical University in Košice, Faculty of Electrical Engineering and Informatics, Department of Mathematics
and Theoretical Informatics, Němcovej 32, 042 00 Košice, Slovak Republic, helena.myskova@tuke.sk
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The set of all m × n matrices over R is denoted by R(m,n) and the set of all column n-vectors over R by
R(n).
Operations ⊕ and ⊗ are extended to matrices and vectors in the same way as in the classical algebra. We consider
the ordering ≤ on the sets R(m,n) and R(n) defined as follows:
• for A,C ∈ R(m,n) : A ≤ C if aij ≤ cij for each i ∈M and for each j ∈ N ,
• for x, y ∈ R(n) : x ≤ y if xj ≤ yj for each j ∈ N .

We will use the monotonicity of ⊗, which means that for each A,C ∈ R(m,n) and for each B, D ∈ R(n, s) the
implication

if A ≤ C and B ≤ D then A⊗B ≤ C ⊗D

holds.

3 Matrix equations
First, we define a system of max-plus linear equations. For A ∈ R(m,n) and b ∈ R(m) we can write a system of
max-plus linear equations in the matrix form

A⊗ x = b. (2)

It is well known (see [2, 14]) that system (2) is solvable if and only if the vector x∗(A, b), defined by

x∗j (A, b) = min
i∈M
{bi − aij} (3)

for any j ∈ N , is its solution. The vector x∗(A, b) is called a principal solution of system (2).

The main topic of this article is solving matrix equations of the form

A⊗X ⊗ C = B (4)

where A ∈ R(m,n), B ∈ R(m, r), and C ∈ R(s, r) are given matrices and we are looking for an unknown matrix
X ∈ R(n, s).

Returning to Example 1, equality (1) can be written in max-plus algebra in the form [A ⊗ X ⊗ C]ik = bik.
Therefore, the solvability of the problem in mentioned example is equivalent to the solvability of (4). We will
suppose that
• bik ∈ R for each i ∈M and for each k ∈ R;
• for each j ∈ N there exists i ∈M such that aij ∈ R;
• for each l ∈ S there exists k ∈ R such that clk ∈ R.

In terms of our example, we suppose that
• from any place Pi to any destination Dk travel any passengers;
• through each check point Qj pass passengers from at least one of places Pi;
• each terminal Tk handles passengers to at least one destination Dk.

In [10], there were defined so-called principal matrix solution X∗(A,B,C) ∈ R(n, s) as follows:

x∗jl(A,B,C) = min
k∈R
{x∗j (A,Bk)− clk} (5)

for each j ∈ N and for each l ∈ S, where Bk is k-th column of B. The above three conditions ensure the
finiteness of X∗(A,B,C). The following theorem expresses the importance of the principal matrix solution for
the solvability of (4).

Theorem 1 (Myšková [10]). Let A ∈ R(m,n), B ∈ R(m, r) and C ∈ R(m,n).
a) If A⊗X ⊗ C = B for X ∈ R(n, s), then X ≤ X∗(A,B,C);
b) A⊗X∗(A,B,C)⊗ C ≤ B;
c) The matrix equation A⊗X ⊗ C = B is solvable if and only if the matrix X∗(A,B,C) is its solution.

Lemma 2 (Myšková [10]). LetA, A(1), A(2) ∈ R(m,n),B, B(1), B(2) ∈ R(m, r), andC, C(1), C(2) ∈ R(s, r).
The following assertions hold:
a) if A(2) ≤ A(1) then X∗(A(1), B,C) ≤ X∗(A(2), B,C);
b) if B(1) ≤ B(2) then X∗(A,B(1), C) ≤ X∗(A,B(2), C);
c) if C(2) ≤ C(1) then X∗(A,B,C(1)) ≤ X∗(A,B,C(2)).

Another possibility for solving a matrix equation is using a tensor product.
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Definition 1. Let A = (aij) be an m × n matrix and let B = (bij) be an r × s matrix. The tensor product of A
and B is the following mr × ns matrix:

A�B =




A⊗ b11 A⊗ b12 . . . A⊗ b1s
A⊗ b21 A⊗ b22 . . . A⊗ b2s
. . . . . . . . . . . .

A⊗ br1 A⊗ br2 . . . A⊗ brs


 .

Let X ∈ B(n, s). Denote by vec (X) the vector (X1, X2, . . . , Xs)
>, where Xl is l-th column of matrix X .

Similarly we define vec (B).

Theorem 3 (Butkovič–Fiedler [1]). Matrix equation

(A1 ⊗X ⊗ C1)⊕ (A2 ⊗X ⊗ C2)⊕ · · · ⊕ (Ar ⊗X ⊗ Cr) = B, (6)

where Ai, Ci, and B are matrices of compatible sizes, is equivalent to the vector-matrix system

(A1 � C>1 ⊕A2 � C>2 ⊕ . . . Ar � C>r )⊗ vec (X) = vec (B). (7)

Corollary 4. A matrix equation (4) is solvable if and only if a system of max-plus linear equations of the form

(A� C>)⊗ vec (X) = vec (B) (8)

is solvable.

4 Interval case
A certain disadvantage of the necessary and sufficient condition for the solvability of (4) given in Theorem 1 (iii)
stems from the fact that it only indicates the existence or non-existence of the solution but does not indicate any
action to be taken to increase the degree of solvability. However, it happens quite often in modelling real situations
that the obtained system turns out to be unsolvable.

One of possible methods of restoring the solvability is to replace the exact input values by intervals of possible
values. In practice, the traveling times aij , clk may depend on external conditions, so they are from intervals of
possible values. Due to this fact, we will require the transportation times from Pi toDk to be from a given intervals
of possible values.

4.1 Interval systems of linear equations
Similarly to [4, 5, 13] we define an interval matrix A and interval vector b as follows:

A = [A,A] =
{
A ∈ R(m,n); A ≤ A ≤ A

}
, b = [b, b] =

{
b ∈ R(m); b ≤ b ≤ b

}
,

where A,A ∈ R(m,n), A ≤ A and b, b ∈ R(m), b ≤ b.
Denote by

A⊗ x = b (9)
the set of all of max-plus systems of linear equations of the form (2) such that A ∈ A, b ∈ b. We shall call (9) a
max-plus interval system of linear equations.

Definition 2. Interval system (9) is T4 solvable if there exist b ∈ b and x ∈ R(n) such that A ⊗ x = b for each
A ∈ A.

The T4 solvability of interval system (9) was studied in [6]. We will just give you the essential assertions
required in the next section. We define the T4 sequence of (9) as the sequence {b(t)}∞t=0 given by

b(t) =

{
b for t = 0,

A⊗ x∗(A, b(t−1)) for t ≥ 1.
(10)

Lemma 5 (Myšková [6]). If b(t+1) 6= b(t) for each t ∈ N0 then there exists r ∈ M such that the sequence
{b(t)r }∞t=0 is almost linear periodic with linear factor q ∈ R, −∞ 6= q < 0, i. e., there are p ∈ N and d ∈ N0 such
that for every T > d

b(T+p)
r = b(T )

r + p× q (11)
where + and × are classical addition and multiplication, respectively.

Theorem 6 (Myšková [6]). Interval system (9) is T4 solvable if and only if there exists l ∈ N0 such that
b(l+1) = b(l) and b(l) ∈ b.
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4.2 Interval matrix equations
We define

A = [A,A] =
{
A ∈ R(m,n); A ≤ A ≤ A

}
, B = [B,B] =

{
B ∈ R(m, r); B ≤ B ≤ B

}
,

and
C = [C,C] =

{
C ∈ R(s, r); C ≤ C ≤ C

}
.

Denote by
A⊗X ⊗C = B (12)

the set of all matrix equations of the form (4) such that A ∈ A, B ∈ B and C ∈ C. We call equation (12) an
interval max-plus matrix equation.

We shall think over the solvability of interval max-plus matrix equation on the ground of solvability of matrix
equations of the form (4) where A ∈ A, B ∈ B, and C ∈ C. We can define several types of solvability of interval
max-plus matrix equations. Some of them (see Table 1) have been studied in [10, 11], where you can find necessary
and sufficient conditions for them.

Type of solvability Condition
tolerance (∃X ∈ R(n, s))(∀A ∈ A)(∀C ∈ C)(∃B ∈ B); A⊗X ⊗ C = B

right-weakly tolerance (∀C ∈ C)(∃X ∈ R(n, s))(∀A ∈ A)(∃B ∈ B); A⊗X ⊗ C = B

left-weakly tolerance (∀A ∈ A)(∃X ∈ R(n, s))(∀C ∈ C)(∃B ∈ B); A⊗X ⊗ C = B

weakly tolerance (∀A ∈ A)(∀C ∈ C)(∃X ∈ R(n, s))(∃B ∈ B); A⊗X ⊗ C = B

strongly universal (∃X ∈ R(n, s))(∀A ∈ A)(∀C ∈ C)(∀B ∈ B); A⊗X ⊗ C = B

universal (∀B ∈ B)(∃X ∈ R(n, s))(∀A ∈ A)(∀C ∈ C); A⊗X ⊗ C = B

weakly universal (∀A ∈ A)(∀C ∈ C)(∀B ∈ B)(∃X ∈ R(n, s)); A⊗X ⊗ C = B

Table 1 Types of solvability of (12)

Strongly tolerance solvability

In this part, we shall deal with other solvability concept, the strongly tolerance solvability.

Definition 3.
a) A matrix B ∈ B is a strongly tolerance matrix of interval max-plus matrix equation (12) if there exists a

matrix X ∈ B(n, s) such that A⊗X ⊗ C = B for each A ∈ A and for each C ∈ C.
b) Interval max-plus matrix equation (12) is strongly tolerance solvable if there exists a matrix B ∈ B such that

B is a strongly tolerance matrix of (12).

Theorem 7 (Myšková [11]). Interval max-plus matrix equation (12) is strongly universally solvable if and only if

B = B = B and A⊗X∗(A,B,C)⊗ C = B.

Lemma 8. A matrix B ∈ B is a strongly tolerance matrix of interval max-plus matrix equation (12) if and only
if it satisfies equality

A⊗X∗(A,B,C)⊗ C = B. (13)

Proof. A matrixB ∈ B is a strongly tolerance matrix of (12) if and only if interval max-plus matrix equation (12)
with the constant right-hand side B = B = B is strongly universally solvable, which is according to Theorem 7
equivalent to (13).

We define the sequence of matrices {B(t)}∞t=0 as follows:

B(t) =

{
B for t = 0,

A⊗X∗(A,B(t−1), C)⊗ C for t ≥ 1.
(14)

Lemma 9. The sequence {B(t)}∞t=0 defined by (14) is non-increasing.
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Proof. By Theorem 1 b) and by the monotonicity of ⊗ we have

B(t+1) = A⊗X∗(A,B(t), C)⊗ C ≤ A⊗X∗(A,B(t), C)⊗ C ≤ B(t).

Lemma 10. Let B ∈ B be a strongly tolerance matrix of interval max-plus matrix equation (12). Then the
inequality B ≤ B(t) is satisfied for each t ∈ N0.

Proof. By mathematical induction on t
1. For t = 0 the inequality B ≤ B = B(0) trivially holds.
2. Suppose that B ≤ B(t). We obtain B = A⊗X∗(A,B,C)⊗ C ≤ A⊗X∗(A,B(t), C)⊗ C = B(t+1).

Lemma 11. If there is no t ∈ N such that B(t+1) = B(t) then there exist i ∈ M , k ∈ R, q ∈ R, −∞ 6= q < 0,
p ∈ N and d ∈ N0 such that for every T > d

b
(T+p)
ik = b

(T )
ik + p× q. (15)

Proof. Let us take the sequence {vec (B(t))}∞t=0. Using the definition of a tensor product and Corollary 4 we
can show that the sequence {vec (B(t))}∞t=0 is equal to the T4 sequence {d(t)}∞t=0 of the interval system of linear
equations of the form E ⊗ vec (X) = d, where E = [A� C>, A� C

>
] and d = [vec (B), vec (B)]. According

to Lemma 5 there exists v ∈ {1, 2, . . . ,mr}, −∞ 6= q < 0, p ∈ N and d ∈ N0 such that for every T > d we have
d
(T+p)
v = d

(T )
v + p× q. This is equivalent to the existence of i ∈M , k ∈ R, −∞ 6= q < 0, p ∈ N and d ∈ N such

that for every T > d equation (15) holds.

Theorem 12. Interval max-plus matrix equation (12) is strongly tolerance solvable if and only if there exists
u ∈ N0 such that B(u+1) = B(u) and B(u) ∈ B.

Proof. If B(u+1) = B(u) and B(u) ∈ B for some u ∈ N0 then A ⊗X∗(A,B(u), C) ⊗ C = B(u) which means
that matrix B(u) is a strongly tolerance matrix of (12). Thus interval max-plus matrix equation (12) is strongly
tolerance solvable.

For the converse implication, for the sake of contradiction suppose that there is no u ∈ N0 such that B(u+1) =
B(u), where B(u) ∈ B and (12) is strongly tolerance solvable with a strongly tolerance matrix B ∈ B. There are
two possibilities: either B(u+1) 6= B(u) for each u ∈ N0 or there exists u ∈ N0 such that B(u+1) = B(u), but
B(u) /∈ B.

In the first case, according to Lemma 11 there exists i ∈ M , k ∈ R, q ∈ R, −∞ 6= q < 0, p ∈ N and d ∈ N0

such that for every T > d the equality b(T+p)
ik = b

(T )
ik + p× q holds. By Lemma 10 there exists t∗ ∈ N0 such that

b
(t∗)
ik < bik. Then bik ≤ b(t

∗)
ik < bik, i. e., B /∈ B, a contradiction.

In the second case, suppose that there exists u ∈ N0 such that B(u+1) = B(u), B(u) /∈ B and there exists a
matrix B ∈ B such that B is the strongly tolerance matrix. The definition of the sequence {B(t)}∞t=0 and Lemma
9 imply that B � B(u). This means that there exist i ∈ M , k ∈ R such that b(u)ik < bik. By Lemma 10 we get
bik ≤ b(u)ik < bik and consequently B /∈ B, a contradiction.

Theorem 12 enables us to give the following algorithm for checking the strongly tolerance solvability.

Algorithm ST
Input: A,B,C.

Output: ’yes’ in variable st and strongly tolerance matrix B∗ if the given interval max-plus matrix equation is
strongly tolerance solvable; ’no’ in st otherwise.

begin
(i) B(0) = B, t = 0;
(ii) B(t+1) = A⊗X∗(A,B(t), C)⊗ C;
(iii)If B � B(t+1) then st :=’no’, go to end;
(iv)If B(t+1) = B(t) then st :=’yes’, B∗ = B(t), go to end;
(v) t := t+ 1, go to (ii);

end
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Example 2. Let us take

A=




[1, 3] [4, 4] [4, 4]

[3, 4] [3, 4] [2, 2]

[2, 4] [4, 5] [3, 3]


, B=




[14, 19] [11, 13] [15, 20]

[12, 19] [11, 17] [12, 17]

[13, 18] [12, 16] [14, 19]


, and C=




[4, 4] [1, 2] [2, 3]

[3, 3] [4, 5] [1, 4]

[1, 3] [1, 1] [4, 4]


.

We check whether the interval matrix equation A⊗X ⊗C = B is strongly tolerance solvable.

Solution. We compute {B(t)}∞t=0. We obtain the sequence







19 13 20

19 17 17

18 16 19


 ,




15 13 16

15 13 16

15 13 16


 ,




15 13 16

14 12 15

14 12 15


 ,




15 13 16

13 11 14

14 12 15


 ,




15 13 16

13 11 14

14 12 15


 , . . .





.

Since B(4) = B(3) ≥ B, according to Theorem 12 the given interval max-plus matrix equation is strongly
tolerance solvable with the strongly tolerance matrix B∗ = B(3). Moreover, we can compute the matrix X∗ such
that A⊗X∗ ⊗ C = B∗ for each A ∈ A and for each C ∈ C. We obtain

X∗ = X∗(A,B∗, C) =




5 2 6

5 2 6

7 4 8


 .

4.3 Conclusion
In this paper, we dealt with the solvability of interval matrix equations in max-plus algebra. Max-plus algebra is
a useful tool for describing real situation in the economy and industry. In Example 1, the values aij , xjl, and clk
represent the transportation times. In economics, those values can represent the production costs of each stage
of product production. Suppose that we can not influence production costs aij and clk, i.e., we only know the
intervals at which these values are. Using Algorithm ST we can find the total production costs and corresponding
values xjl, selecting which we achieve these total production costs independently on values aij and clk.
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Nonparametric prediction of indices  

from the Central European stock exchanges 
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Abstract. Nonparametric regression is an alternative to the parametric approach, 

where parametric models, i.e. models of the certain functional form with a fixed 

number of parameters, are applied. As opposed to the parametric approach, nonpar-

ametric regression models do not impose restrictive assumptions about the form of 

the modeling dependencies and in consequence, they are more flexible and let the 

data speak for themselves. That is why they are a promising tool for forecasting, es-

pecially in a case of nonlinear time series.  

One of the most popular nonparametric regression method is kernel smoothing. The 

aim of the paper is to assess the usefulness of the selected kernel smoothers to pre-

dict log returns of the indices from the Polish, Czech and Hungarian stock markets. 

Two kernel smoothers were applied in the research. The first one was the Nadaraya-

Watson estimator, which is the most popular nonparametric regression method. The 

second one was the local-linear kernel estimator, which combines the local linear 

approximation and the kernel smoother. For comparison, the linear regression model 

and the naive method were also considered. Lagged by one day: the S&P 500 Index, 

the currencies exchange rates, and the autoregressive variable were used as the pre-

dictors in the applied regression models. 

Keywords: kernel smoothers, nonparametric prediction, stock indices, Nadaraya-

Watson estimator, local-linear kernel estimator. 
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1 Kernel smoothing 

One of the major tasks of financial econometrics is to identify regularities occurring in financial data. Discover-

ing the mechanisms of shaping real processes in the financial markets is essential not only for cognitive, but also 

for the applicational reasons, since it forms the basis of their modeling and forecasting. Identifying relationships 

amongst financial processes is part of the current research conducted on financial markets efficiency – the con-

cept whose significance for the development of finance was confirmed by awarding the 2013 Nobel Prize in 

Economic Sciences to its pioneer - Eugene Fama. Among the tools applied for analyzing financial processes, 

nonparametric methods gain increasing recognition. These methods do not impose restrictive assumptions about 

the form of the modeling dependencies and in consequence, they are more flexible and let the data speak for 

themselves. That is why they can be very useful in data forecasting, especially in case of nonlinear time series. 

The main tools for forecasting real data are regression models. Generally, these models can be written as 

 𝑌 = 𝑚(𝒙) + 𝜀 (1) 

where 𝑚(𝐱) = 𝐸(𝑌|𝐗 = 𝐱), 𝑌 is the dependent variable, 𝐗 – the vector of regressors, 𝐱 – some fixed value of 𝐗, 

and the error term 𝜀 has the properties 𝐸(𝜀|𝐗 = 𝐱) = 0 and 𝐸(𝜀2|𝐗 = 𝐱) = 𝜎2(𝐱) (Pagan & Ullah [5]). In the 

parametric approach, the function 𝑚(𝐱) is chosen from some parametric class so that the specific candidate is 

obtained by specifying a fixed finite number of parameters. In nonparametric regression any certain parametric 

form for 𝑚(𝐱) is assumed. Instead of it, 𝑚(𝐱) is approximated by a function from some flexible class, in such a 

way that the approximation precision increases with the sample size (cf. Härdle, Lütkepohl & Chen [3]) 

One of the most important nonparametric regression methods are kernel smoothers. The Nadaraya-Watson 

estimator (N-W hereafter, Nadaraya [4], Watson [8]) is the most popular example of such a smoother. In the 

univariate case it is defined as 

 �̂�(𝑥) =
∑ 𝐾(

𝑥−𝑥𝑖
ℎ

)𝑦𝑖
𝑛
𝑖=1

∑ 𝐾(
𝑥−𝑥𝑖

ℎ
)𝑛

𝑖=1

, (2) 
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where 𝑛 is a sample size, 𝐾 is the kernel function and ℎ is the bandwidth. The kernel is a nonnegative, even 

function which satisfies 

 ∫ 𝐾(𝑥)𝑑𝑥 = 1
+∞

−∞
, (3) 

 ∫ 𝑥𝐾(𝑥)𝑑𝑥 = 0
+∞

−∞
. (4) 

In practice, it is also expected that K has the global maximum in 𝑥0 = 0, which assures that the estimated value 

�̂�(𝑥) mainly depends on observations 𝑦𝑖  corresponding to 𝑥𝑖 which are close to 𝑥. Commonly used kernel func-

tions include the Gaussian, Epanechnikov, triangle and biweight. 

In the multivariate case, to calculate �̂�(𝐱) for 𝐱 = (𝑥1, 𝑥2, … , 𝑥𝑑) the formula (2) is applied, but the function 

𝐾(𝑥) is replaced by the multivariate kernel function 𝜅(𝐱). In practice, the most popular forms of 𝜅(𝐱) are the 

product kernel 

 𝜅(𝒙) = ∏ 𝐾(𝑥𝑖)
𝑑
𝑖=1   (5) 

and the radial kernel 

 𝜅(𝒙) = 𝑐 ∙ 𝐾 (√∑ 𝑥𝑖
2𝑑

𝑖=1 ). (6) 

The local-linear kernel estimator (LLKE hereafter) is a combination of the local linear approximation and the 

kernel smoother. This method estimates the regression function �̂�(𝑥) by “locally” fitting the first degree poly-

nomial to the data via weighted least squares with weights defined by the kernel function (cf. Stone [7], Fan & 

Gijbels [2]). It consists on finding the parameters �̂�0, �̂�1 of the approximating polynomial that minimize the for-

mula 

 ∑ 𝐾 (
𝑥−𝑥𝑖

ℎ
) (𝑦𝑖 − 𝛽0 − 𝛽1(𝑥𝑖 − 𝑥))

2𝑛
𝑖=1 . (7) 

The solution of this minimization problem is 

 �̂�(𝑥) = ∑ 𝑤𝑖(𝑥)𝑦𝑖
𝑛
𝑖=1 , (8) 

where  

 𝑤𝑖(𝑥) =
𝐾(

𝑥−𝑥𝑖
ℎ

)(�̂�2(𝑥)−(𝑥−𝑥𝑖)�̂�1(𝑥))

∑ 𝐾(
𝑥−𝑥𝑖

ℎ
)(�̂�2(𝑥)−(𝑥−𝑥𝑖)�̂�1(𝑥))𝑛

𝑖=1

, (9) 

and  

 �̂�𝑟(𝑥) = ∑ 𝐾 (
𝑥−𝑥𝑖

ℎ
) (𝑥 − 𝑥𝑖)𝑟𝑛

𝑖=1 , for 𝑟 = 1, 2. (10) 

The local-linear kernel estimator is more general to the Nadaraya-Watson estimator since N-W fits a constant 

to the data close to 𝑥 whereas LLKE fits a straight line. 

2 Application of kernel smoothers to predict indices from the Central Eu-

ropean stock exchanges 

2.1 Investigated data, applied methods and verification techniques  

The aim of the research is to assess the usefulness of the both kernel smoothers presented in Section 1 to predict 

the main indices from the Polish, Czech and Hungarian stock markets, i.e. respectively, WIG, PX and BUX 

indices. The daily log returns from January 2, 2015 to March 29, 2018 were predicted. In the regression models 

the forecasts 𝑦𝑇
∗  were calculated from the formula 𝑦𝑇

∗ = �̂�(𝑥𝑇−1), where the regression function 𝑚 was estimat-

ed for each T, based on the previous 1000 observations. Log returns of the S&P 500 Index, the local currencies 

exchange rates against the US dollar (respectively: USD/PLN, USD/CZK, USD/HUF) and the autoregressive 

variable were used as the predictors 𝑥𝑇. For each investigated index three regression models with one single 

predictor were considered, but additionally the models with all three variables were also applied. 

The Gaussian kernel function, given by 
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 𝐾(𝑥) =
1

√2𝜋
𝑒−

𝑥2

2 , (11) 

was applied in calculations, and the product kernel was used in the three-variate models. The bandwidth parame-

ter ℎ was determined using the cross-validation technique.  

For comparison, the linear regression model and the naïve method were also considered. In the naïve method  

 𝑦𝑇
∗ =

∑ 𝑦𝑇−𝑖
1000
𝑖=1

1000
, (12) 

which means that the predicted value is the average of the previous 1000 observations.  

To assess the forecasting abilities of the analyzed methods, two criteria of forecasts quality were applied. The 

first one was the Root Mean Square Error (RMSE), given by 

 𝑅𝑀𝑆𝐸 = √
1

ℎ
∑ (𝑦𝑛+𝑡 − 𝑦𝑛+𝑡

∗ )2ℎ
𝑡=1 , (13) 

where ℎ is the number of forecasts.  

The second applied criterion was the Diebold-Mariano test for predictive accuracy (Diebold & Mariano [1]). 

Let 𝑦𝑇1
∗  and 𝑦𝑇2

∗  denote forecasts obtained from two competitive models, 𝑒𝑇1 = 𝑦𝑇 − 𝑦𝑇1
∗ , 𝑒𝑇2 = 𝑦𝑇 − 𝑦𝑇2

∗  - 

forecasts errors, and 𝑑𝑇 = 𝑒𝑇1
2 − 𝑒𝑇2

2  - the loss function. The null hypothesis (𝐻0:   𝐸(𝑑) = 0) states that the 

forecasts from both models have the same accuracy and the alternative hypothesis (𝐻1:   𝐸(𝑑) ≠  0) – that they 

have different levels of accuracy. The test statistic 𝐷𝑀 =
�̅�

√𝑣𝑎𝑟(𝑑)

ℎ

 (where �̅� and  𝑣𝑎𝑟(𝑑) are, respectively, the 

mean and the variance of the loss function) is asymptotically normally distributed under the null. 

2.2 Results of the research  

First, the RMSE errors were calculated. The calculated values for the naïve method are presented in Table 1. 

 

WIG PX BUX 

0.00896 0.00858 0.01030 

Table 1 RMSE errors for the naïve method 

For better clarity, the RMSE errors for other forecasting methods were transformed to the relative errors, ac-

cording to the formula 
𝑅𝑀𝑆𝐸

𝑅𝑀𝑆𝐸𝑛𝑎𝑖𝑣𝑒
∙ 100% (see Tables 2-4). The values smaller than 100% (indicating the superior-

ity over the naïve method) were bolded. 

 

linear N-W LLKE 

 Autoregressive  

99.77% 99.89% 99.92% 

 S&P 500  

96.74% 97.51% 96.52% 

 USD/PLN  

99.64% 99.94% 99.76% 

 Three variables  

96.84% 97.51% 97.04% 

Table 2 Relative RMSE errors for the WIG index 

 

linear N-W LLKE 

 Autoregressive  

100.30% 100.02% 101.39% 

 S&P 500  

97.43% 99.14% 100.19% 
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 USD/CZK  

100.11% 99.89% 100.24% 

 Three variables  

97.12% 97.99% 98.05% 

Table 3 RMSE errors for the PX index 

 

linear N-W LLKE 

 Autoregressive  

100.12% 100.13% 100.21% 

 S&P 500  

99.76% 100.93% 100.80% 

 USD/HUF  

100.00% 100.36% 106.96% 

 Three variables  

99.97% 100.97% 100.63% 

Table 4 RMSE errors for the BUX index 

As it can be seen, the most promising results were obtained for the WIG index. In this case, all of the calcu-

lated relative RMSE errors are smaller than 100%, which indicates that the regression models give more accurate 

forecasts than the naïve method. The best results were obtained from the model with the predictor S&P500 and 

from the model with all three predictors. These models led to the most accurate forecasts also in the case of the 

two remaining indices. However, for the BUX index, utility of these models is not convincing. 

Moreover, we can conclude that the superiority of the kernel smoothers over the linear models seems rather 

exceptional. Furthermore, when comparing both kernel smoothers, the local-linear kernel estimator usually did 

not lead to better results than the Nadaraya-Watson estimator. 

Next, the Diebold-Mariano test was performed (see Tables 5-7). In each cell, one can see the value of the test 

statistic. The symbols *, ** denote rejection of 𝐻0 at 5% and 1% significant level, respectively. However, be-

sides significance, it is also interesting to analyze the sign of the calculated statistics. Their negative values indi-

cate the superiority of the method in the stub of the table and its positive value - the superiority of the method in 

the box head. 

 

 naïve  linear N-W LLKE 

Autoregressive 

linear - 0.772 X -0.503 -0.907 

N-W - 0.845 X X -0.136 

LLKE - 0.216 X X X 

S&P 500 

linear -3.132** X -0.692 0.203 

N-W - 1.559 X X 1.892 

LLKE -1.962* X X X 

USD/PLN 

linear - 1.129 X -0.310 -1.382 

N-W - 1.207 X X -0.318 

LLKE - 0.784 X X X 

Three variables 

linear -2.687** X -1.089 -1.749 

N-W -3.145** X X 0.729 

LLKE -2.449* X X X 

Table 5 Results of the Diebold-Mariano test for the WIG index 
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 naïve  linear N-W LLKE 

Autoregressive 

linear 1.333 X 1.346 -1.007 

N-W 0.299 X X -1.250 

LLKE 1.255 X X X 

S&P 500 

linear -1.405 X -1.339 -1.607 

N-W -0.442 X X -0.766 

LLKE 0.065 X X X 

USD/CZK 

linear 0.239 X 0.261 -0.962 

N-W 0.159 X X -0.833 

LLKE 0.594 X X X 

Three variables 

linear -1.679 X -0.807 -0.902 

N-W -1.353 X X -0.045 

LLKE -0.792 X X X 

Table 6 Results of the Diebold-Mariano test for the PX index 

 

 

 naïve  linear N-W LLKE 

Autoregressive 

linear 1.266 X -0.028 -0.374 

N-W 0.875 X X -0.525 

LLKE 0.816 X X X 

S&P 500 

linear -0.445 X -1.481 -0.950 

N-W 0.769 X X 0.284 

LLKE 0.508 X X X 

USD/HUF 

linear -0.007 X -1.283 -1.009 

N-W 1.179 X X -0.956 

LLKE 1.015 X X X 

Three variables 

linear -0.055 X -1.265 -0.981 

N-W 0.791 X X 0.447 

LLKE 0.611 X X X 

Table 7 Results of the Diebold-Mariano test for the BUX index 

The results of the Diebold-Mariano test indicate significant differences in predictive accuracy only in the 

case of the WIG index, when the predictor S&P 500 and the set of all three predictors were applied. In these both 

cases, the test showed that the regression models gave more accurate forecasts than the naïve method. No more 

significant differences were detected, neither for the other predictors, nor for the other indices. However, when 

analyzing the signs of the calculated statistics, one can conclude that it leads to the ranking of the applied meth-

ods which is generally consistent with the results of the RMSE errors (the slight differences may be observed 

only for the models with the exchange rates predictors). 
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3 Summary 

The conducted research confirmed that stock returns inherently contain a sizable unpredictable component, so 

the best forecasting models can explain only a relatively small part of stock returns (cf. Rapach & Zhou [6]). 

Only for the WIG index the regression models revealed their superiority over the naïve method irrespective the 

applied predictor variables. However, one can conclude that the most accurate forecasts were obtained from the 

model with the predictor S&P500 and from the model with all three predictors. These predictors led to the best 

results in the case of  the PX and BUX indices, as well.  

Generally, the applied kernel smoothers did not confirm their superiority over the linear model. It may indi-

cate that the mechanism which governs the dynamics of the stock prices is not nonlinear. When comparing both 

kernel smoothers, the local-linear kernel estimator, despite its more general form, usually did not lead to more 

accurate forecasts than the Nadaraya-Watson estimator. 
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Main macroeconomic indicators in CR 

under exchange rate rule 
Václava Pánková   

Abstract The role of exchange rate and its possible regulation recently performed by 

the Czech National Bank is studied with the regard to the economic growth, exports 

and incoming FDI what are the macroeconomic entities stressed in the context of a 

positive evaluation of economic development in the CR.  

Relevant economic theory is summarized and represented by econometric models 

with a multi-equational structure. Applying appropriate estimation techniques, the 

results show that the economic growth represented by GDP increments is supported 

by exports and exchange rate and also the regulation of the CZK/EUR parity evinces 

a positive effect. The incoming FDI do not affect significantly neither GDP nor 

exports. The amount of incoming FDI, as well as the export, evidently depends on the 

exchange rate but there is no apparent influence of its temporary regulation.  For 

including out-coming FDI as an exogenous variable it also was found that FDI 

outcomes are substitutes of the exports in the Czech economic environment. 

Keywords: econometric multi-equational models, econometric methods, exchange 

rate rule 

JEL Classification: C3, E1 

AMS Classification: 62J99 

 

1 Introduction 

For the small open economy of Czech Republic, GDP, the exports and incoming investments are of crucial 

importance. In the period from 2014 to 2017, CNB (Czech National Bank) regulated the CZK/EUR parity with 

the goal to support their growth or at least to prevent their decrease. 

The flows of FDI are the fundamental elements in the economical evolution of countries within the globalization 

process of economy. The negative link between exchange rate volatility and FDI is known and as a special topic 

was treated e.g. by [2], [4]. For the economic policy makers it means to make an effort to maintain exchange rate 

stability in order to attract more FDI.  

The economists have long known that the way how exchange rate is managed is important for economic growth. 

In [7] a more strictly formulation is presented: poorly managed exchange rates can be disastrous for economic 

growth. Exchange rate rule is one of the possibilities of macroeconomic targeting concept discussed with some 

important conclusions e.g. in [1] or [5].  In 2014 the CNB started to weaken the exchange rate of the Czech crown 

because of a disproportionately low inflation rate. This policy was dropped in April 2017 and there is no unified 

opinion about its suitability among the Czech economists.   

The model studying a possible interaction among variables mentioned above is based on the relation between 

foreign trade and foreign direct investment (FDI) which is a subject of many theoretical as well as applied studies 

the representative survey of which is given e.g. in [9]. Empirical studies provide often contradictory evidence of 

the link between FDI and trade. Having FDI flowing from country A to country B three basic scenarios can occur 

- Country A has a relative abundance of capital and country B has a relative abundance of labor 

- Country B has a comparative advantage in specific production which is not related to the use of capital 

- Country B has a sufficient and relative secure demand surplus. 

Each scenario has a couple of sub-scenarios representing possible consequences and effect on export and import 

of both sides. That is why the output of a model is not to be anticipated. 

In general, the model of the form ∆𝑌 = 𝛽𝐹𝐷𝐼 + 𝛾´𝑋 + 𝑢 (see [9]) is used; Y is for export or import, X is a vector 

of further important variables. Regarding the fact that no long time-series of Czech annual data exist, X is specified 
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as containing increment of GDP, increment of exchange rate and dummy variable related to exchange rate 

intervention years. 

The eventual influence of the exchange rate rule on the changes in export / import will then be seen straightforward. 

In case of its evidence, a possible influence on GDP (not quantified) implicitly follows from the identity 

comprising consumption, investment, governmental expenditure and balance of foreign trade. Of course, vice 

versa implication does not held; GDP may be influenced through some other summand(s). 

As for FDI in the proposed model, the total value is a most rough figure. Basic categorization is to distinguish 

between FDI incoming and outcoming what helps to consider whether FDI complements or substitutes trade (detail 

e.g. in [6]). Trade and FDI are main strategies to access foreign markets. Two rival hypotheses exist concerning a 

relation between FDI and exports (i) Substitutes: Capital mobility represented by FDI removes differences in factor 

endowments, hence makes an international trade less advantageous. (ii) Complements: FDI create or expand the 

opportunity to export. 

FDI may be refined according to a sector to which it is applied. In general, the database of Eurostat offers categories 

as agriculture, forestry, manufacture, finance, a.s.o. Unfortunately, the Czech Republic data is not so subtle detailed 

except of a very small couple of years. Though the category manufacture will probably be the most appropriate 

one, a very poor finding is that it is approximately one third of the total sum.  

 

2 Data and Models 

Employing data found in Eurostat concerning CR from 1997 to 2016 annually, the followed variables are GDP, 

exports EXP, imports IMP, foreign direct investment inflows FDIIN, foreign direct investment outflows FDIOUT, 

all measured in millions of Euro and exchange rate ER  relating CZK to EUR. 

Examining a possible non-stationarity, the results summarized in Table 1 were found. 

variable ADF-test KPSS-test 

GDP I(1) I(1) 

EXP I(1) I(1) 

IMP I(1) I(1) 

ER I(1) I(1) 

FDIIN I(0) I(0) 

FDIOUT I(0) I(0) 

Table 1 ADF/KPSS tests of stationarity 

The cointegration was not studied because the data sample will not allow for using such tool as e.g. ECM model 

(unsufficient deg. of freedom). The increments of GDP, EXP, IMP, ER are used instead, described by the prefix 

D-, which as a consequence of the facts in Table 1 are stationary. DGDP, DEXP, DIMP are often used to represent 

actual economic growth. Variable DER respects the empirical knowledge of consequences of exchange rate 

volatility on important economic events. FDI´s are not differentiating what corresponds not only with the technical 

reasons but also with the idea of the models used to explain an impact of total FDI´s on the economic growth as 

well as their effect on trade flows. The philosophy of Model 1 is described in [9]. D is a dummy variable: D=0 in 

the years without an exchange rate intervention, D=1 covers the period of the exchange rate rule application. 

Model 1 

𝐷𝐸𝑋𝑃 = 𝛼0 + 𝛼1𝐹𝐷𝐼𝐼𝑁 + 𝛼2𝐹𝐷𝐼𝑂𝑈𝑇 + 𝛼3𝐷𝐺𝐷𝑃 + 𝛼4𝐷𝐸𝑅 + 𝛼5𝐷 + 𝑢 

𝐷𝐼𝑀𝑃 = 𝛽0 + 𝛽1𝐹𝐷𝐼𝐼𝑁 + 𝛽2𝐹𝐷𝐼𝑂𝑈𝑇 + 𝛽3𝐷𝐺𝐷𝑃 + 𝛽4𝐷𝐸𝑅 + 𝛽5𝐷 + 𝑣 

Estimating both equations by the SUR (seemingly unrelated regression) method, the results are summarized in 

Table 2. According to R-squared, the equations explain the endogenous variables well enough. The same cannot 
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be said about the unique variables. With the exception of constants, there is no evidence of any effect of exchange 

rate policy (parameters 𝛼5, 𝛽5) and probably surprisingly incoming FDI do not influence export. The computation 

was repeated with the above explained approximation FDImanufacture=FDIIN / 3 with no apparent changes. 

  

System: MODEL 1   

Estimation Method: Seemingly Unrelated Regression 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     𝛼0 3385.202 3466.411 0.976573 0.3404 

𝛼1 0.034881 0.652029 0.053496 0.9579 

𝛼2 -2.063002 1.159958 -1.778514 0.0905 

𝛼3 1.130042 0.264220 4.276900 0.0004 

𝛼4 3558.117 1851.979 1.921252 0.0691 

𝛼5 -3850.093 3498.033 -1.100645 0.2841 

𝛽0 2349.653 3620.802 0.648932 0.5238 

𝛽1 0.004260 0.681070 0.006255 0.9951 

𝛽2 -2.002327 1.211622 -1.652600 0.1140 

𝛽3 1.172795 0.275988 4.249440 0.0004 

𝛽4 3511.283 1934.465 1.815119 0.0845 

𝛽5 -4327.418 3653.833 -1.184350 0.2502 
     
     Equation:  

𝐷𝐸𝑋𝑃 = 𝛼0 + 𝛼1𝐹𝐷𝐼𝐼𝑁 + 𝛼2𝐹𝐷𝐼𝑂𝑈𝑇 + 𝛼3𝐷𝐺𝐷𝑃 + 𝛼4𝐷𝐸𝑅 + 𝛼5𝐷 
R-squared = 0.636776 
 
Equation:  

𝐷𝐼𝑀𝑃 = 𝛽0 + 𝛽1𝐹𝐷𝐼𝐼𝑁 + 𝛽2𝐹𝐷𝐼𝑂𝑈𝑇 + 𝛽3𝐷𝐺𝐷𝑃 + 𝛽4𝐷𝐸𝑅 + 𝛽5𝐷 
R-squared = 0.642328 
 

     
     

Table 2 Estimation results of Model 1 

Model 2 was supposed to represent a simultaneous system of equations with three crucial variables mentioned in 

the first article DGDP, DEXP and FDIIN being endogenous. The purpose is not to describe the whole economy 

but to find up only if the variables in question have any quantitative linkage. Including exogenous variables DER, 

FDIOUT and D the exact identification of each equation in Model 2 is ensured and contemporaneously an 

economic interpretation of their parameters corresponds with the topic.  

Model 2 

𝐷𝐺𝐷𝑃 = 𝛼0 + 𝛼1𝐷𝐸𝑋𝑃 + 𝛼2𝐹𝐷𝐼𝐼𝑁 + 𝛼3𝐷𝐸𝑅 + 𝛼4𝐷 + 𝛼5𝐹𝐷𝐼𝑂𝑈𝑇 + 𝑢 

𝐷𝐸𝑋𝑃 = 𝛽0 + 𝛽1𝐷𝐺𝐷𝑃 + 𝛽2𝐹𝐷𝐼𝐼𝑁 + 𝛽3𝐷𝐸𝑅 + 𝛽4𝐷 + 𝛽5𝐹𝐷𝐼𝑂𝑈𝑇 + 𝑣 

𝐹𝐷𝐼𝐼𝑁 = 𝛾0 + 𝛾1𝐷𝐺𝐷𝑃 + 𝛾2𝐷𝐸𝑋𝑃 + 𝛾3𝐷𝐸𝑅 + 𝛾4𝐷 + 𝛾5𝐹𝐷𝐼𝑂𝑈𝑇 + 𝑤 

Unfortunately, the application of the 2SLS, resp. 3SLS, methods has failed due to a singular transformation matrix. 

That is why also the Model 2 was estimated with the help of SUR.  Of course, the endo-/exogenous classification 

becomes irrelevant now.  

The SUR method is used to gain efficiency when the equations are related through the error term. The estimation 

is performed in two steps. First step: each equation is estimated by OLS, and the residuals from the equations are 

used to estimate Σ. Second step: substitute Σ found in step 1 for Σ of GLS estimator. Detailed description e.g. in 

[3]. Using this method, the model is still treated as a system endowed with the same stochastic environment.  The 

results of the SUR method application to Model 2 are in Table 3. The overall characteristics is similar as that of 

Model 1, acceptable R-squared but some of proposed explaining variables are inefficient. It means that the model 

does not confirm their influence on relevant endogenous variable. 
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Tables 2 and 3 are the authentic Eviews outputs in which the parameters are rewritten to correspond with Models 

1 and 2. While the Prob. indicator of the t-statistics show directly a possible influence of relevant exogenous 

variable, the substitute versus complement question related to exports and FDI outcomes is answered by exploiting 

a sign of relevant coefficient. While substitutive relation takes place when increase in FDI is accompanied by 

decrease in export, and vice versa, complementarity means a movement in the same direction. In our context, 

parameter ∝2 (at 10 % significance level) in Model 1, respective 𝛽5 (5 %) in Model 2, have a negative sign what 

means that the entities are substitutes.  

 

System: MODEL 2   

Estimation Method: Seemingly Unrelated Regression 
     

      Coefficient Std. Error t-Statistic Prob.   
     
     𝛼0 -392.9648 2252.627 -0.174447 0.8627 

𝛼1 0.613797 0.089127 6.886794 0.0000 

𝛼2 -0.264915 0.417429 -0.634635 0.5305 

𝛼3 -4085.859 748.0463 -5.462041 0.0000 

𝛼4 4345.508 2051.065 2.118660 0.0425 

𝛼5 1.524980 0.733490 2.079074 0.0463 

𝛽0 2117.219 3428.144 0.617599 0.5415 

𝛽1 1.469423 0.213368 6.886788 0.0000 

𝛽2 0.170104 0.650322 0.261568 0.7954 

𝛽3 5517.621 1628.140 3.388911 0.0020 

𝛽4 -5843.903 3382.395 -1.727741 0.0943 

𝛽5 -2.397366 1.148987 -2.086504 0.0455 

𝛽5 4487.411 768.7011 5.837654 0.0000 

𝛾1 -0.093218 0.146884 -0.634636 0.5305 

𝛾2 0.025001 0.095587 0.261554 0.7955 

𝛾3 -1529.339 706.0051 -2.166186 0.0384 

𝛾4 1939.646 1316.268 1.473595 0.1510 

𝛾5 -0.230165 0.480742 -0.478770 0.6356 
     
          

Equation: 
𝐷𝐺𝐷𝑃 = 𝛼0 + 𝛼1𝐷𝐸𝑋𝑃 + 𝛼2𝐹𝐷𝐼𝐼𝑁 + 𝛼3𝐷𝐸𝑅 + 𝛼4𝐷 + 𝛼5𝐹𝐷𝐼𝑂𝑈𝑇  

R-squared = 0.871218   

     
Equation: 

𝐷𝐸𝑋𝑃 = 𝛽0 + 𝛽1𝐷𝐺𝐷𝑃 + 𝛽2𝐹𝐷𝐼𝐼𝑁 + 𝛽3𝐷𝐸𝑅 + 𝛽4𝐷 + 𝛽5𝐹𝐷𝐼𝑂𝑈𝑇 
R-squared = 0.599259 
 
Equation: 

𝐹𝐷𝐼𝐼𝑁 = 𝛾0 + 𝛾1𝐷𝐺𝐷𝑃 + 𝛾2𝐷𝐸𝑋𝑃 + 𝛾3𝐷𝐸𝑅 + 𝛾4𝐷 + 𝛾5𝐹𝐷𝐼𝑂𝑈𝑇 
 R-squared = 0.439335 
 

     
     Table 3 Estimation results of Model 2 

 

3 Empirical Findings and Conclusions 

The importance of a positive development of GDP, the exports and incoming investments for the Czech economic 

health is evident. To support their growth, CNB determines convenient macroeconomic quantities according to its 

own choice; after exhausting the impact of an inflation targeting, during 2014 – 2017 period the exchange rate rule 

was applied. Taking this 3 years regulation into account, two models were formulated to study relevant relations 

and influences. 
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The finally choice of SUR method is explained and its positive features are stressed. The results of applying the 

SUR method are summarized in Table 2 (Model 1) and Table 3 (Model2). The relevance of the outputs is 

conforming to some objective facts:  The available annual data of Czech Republic hardly cover from 20 to 22 years 

including different turbulences as the continuation of transition period in late nineties and the 2007 – 09 financial 

crisis.  

Estimated parameters show that the economic growth represented by GDP increments is supported by exports and 

exchange rate and also the regulation of the CZK/EUR parity evinces a positive effect. The incoming FDI do not 

affect significantly neither GDP nor exports. The amount of incoming FDI, as well as the export, evidently depends 

on the exchange rate but there is no apparent influence of its temporary regulation.  For including out-coming FDI 

as an exogenous variable it also was found that FDI outcomes are substitutes of the exports in the Czech economic 

environment. At the same time, there is no relation between FDIIN, resp. FDIOUT, to the imports. 

The period of exchange rate regulation is distinguished and its positive contribution to actual GDP growth cannot 

be denied. Nevertheless, the opinions exist, e.g. [8] that the overheating of the Czech economy in a near future will 

follow as a necessary consequence.  
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Associations among using special education programs in  

organizations: Application of loglinear models in HRM 
Vladimír Přibyl1, Lenka Komárková2 and Pavel Pudil3 

Abstract. Vocational education and training certainly belong among the determinants 

of success and competitiveness of organizations. The rapid technological develop-

ment results inevitably in the fact that knowledge and skills of employees become 

obsolete and organizations are forced to invest not negligible financial means into 

various educational and training programs. The general aim of the study is to identify 

the associations between usage of various types of special educational programs and 

the fact whether employee considers such training programs as a benefit. The study 

was based on data set of 529 organizations collected via questionnaire in 2017. The 

association structure among the educational program types was examined by using 

loglinear models for multivariate contingency tables. We have found that the exist-

ence of special educational programs for elderly employees is conditionally independ-

ent from existence of the other forms of education programs as well as from the fact 

whether employee considers the training programs as a benefit. The found association 

structure further shows significant homogeneous conditional associations between 

some pairs of variables. 

Keywords: further education, loglinear models, multivariate contingency tables, as-

sociation structure. 

JEL Classification: C21, M53 

AMS Classification: 62H05, 62H17 

1 Introduction 

Professional development, particularly further education and training certainly belong among the determinants of 

success and competitiveness of organizations. Furthermore, training and further education are crucial HRM 

activities with a wide-range of implications, especially in the development of a talent pool of human capital. 

Organizations are investing not negligible financial means into various educational and training programs. The 

rapid technological development we are witnessing in the last decade results inevitably in the fact that knowledge 

and skills of older employees become obsolete as discussed by several authors, e.g. Beck [2], Lu, L. [9], Lallemand 

& Rycx [7]. This fact together with the ageing general population and workforce motivate companies and 

organizations to focus their educational and training activities also on special programs for older workers, or 50+ 

(generally considered as aged 55-64). In this context, we investigate whether the special programs of further 

education for the category 50+ are associated with other types of special education or if they have a particular 

position in the portfolio of all the educational programs.  

Beside this specific goal, the general aim of the study is to identify the links between a usage of various types 

of special educational programs in organizations. Particularly, we want to identify associations between the 

existence of an educational program for managers, for talent development, for women, for elderly 50+ people, for 

working in an international environment and the fact whether employee considers such training programs as a 

benefit. The identification of these associations is important especially from the viewpoint of our broader project 

which concerns of identifying the key factors of organizations success related to further professional education as 

explained in the Conclusions.  

The method we used here to identify the associations is based on the loglinear models. They were used for 

analysing associations in categorical data by several authors. DeLone [6] investigated the factors that affect the 

successful use of computer-based information systems (CBIS) by small business. Bhattacherjee et al. [4] assessed 

the associations of job and some individual factors with occupational injuries among employed people from a 

general population in north-eastern France. Vuong, Napier & Tran [20] attempted to explore relationships between 

three different dimensions of a business operation, namely the stages of business development, the methods of 

creativity and the major cultural values. A log-linear modelling for 3-dimensional contingency tables was used by 

Moreira [15] with categorical time series of standardized precipitation index for prediction of monthly drought 
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severity. Similar application to assessing homogeneous regions relative to drought was published by Li, Zhou & 

Hu [8]. Onder, M., Onder, S., & Mutlu [16] implemented the hierarchical loglinear analysis method to occupational 

fatalities occurred in the period of 1980-2004 in the five underground coal mines in Turkey. Bilder & Loughin [5] 

try to provide statistical analysis methods that can be applied to "choose all that apply" questions in complex survey 

sampling situations and show that loglinear models are developed to incorporate the multiple responses inherent 

in these types of questions. They applied this approach to data from the National Health and Nutrition Examination 

Survey.  To conclude, though the applications of loglinear models for analyzing categorical data are not rare, to 

our knowledge they are absent in the area of education. The only paper from all those mentioned here, which is at 

least loosely related to education is that of DeLone [6]. 

2 Data and Methods 

The study was based on the questionnaire distributed among the distance students of our faculty who often take 

positions of middle and senior management in their organizations. Data collection took place in the second half of 

2017. The analysis was based on data set of 529 organizations operating in the Czech Republic and all six 

considered variables were in a dichotomous form (0-no/1-yes). Empirical distribution of such variables expressed 

by relative frequencies is presented in Figure 1, where the types of special education programs are ordered 

according to frequencies of their using. We can see that special education and training programs for managers are 

the most frequent (65.6%) and special education programs for elderly 50+ employees are the least frequent (1.1%). 

In addition, employees from 52.9% organizations in the sample have an education as a benefit. That means the 

second place. 

 

Figure 1 Empirical distribution of special education programs existence  

The association structure among the variables was expressed by mosaic plots (Meyer et al. [11], Zeileis et al. [21]) 

and examined by using loglinear models for multivariate contingency tables (e.g., Agresti [1]) with cell frequencies 

as response and considered six factors as covariates. Statistical analysis was performed using the statistical 

software R (R Core Team [19]), R package vcd (Meyer et al. [10]). With respect to the sample size and the model’s 

interpretation capability, the loglinear model with all three-way interactions was taken as the initial model. By the 

means of the likelihood ratio tests, insignificant terms were eliminated to arrive at the final model which describes 

the association structure among the six variables. Deviances of the final and the initial model differ by 21.79 on 

29 degrees of freedom (p-value of the submodel test: p = 0.829). 

3 Results and Discussion 

Marginal associations were explored by matrix of mosaic plots for two-way contingency tables, see Figure 2. 

Analogously, for visualizing the six-way contingency table, mosaic plot in Figure 3 was used.  Both plots also 

indicate that there is some association among the investigated variables (large absolute values of Pearson residuals 

from the independence model are indicated by colors – shades of blue and red). 
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Figure 2 Matrix of mosaic plots 
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Figure 3 Mosaic plot under the independence model 

No three-way interactions were present in the final model which involves six two-way interactions, see the left 

side of Table 1. Particularly, Table 1 reports estimated odds ratios (OR), related 95% Wald confidence intervals 

and p-values based on the likelihood-ratio tests. For each pair of variables from Table 1, their conditional (given 

the remaining variables) association structure is the same for all levels of the conditioning variables. That is, the 

pairs of variables from Table 1 express the homogeneous and significant associations with respect to the remaining 

variables. Those pairs not mentioned in Table 1 do not express significant conditional association. The results are 

further summarized in Table 2 which displays the revealed association structure in a matrix form. It clearly shows 

that usage of special educational programs for elderly employees has a special position. Their existence in an 

organization is conditionally independent from existence of the remaining forms of education programs as well as 

from the fact whether employee considers the training programs as a benefit. 

 

 Conditional Association Marginal Association 

Term OR  95% CI  P-value OR  95% CI  P-value 

Managers*International 1.69 (1.12, 2.55) 0.012 2.73 (1.88, 3.98) < 0.001 

Managers*Talent 5.85 (3.02, 11.32) < 0.001 7.12 (3.72, 13.64) < 0.001 

Managers*Benefit 2.37 (1.60, 3.50) < 0.001 2.93  (2.02, 4.26) < 0.001 

Women*International 7.66 (1.72, 34.03) < 0.001 7.66 (1.73, 34.03) < 0.001 

International*Talent 2.89 (1.82, 4.59) < 0.001 3.63 (2.33, 5.68) < 0.001 

International*Benefit 3.24 (2.24, 4.70) < 0.001 3.74 (2.61, 5.37) < 0.001 

Table 1 Conditional association based on the final loglinear model (left side) and marginal association for each 

pair of factors (right side). Note: The symbol * denotes an interaction. 

Further, existence of educational programs for managers is associated with existence of educational programs for 

talent development and for working in an international environment. The strongest (and positive) conditional 

association (OR of 7.66) was found between existence of educational programs for women and for working in an 

international environment. Working in an international environment is further associated with existence of 

educational programs for talent development. Finally, the fact whether employee considers the educational 

programs as a benefit is significantly associated with existence of educational programs for managers and for 

working in an international environment. In addition, the estimated conditional associations are weaker than 
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marginal associations except one case (of the strongest association mentioned above) where the estimates for odds 

ratio are the same for both situations. 

 

Type of Special Program Managers Women Talent Elderly International Benefit 

Managers x No Yes No Yes Yes 

Women No x No No Yes No 

Talent Yes No x No Yes No 

Elderly No No No x No No 

International Yes Yes Yes No x Yes 

Benefit Yes No No No Yes x 

Table 2 Association structure of investigated variables 

4 Conclusion 

The results of this study demonstrate that as far as using various special education programs is concerned, the 

associations among them exist, in some cases quite strong. This fact has to be considered having in mind the 

overall objective of our broader research project “Organizations success related to professional education: 

identifying key factors”. As the project title suggests, its ultimate goal is to identify among a number of variables 

or features characterizing the overall process of professional education just those variables which have a significant 

impact on organizations success. Then, such variables could be looked upon as the key factors of the economic 

success. The number of all the possible characteristics of the overall process of further professional education in 

organizations can be really a big one. We plan to use several alternative approaches to pursue the work on the 

project, namely the tests of independence, multiple regression analysis or logistic and ordinal regression, that have 

been already successfully used in our research (Pudil et al. [18], Mikova et al. [13], Mikova, Komarkova and 

Pudil [12], Mikova, Pudil and Komarkova [14]). Furthermore, in the following stages of the project we plan to use 

also the learning methods of feature selection and classification from statistical pattern recognition that helped to 

yield valuable results in the project concerned with identifying key factors of competitiveness of Czech companies 

(e.g. Pudil et al. [17]). 

All these named approaches need some reduction of the number of variables entering into the analysis. It is 

true particularly for learning approaches from pattern recognition where the so called curse of dimensionality due 

to a famous American mathematician Richard Bellman (see Bellman [3]) is valid. The consequence is that to match 

the original dimensionality (the original number of characteristics or variables), we would need an enormous size 

of the data set, however its size is in most real problems rather limited. It means we need to reduce the number of 

variables characterizing the process of further professional education, while not losing the essential information. 

One of the ways to achieve this can be just by means of analysing the association structure of investigated variables 

(the usage of special education programs). Those variables having strong associations need not be considered as 

independent variables but can be grouped together. 

Though, with respect to a low frequency of special programs for women and the category 50+ in our sample, the 

results of this pilot have to be taken with some caution, it is obvious that analyzing the associations among using 

special educations programs is a suitable method for our project. As we shall soon begin to analyze a much bigger 

data set concerning the profession education in our country, we can also expect higher numbers of using special 

education programs. Beside applying loglinear models for this purpose which was the aim of the current study we 

plan to use another approach based on data mining, namely the association rules. The applications of this approach 

are really numerous, they can be found even in the area of education or training.  
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Fuzzy Decision Matrix in Case of Two Risk Factors
Ondřej Pavlačka1, Vojtěch Sukač2

Abstract. A decision matrix models a particular problem of decision-making under
risk. Elements of the matrix express outcomes of alternatives if the particular states
of the world occur. The alternatives are usually compared on the basis of the expected
values and variances of their outcomes. In the paper, we study the case where the
states of the world are given by possible combinations of the vaguely defined states of
two risk factors. We assume that probability distributions of the risk factors are known
and their states are expressed by fuzzy sets. Furthermore, we consider the outcomes of
alternatives under the particular states of the world to be expressed by fuzzy numbers.
We show that in such a case a fuzzy decision matrix can be understood as a collection
of fuzzy rule-based systems. We derive the proper formulas for computing the fuzzy
expected values and variances of the outcomes of alternatives.

Keywords: Decision matrices, decision-making under risk, fuzzy states of the world,
fuzzy rule-based systems.

JEL classification: C44
AMS classification: 90B50

1 Introduction
In decision making under risk, a decision matrix (see Tab. 1) is a popular tool of risk analysis (see e.g. [1, 13]). It
describes how outcomes of alternatives x1, . . . , xn depend on the fact which of the possible and mutually disjoint
states of the world S1, . . . , Sm will occur. The probabilities of occurrences of the states of the world are given by
p1, . . . , pm. Thus, for any i ∈ {1, . . . , n}, the outcome of choosing an alternative xi is expressed by a discrete
random variable Hi that takes on the values hi,1, . . . , hi,m with the probabilities p1, . . . , pm. The alternatives are
usually compared on the basis of the expected values EH1, . . . , EHn and variances var H1, . . . , var Hn of their
outcomes, where EHi =

∑m
j=1 pj · hi,j and var Hi =

∑m
j=1 pj · (hi,j − EHi)

2, i = 1, . . . ,m.

S1 S2 · · · Sm
p1 p2 · · · pm

x1 h1,1 h1,2 · · · h1,m EH1 var H1

x2 h2,1 h2,2 · · · h2,m EH2 var H2

· · · · · · · · · · · · · · · · · · · · ·
xn hn,1 hn,2 · · · hn,m EHn var Hn

Table 1 Decision matrix.

In practical applications, the states of the world as well as the outcomes of alternatives can be determined
vaguely (see e.g. [2] and references therein). The states of the world are mostly described verbally, like “moderate
increase of the gross domestic product”, “low inflation rate”, etc. As for the outcomes of alternatives, it can be
sometimes problematic to express them precisely because we may not have enough information. For instance, the
evaluation under a certain state of the world can be described as “increase about 2 %”. In some cases, it is more
natural for a decision-maker to express the evaluations by selecting a term from a given linguistic scale.

The vaguely described pieces of information can be mathematically modelled by means of tools of fuzzy sets
theory. A decision matrix with fuzzy states of the world and fuzzy outcomes of alternatives is called a fuzzy
decision matrix. Talašová and Pavlačka [12] introduced a model where the fuzzy states of the world are expressed
by fuzzy sets on the universal set on which the probability distribution is given. They proposed to proceed in the
same way as in the case of the crisp (i.e. exactly described) states of the world; they set the probabilities of the
fuzzy states of the world applying the formula proposed by Zadeh in [15]. Within this approach, the outcomes
of alternatives are understood as discrete random variables taking on fuzzy values with the probabilities of the
fuzzy states of the world. In [4, 7], it is shown that the Zadeh’s probabilities of fuzzy events lack the common

1Palacký University Olomouc, Faculty of Science, Department of Mathematical Analysis and Applications of
Mathematics, 17. listopadu 1192/12, 771 46 Olomouc, Czech Republic, ondrej.pavlacka@upol.cz
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interpretation of a probability measure. Therefore, an alternative to how the information contained in a fuzzy
decision matrix can be treated was proposed by Rotterová and Pavlačka in [5, 8]. The way is based on the idea that
a fuzzy decision matrix does not determine discrete fuzzy random variables, but a collection of fuzzy rule-based
systems (a fuzzy rule-based system was introduced by Zadeh in [16]).

In real world, there are situations where the outcomes of alternatives are affected by several risk factors. In
the paper, we will study the case where the states of the world are given by possible combinations of the vaguely
defined states of two risk factors. We assume that probability distributions of the risk factors are known and their
states are expressed by fuzzy sets. The case where the two risk factors are continuous was already considered by
Talašová and Pavlačka in [12]. However, as it is mentioned above, they proposed to apply Zadeh’s probabilities of
fuzzy events. In concordance with recent developments, we will construct the corresponding collection of fuzzy
rule-based systems and derive the proper formulas for computing the fuzzy expected values and variances of the
outcomes of alternatives.

The rest of the paper is organised as follows. The way how can be vaguely defined states of the world and
uncertain outcomes of alternatives expressed by means of tools of fuzzy sets theory is presented in next section.
In Section 3, the case where the states of the world are given by combinations of the states of two risk factors is
analysed.

2 Fuzzy states of the world and fuzzy outcomes of alternatives
First, let us describe how the vaguely defined states of the world and uncertain outcomes of alternatives can be
expressed by means of tools of fuzzy sets theory.

A fuzzy set A on a non-empty universal set U is determined by its membership function µA : U → [0, 1].
Let us denote the family of all fuzzy sets on U by F(U). For any α ∈ (0, 1], Aα denotes an α-cut of A, i.e.
Aα := {u ∈ U | µA(u) ≥ α}. Let us note that any crisp set A ⊆ U can be viewed as a fuzzy set of a special kind;
the membership function µA coincides in such a case with the characteristic function χA of A, which implies that
Aα = A for all α ∈ (0, 1]. This convention further allows us to consider crisp states of the world as a special kind
of fuzzy states of the world.

Let us assume that a probability space (Ω,A, P ) is given, where Ω denotes a nonempty set of all elementary
events (all possible states of the world in the future), A represents the set of all considered random events (A
forms a σ-algebra of subsets of Ω), and P : A → [0, 1] is a probability measure that assigns to each random event
A ∈ A its probability P (A) ∈ [0, 1]. Vaguely defined states of the world can be appropriately expressed (see
[5, 8, 12]) by fuzzy sets S1, . . . , Sm on Ω whose membership functions µS1

, . . . , µSm
are A-measurable, i.e. the

α-cuts Sjα ∈ A for any α ∈ (0, 1], j = 1, . . . ,m, and that form a fuzzy partition of Ω, i.e.
∑m
j=1 µSj

(ω) = 1 for
any ω ∈ Ω. Such fuzzy sets S1, . . . , Sm usually represent mathematical meanings of linguistic terms from a given
linguistic scale (see [8]).

As was mentioned in Introduction, it can be sometimes difficult to determine outcomes of alternatives under
particular states of the world by real numbers. As it is stated in [8], one reason can be the lack of information
caused e.g. by inaccuracies of measurements or a lower quality of data transmissions. Another reason can be that
it is more natural for a decision-maker to describe the outcomes linguistically rather than by numbers.

Uncertain quantities can be modelled by fuzzy numbers. A fuzzy number X is a fuzzy set on the set of all
real numbers R whose membership function µX : R → [0, 1] fulfils the following three conditions: there exists
at least one x ∈ R such that µX(x) = 1, the α-cuts Xα are closed intervals for any α ∈ (0, 1], and the set
Supp X := {x ∈ R | µX(x) > 0}, called the support of X , is bounded. The set of all fuzzy numbers will be
denoted by FN (R).

In [3], it was shown that any fuzzy number X can be uniquely given by the pair of functions x and x defined
on [0, 1] such that [x(α), x(α)] = Xα for all α ∈ (0, 1] and [x(0), x(0)] means the closure of the support ofX . For
such a description of a fuzzy number, the notation X = (x, x) will be used throughout the paper. A real number
x ∈ R can be viewed as a fuzzy numberX = (x, x), where x(α) = x(α) = x for all α ∈ [0, 1]. By this convention
we can handle the cases where some outcomes of alternatives are crisp and some are fuzzy.

There are two ways of determining fuzzy outcomes of alternatives Hi,j , i = 1, . . . , n, j = 1, . . . ,m. The
first way is to specify them directly by fuzzy numbers. For instance, some expert can described the outcome of an
alternative directly by a fuzzy number expressing the uncertain value “about 5 % profit” . The second possibility of
expressing the fuzzy evaluation of the alternative consists in the fact that the outcome is represented by a linguistic
variable (linguistic variables were introduced in [16]). A decision-maker evaluates the outcomes of alternatives
under the particular states of the world by appropriate linguistic terms whose mathematical meanings are described
by fuzzy numbers.
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3 Fuzzy decision matrix in case of two risk factors
In this section, let us study the case where outcomes of alternatives are affected by two risk factors denoted by R1

and R2. First, we construct the corresponding collection of fuzzy rule-based systems, and then derive the proper
formulas for computing the fuzzy expected values and variances of the outcomes of alternatives.

Let us assume that probability spaces (Ω1,A1, P1) and (Ω2,A2, P2) are given, where for j = 1, 2, Ωj denotes
a nonempty set of all possible states of the j-th risk factor, Aj forms a σ-algebra of random events on Ωj , and
Pj : Aj → [0, 1] is a probability measure. Vaguely defined states of the j-th risk factor are expressed by fuzzy sets
Sj1, . . . , Sjmj

on Ωj , whose membership functions µSj1
, . . . , µSjmj

are Aj-measurable, and that form a fuzzy
partition of Ωj , i.e.

∑mj

k=1 µSjk
(ωj) = 1 for any ωj ∈ Ωj . The fuzzy states of the world are then represented by

the Cartesian products S1k × S2l, k = 1, . . . ,m1, l = 1, . . . ,m2, where

µS1k×S2l
(ω1, ω2) = min{µS1k

(ω1)), µS2l
(ω2))}, for any (ω1, ω2) ∈ Ω1 × Ω2.

For i = 1, . . . , n, the outcomes of an alternative xi under the particular states of the worlds are expressed by
fuzzy numbers Hi,(kl) = (hi,(kl), hi,(kl)), k = 1, . . . ,m1, l = 1, . . . ,m2. Information about how the outcomes of
alternatives depend on the two risk factors can be described by the fuzzy decision matrix presented in Tab. 2.

S11 × S21 S11 × S22 · · · S1m1
× S2m2

x1 H1,(11) H1,(12) · · · H1,(m1m2)

x2 H2,(11) H2,(12) · · · H2,(m1m2)

· · · · · · · · · · · · · · ·
xn Hn,(11) Hn,(12) · · · Hn,(m1m2)

Table 2 Fuzzy decision matrix in case of two risk factors.

In concordance with the procedure proposed in [5, 8], the information given in Tab. 2 about the outcome of an
alternative xi, i ∈ {1, . . . , n}, can be transformed into the following basis of fuzzy If-Then rules:

If the risk factor R1 is S11 and the risk factor R2 is S21, then the outcome of xi is Hi,(11).

If the risk factor R1 is S11 and the risk factor R2 is S22, then the outcome of xi is Hi,(12).

. . .

If the risk factor R1 is S1m1 and the risk factor R2 is S2m2 , then the outcome of xi is Hi,(m1m2).

(1)

For computing the output of the fuzzy rule-based system (1), it was shown in [8] that it should be applied the
generalised Sugeno’s method of fuzzy inference introduced by Talašová [11]. It represents the extension of the
Sugeno’s method of fuzzy inference, introduced by Sugeno [10], that on the right-hand side of the rules consid-
ers outcomes given by real numbers instead of fuzzy numbers. For any (ω1, ω2) ∈ Ω1 × Ω2, the outcome of
choosing xi is given by a fuzzy number Hi(ω1, ω2) that is obtained as a weighted average of fuzzy numbers
Hi,(11), Hi,(12), . . . ,Hi,(m1m2) as follows:

Hi(ω1, ω2) =

∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} ·Hi,(kl)∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} , (2)

i.e. if we denote Hi(ω1, ω2) = (hi,ω1,ω2
, hi,ω1,ω2), then for all α ∈ [0, 1]:

hi,ω1,ω2
(α) =

∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} · hi,(kl)(α)∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} ,

hi,ω1,ω2(α) =

∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} · hi,(kl)(α)∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} .

Thus, for i = 1, . . . , n, the fuzzy outcome of an alternative xi is expressed by the mappingHi : Ω1×Ω2 → FN (R)
given by (2). Since we operate within the given probability spaces (Ω1,A1, P1) and (Ω2,A2, P2), H1, . . . ,Hn

represent fuzzy random variables. Analogously as in the case of a crisp decision matrix described by Tab. 1,
the alternatives x1, . . . , xn can be compared on the basis of the fuzzy expected values and fuzzy variances of
H1, . . . ,Hn. Let us derive now the formulas for their computation.

Ondřej Pavlačka, Vojtěch Sukač

385



Let P be the joint probability distribution of the risk factors R1 and R2. For the sake of simplicity in notation,
let

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
:=

∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} · hi,(kl)∑m1

k=1

∑m2

l=1 min{µS1,k
(ω1), µS2,l

(ω2)} .

For i = 1, . . . , n, the fuzzy expected value of Hi is a fuzzy number EHi =
(
Ehi, Ehi

)
where for all α ∈ [0, 1]:

Ehi(α) = min

{∫

Ω1×Ω2

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
dP | hi,(k,l) ∈ [hi,(kl)(α), hi,(kl)(α)],

k = 1, . . . ,m1, l = 1, . . . ,m2

}
=

∫

Ω1×Ω2

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
dP, (3)

Ehi(α) = max

{∫

Ω1×Ω2

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
dP | hi,(k,l) ∈ [hi,(kl)(α), hi,(kl)(α)],

k = 1, . . . ,m1, l = 1, . . . ,m2

}
=

∫

Ω1×Ω2

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
dP. (4)

The fuzzy variance of Hi is a fuzzy number var Hi =
(
var hi, var hi

)
that can be obtained as follows: Let us

denote
v
(
hi,(11), . . . , hi,(m1m2)

)

:=

∫

Ω1×Ω2

(
s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
−
∫

Ω1×Ω2

s
(
ω1, ω2;hi,(11), . . . , hi,(m1m2)

)
dP

)2

dP. (5)

Then for all α ∈ [0, 1]:

var hi(α) = min
{
v
(
hi,(11), . . . , hi,(m1m2)

)
| hi,(k,l) ∈ [hi,(kl)(α), hi,(kl)(α)], k = 1, . . . ,m1, l = 1, . . . ,m2

}
,

(6)
var hi(α) = max

{
v
(
hi,(11), . . . , hi,(m1m2)

)
| hi,(k,l) ∈ [hi,(kl)(α), hi,(kl)(α)], k = 1, . . . ,m1, l = 1, . . . ,m2

}
.

(7)
Let us note that these optimization problems can be very difficult to solve. The algorithms for solving these
problems could be a subject of further research.

Example 1. Let us assume that the risk factors R1 and R2 are continuous (their domain is R) and mutually
independent. Let their probability distributions be given by density functions f1 and f2, respectively. The formulas
(3) and (4) for computing the fuzzy expected values EHi =

(
Ehi, Ehi

)
, i = 1, . . . , n, are then expressed for all

α ∈ [0, 1] as follows:

Ehi(α) =

∫ ∞

−∞

∫ ∞

−∞
s
(
x1, x2;hi,(11), . . . , hi,(m1m2)

)
f1(x1)f2(x2)dx1dx2,

Ehi(α) =

∫ ∞

−∞

∫ ∞

−∞
s
(
x1, x2;hi,(11), . . . , hi,(m1m2)

)
f1(x1)f2(x2)dx1dx2.

The auxiliary function v defined by (5), applied in the formulas (6) and (7) for computing the fuzzy variances
var H1, . . . , var Hn, is in this case given by

v (hi) =

∫ ∞

−∞

∫ ∞

−∞

(
s (x1, x2;hi)−

∫ ∞

−∞

∫ ∞

−∞
s (y1, y2;hi) f1(y1)f2(y2)dy1dy2

)2

f1(x1)f2(x2)dx1dx2,

where hi =
(
hi,(11), . . . , hi,(m1m2)

)
.

Remark 1. It can be easily seen from (2) that in the case where the states of the risk factors R1 and R2 are crisp,
i.e. S11, . . . , S1m1

∈ A1, and S21, . . . , S2m2
∈ A2, respectively, and where the outcomes of alternatives are given

by real numbers hi,(kl), H1, . . . ,Hn are discrete random variables taking on the values hi,(11), . . . , hi,(m1m2),
i = 1, . . . , n, with the probabilities pkl = P (R1 = S1k, R2 = S2l), k = 1, . . . ,m1, l = 1, . . . ,m2. Hence, the
approach presented in the paper represents an extension of a decision matrix.

Comparison of alternatives x1, . . . , xn can be based on the visual judgment of the membership functions of
the fuzzy expected values EH1, . . . , EHn and of the fuzzy variances var H1, . . . , var Hn. Another possibility is
to apply some defuzzification procedure, e.g. compare these fuzzy characteristics on the basis of their centres of
gravity. We can also employ the linguistic approximation for characterization the fuzzy expected values and fuzzy
variances, as was proposed by Talašová and Pavlačka [12].
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Example 2. Let us consider the following situation: We can sell either only a productA (an alternative x1), or two
products A and B simultaneously (an alternative x2). The degree of our satisfaction from this activity (derived not
only from the future yield but also from the time we will spend by the activity) depend on two discrete independent
risk factors – the demands for the products A and B. Let us assume that four levels of both demands are possible
in the future, i.e. we have the couple of universes Ωi = {ωi1, ωi2, ωi3, ωi4}, i = 1, 2. The probabilities of the
elementary events are given as follows: P ({ωij}) = pij , i = 1, 2, j = 1, . . . , 4, where p11 = p14 = 0.15,
p12 = p13 = 0.35, and p21 = p22 = p23 = p24 = 0.25.

For both risk factors, we can distinguish two cases (fuzzy states of the risk factors) – “a small demand” (denoted
by Si1, i = 1, 2) and “a big demand” (denoted by Si2, i = 1, 2). The corresponding fuzzy sets are given in the
following way: Si1 =

{
1|ωi1 ,

0.667 |ωi2 ,
0.333 |ωi3 ,

0 |ωi4

}
, Si2 =

{
0|ωi1 ,

0.333 |ωi2 ,
0.667 |ωi3 ,

1 |ωi4

}
, i = 1, 2, where

elements of the sets are in the form µSik
(ωij)|ωij

, i, k = 1, 2, j = 1, . . . , 4.

How our degree of satisfaction, defined on the unit interval [0, 1], depends on the fact which combination
of demands for A and B will occur in the future is described in Tab. 3. The uncertain degrees of satisfaction
H1,(11), . . . ,H2,(22) are for the sake of better clearness given by intervals (special kinds of fuzzy numbers whose
α-cuts are the same).

S11 × S21 S11 × S22 S12 × S21 S12 × S22

x1 [0.15, 0.35] [0.15, 0.35] [0.65, 0.85] [0.65, 0.85]

x2 [0, 0.15] [0.4, 0.6] [0.4, 0.6] [0.85, 1]

Table 3 Fuzzy decision matrix with interval-valued degrees of satisfactions H1,(11), . . . ,H2,(22).

Now, let us compute the expected interval degrees of satisfactionEH1 = [Eh1, Eh1] andEH2 = [Eh2, Eh2].
Let us denote H1,(11) = [h1,(11), h1,(11)], . . . ,H2,(22) = [h2,(22), h2,(22)], i.e. h1,(11) = 0.15, h1,(11) = 0.35, etc.
Then according to (3) and (4), we get

Eh1 =

4∑

i=1

4∑

j=1

p1i · p2j ·
∑2
k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)} · h1,(kl)∑2

k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)}

= 0.4,

Eh1 =

4∑

i=1

4∑

j=1

p1i · p2j ·
∑2
k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)} · h1,(kl)∑2

k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)}

= 0.6,

and analogously, EH2 = [0.413, 0.588]. We can see, that the expected degrees of satisfaction are very similar, the
second one is less uncertain.

The interval variations var H1 = [var h1, var h1] and var H2 = [var h2, var h2] are calculated according to
(6) and (7). By solving the following optimization problems for r = 1, 2:

var hr = min

{
4∑

i=1

4∑

j=1

p1i · p2j ·
∑2
k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)} · hr,(kl)∑2

k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)}

|

hr,(k,l) ∈ Hr,(kl), k = 1, 2, l = 1, 2

}
,

var hr = max

{
4∑

i=1

4∑

j=1

p1i · p2j ·
∑2
k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)} · hr,(kl)∑2

k=1

∑2
l=1 min{µS1k

(ω1i), µS2l
(ω2j)}

|

hr,(k,l) ∈ Hr,(kl), k = 1, 2, l = 1, 2

}
,

we obtain var H1 = [0.008, 0.042] and var H2 = [0.026, 0.061]. Thus, as it could be expected from Tab. 3, the
variance of the degree of satisfaction by the second alternative x2 is greater.

4 Conclusion
We have dealt with the problem of the extension of a decision matrix for the case where the states of the world are
given by possible combinations of the vaguely defined states of two risk factors and the outcomes of alternatives
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under the particular states of the world are expressed by fuzzy numbers. We have assumed that probability distribu-
tions of the two risk factors are known and the states of the risk factors are expressed by fuzzy sets. In concordance
with recent developments in this field, we have constructed the corresponding collection of fuzzy rule-based sys-
tems (1) and derived the proper formulas for computing the fuzzy expected values and fuzzy variances of the
outcomes of alternatives, based on which the alternatives can be compared.

Future work in this field will be focused on the case where the underlying probability measure is fuzzy. For
instance, the parameters of the underlying probability distributions of the two risk factors, like µ and σ in the case
of the normal distribution, could be given by fuzzy numbers (e.g. they can be estimated on the basis of fuzzy
data, see Viertl [14]). Another possibility is the situation where the risk factors are of discrete nature and the
probabilities of the particular states are fuzzy (e.g. expertly set). Such a problem in case of one risk factor was
studied by Pavlačka and Rotterová in [6, 9].
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[4] Pavlačka, O. & Rotterová, P. (2014). Probability of fuzzy events. In J. Talašová, J. Stoklasa & T. Talášek
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[6] Pavlačka, O. & Rotterová, P. (2018). Fuzzy Decision Matrices in Case of a Discrete Underlying Fuzzy Prob-
ability Measure. In J. Kacprzyk et al. (Eds.), Advances in Fuzzy Logic and Technology 2017 (pp. 129–137).
Heidelberg: Springer Internatioanal Publishing AG.

[7] Rotterová, P. & Pavlačka, O. (2016). Probabilities of Fuzzy Events and Their Use in Decision Matrices.
International Journal of Mathematics in Operational Research, 9 (4), 423–435.
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Matrix Rearrangement Problem
with Partially Fixed Entries

Štefan Peško1

Abstract. In this paper, we study the new rearrangement problem of finding the
intra-column permutation of a matrix such that the row-sums has minimal variability
but some given elements are fixed. This problem occurs in assembly line scheduling
problem, where n items are to be produced bym assembly lines. To each line we must
assign d workers, specialized in different jobs. We have nd workers and each worker
has a different job completion time. The objective is to maximize the probability
of finishing of all n items in given deadline interval by assigning the workers to the
assembly line.
For two columns matrix it is known that the standard rearrangement problem is poly-
nomially solvable. For general matrices, this problem is NP-hard. We modify known
stochastic Block Arrangement Algorithm. We study MILP and MIQP models for
small number of fixed elements of matrix. This approach can be used as a heuristic
method for medium size instances. Exact and heuristic solutions are discussed.

Keywords: matrix rearrangement, fixed elements, block arrangement algorithm,
mixed integer programming.

JEL classification: 90C10, 90C15
AMS classification: C02, C61, C65, C68, J33

1 Introduction
We deal with solving a modified version of a NP-hard problem that occurs in assembly line crew scheduling
problem, where n items are to be produced by m assembly lines. We study the new rearrangement problem of
finding the intra-column permutation of a matrix such that the row-sums has minimal variability but some given
elements are fixed.

First formulations under the name Matrix Permutation Problem (MPP) can be found in Černý [4] (in Slovak)
and Tegze & Vlach [12] (in English). They are motivated by Peško’s mathematical interpretation of a real problem,
when it was needed to assign weekly work schedule to a given number of drivers as evenly as possible. The goal
is to find a minimally varied set of row-sums of columns permuted matrix. The approaches based on graph theory
solving graph version of the MPP are studied by Czimmermann [2]. In paper Peško and Černý [9] present different
real situations where making managerial decisions can be influenced by the methodology of fair assignment.

For reference, 32 MPPs are defined and examined in work Dell’Olmoa [5]. They are characterized by particular
measure of set uniformity to be optimized. 21 of the studied problems can be solved by linear time algorithms, 7
require more complex algorithms but can still be solved in polynomial time, and 3 are proved to be NP-hard. The
possibility of use of algorithms based on aggregate two-column sub-problems for a fair scheduling can be found
in papers Boud. Jakobsons & Vanduffel [1] or Puccetti & Ruschendorf [11]. The stochastic algorithm for uniform
workload distribution problems is studied in paper Peško & Kaukič [10].

New interesting results can be found in paper Jakobsons and Wang [6] where arrangement increasing function
with matrix input over intra-column permutations was studied. Authors show that many classical optimization
problems, including stochastic crew scheduling and assembly of reliable systems, have objective functions with
this structure. In the recent time the investigation of the problem continues, under the name of Matrix Arrangement
Problem (MAP) or Block Rearranging Algorithm (BRA) in the papers Boud, Jakobsons & Vanduffel [1] and
Puccetti, G. & Ruschendorg, L. [11].

Let us begin with motivation of our problem.

2 Assembly line crew scheduling problem
In the following subsections, we provide the modification of Assembly Line Crew Scheduling problem (ALCS)
from paper Jakobsons, E. & Wang, R. [8] whose deterministic version was first introduced in Hsu [7]. We describe
new stochastic version of this problem and we will use notation from [8].

1University of Žilina, Univerzitná 8215/1, 010 026 Žilina, Slovakia, stefan.pesko@fri.uniza.sk
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The ALCS problem considers the production of n items on n parallel assembly lines (one item on each line),
where each item requires d different operations. There are n workers specialized in each of the d operations, hence
nd workers in total. The time taken by worker i of specialty j to complete the operation is a random variable
Tij ∼ F

θij
j , where F θj is a distribution function that models the completion time of operation j, parameterized by

θ ∈ <. All random variables Tij , i ∈ I = {1, . . . , n}, j ∈ J = {1, . . . , d} are assumed to be independent.

Thus, the input for an instance of this problem is the matrix of parameters Θ ∈ <n×d. We are allowed to
assign the workers within each specialty to the n assembly lines in any order. If the ith row of Θ represents the ith

assembly line, then the assignment of workers corresponds to permuting the entries within each column (specialty).
Denote by Ci =

∑d
j=1 Tij the completion time of the ith item. Let cL and cU are given lower and upper bounds

of completion times for all items.

Let E ⊂ I × J be set of fixed assignment by some workers i of specialty j as additional input of the instance.
This requirement is motivated by the practice that some workers are closely specialized in one type of operations.
Our goal is maximize the probability of meeting completion times in interval 〈cL, cU 〉 i.e.

∏

i∈I
P(cL ≤ Ci ≤ cU )→ max . (1)

Remark 1. Authors in paper [8] consider three different objectives for stochastic problem (maximize the probabil-
ity of meeting a deadline, minimize the expected makespan and maximize the expected number of items finished
within the deadline). They do not assume fixed assignments, only the makespan Cmax = maxi∈I Ci < cU of the
project.

We will first formulate deterministic version of Matrix rearrangement problem with partially fixed entries.

3 Deterministic formulation
In this section we will use notation from section 2.

Let us have the real matrix A = (aij), i ∈ I = {1, 2, . . . , n}, j ∈ J = {1, 2, . . . , d} and the subset of
fixed pair of indexes E ⊂ I × J. Let Π(n, d) be set of all d-tuples of permutation of set {1, . . . , n}. Then π =
(π1, π2, . . . , πd) ∈ Π(n, d) is vector of permutation elements of matrix Aπ = (aπj(i),j). Let sπ = (sπi ), i ∈ I be
a vector of row-sums, where sπi =

∑
j∈J aπj(i),j .

We consider two very simple object functions as an irregularity measures of vector x = (x1, x2, . . . , xn)
1. fdif (x) = maxi∈I xi −mini∈I xi,
2. fvar(x) =

∑
i∈I(xi − x)2, where x = 1

n

∑
i∈I xi.

Than aim of optimization problem FREA(f) is vector of permutations

π∗f = argmin{f(sπ) : π ∈ Π(n, d), πj(i) = i for (i, j) ∈ E},

where f ∈ {fdif , fvar}.

Remark 2. It is possible to show that the feasible space of FREA(fvar) is a subset of the feasible space of
FREA(fdif ).

3.1 Two-column case
For two-column case of the FREA(f), whereA ∈ <n×2, the mean of row-sums equals to a = 1

n

∑
i∈I(ai1 + ai2).

We can, without loss of generality, set π1(i) = i for i ∈ I and we get an objective function fvar in the form

fvar(s1, s2, . . . , sn) =
∑

i∈I
(ai1 + aπ2(i)2 − a)2 =

∑

i∈I
(ai1 + aπ2(i)2)2 + a2 − 2a

∑

i∈I
(ai1 + aπ2(i)2)) =

=
∑

i∈I
(a2i1 + a2π2(i)2

+ 2ai1aπ2(i)2) + a2 − 2a
∑

i∈I
(ai1 + ai2) =

= 2
∑

i∈I
ai1aπ2(i)2 +

∑

i∈I
(a2i1 + a2i2) + (1− 2n)a2 = 2

∑

i∈I
ai1aπ2(i)2 + const. (2)

Thus, to minimize the quadratic function fvar it is sufficient to minimize the linear function
∑
i∈I ai1aπ2(i)2 of the

permutation π2 of set I.
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Example 1. Let E = {(3,1), (3,2), (6,1)} be the set of fixed elements of matrix A.

A =




1 0

2 3

3 2

5 4

6 6

5 1




1

5

5

9

12

6

,Aπ =




1 6

2 4

3 2

5 3

6 0

5 1




7

6

5

8

6

6

,π =




1 5

2 4

3 3

4 2

5 1

6 6




Note s = rowsums(A) = (1, 5, 5, 12, 6)T , sπ = rowsums(Aπ) = (7, 6, 5, 8, 6, 6)T . Then fdif (s)) = 11,
fvar(s) = 14.27. Is π optimal solution with values of objective functions fdif (sπ)) = 2, fvar(s

π) = 1.07 ? ♠

From form (2) of objective function fvar we can see that the permutation π2 we can define via binary variables
xik for (i, k) ∈ I× I:

xik =

{
1 if π2(i) = k

0 otherwise

Now we can find optimal solution by solving the following linear assignment problem with reduction variables
(LAP):

∑

(i,k)∈I×I
ai1ak2xik → min (3)

∑

i∈I
xik = 1 ∀k ∈ I, (4)

∑

k∈I
xik = 1 ∀i ∈ I, (5)

xii = 1 ∀(i, 2) ∈ E , (6)
xik ≥ 0 ∀i ∈ I,∀k ∈ I. (7)

The problem (3) − (5), (7) is classical linear assignment problem. Constraint (6) ensures that in second column
we chose fixed elements ai2 (first column is fixed implicitly) i.e. ith-row and ith-column of cost matrix can be
deleted. It is known that the linear assignment problem of size n2 = n − |E2|, E2 = {(i, 2) ∈ E} is solvable in
time O(n32) and so our two-column case is polynomially solvable.

But our special cost of assignment in objective function (3) enables us to use known procedure quicksort
with the time complexity O(n log n). The following function REA(A, E) give optimal two-column matrix of
permutations π = (π1, π2) for rearrangement matrix A with fixed elements E .

function REA(A, E) :

E0 = {i ∈ I : (i, 1), (i, 2) ∈ E}
E1 = {i ∈ I : (i, 1) ∈ E , (i, 2) /∈ E}
E2 = {i ∈ I : (i, 1) /∈ E , (i, 2) ∈ E}
P1 = argsort(a1, ↓), P2 = argsort(a2, ↑)
for k ∈ {1, 2} :

for i ∈ E0 :

j = Pk.index(i), Pk.remove(Pk(j)), Pk.insert(i, i)

for i ∈ Ek :

j = Pk.index(i), Pk.remove(Pk(j)), Pk.insert(i, i)

π1 = P1, π2 = P2

return (π1, π2)

Remark 3. If E = ∅ then algorithm REA(A, E) minimize arrangement via oppositely ordered columns [8] with
row-sum vector s∗ = a↓1 + a↑2.

3.2 Multi-column case
For multi-column case of problem FREA(f), where A ∈ <n×d d > 2 the mean of row-sums is equal to a =
1
n

∑
i∈I
∑
j∈J aij . For fdif and fvar we can define the MILP an MILP model with binary variables xijk for

i, k ∈ I, j ∈ J.
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xijk =

{
1 if πj(i) = k

0 otherwise.

The MILP model minimizes maximal difference between row-sums of matrix:

zU − zL → min, (8)
∑

k∈I
xijk = 1, ∀(i, j) ∈ I× J, (9)

∑

i∈I
xijk = 1, ∀(k, j) ∈ I× J, (10)

xiji = 1, ∀(i, j) ∈ E , (11)

zL −
∑

(k,j)∈I×J
akjxijk ≤ 0, ∀i ∈ I, (12)

zU −
∑

(k,j)∈I×J
akjxijk ≥ 0, ∀i ∈ I, (13)

xijk ∈ {0, 1}, ∀(i, j, k) ∈ I× J× I, (14)
zL, zU ≥ 0. (15)

The objective function fdif is of the form (8). Constraints (9), (10) and (14) define feasible conditions for d-
dimensional assignment problem. Constraints (11) guarrantee the fixation of elements of matrix. Constraints (12),
(13) and (15) define lower and upper bounds of row-sums.

The MIQP model minimize variability of row-sums of matrix:
∑

i∈I
(zi − ā)2 → min, (16)

zi −
∑

(k,j)∈I×J
akjxijk = 0, ∀i ∈ I, (17)

xijk ∈ {0, 1}, and (9), (10), (11) ∀(i, j, k) ∈ I× J× I, (18)
zi ≥ 0, ∀i ∈ I. (19)

The objective function fvar has the form (16). Constraints (17) and (19) define ith row-sum.

Models MILP and MIQP are NP-hard problems and also for medium problems we need a heuristic method.
From different implementation of Block Rearrangement Algorithms (BREA) Boudt, Jakobsons & Vanduffel [1],
Peško& Kaukič [10], Czimmermann, Peško & Černý [3] we modify following:

function BREA(A, E , etime = 120) :

for j ∈ J : πj = (1, 2, . . . , n)T

t = time()

while time()− t < etime :

Choose randomly a non-empty subsets J = J1 ∪ J2, J1 ∩ J2 = ∅,
(ψ1, ψ2) = REA(B, E ′) with aggregated matrixB = (b1, b2),

where bi1 =
∑

j∈J1
aπj(i),1, bi2 =

∑

j∈J2
aπj(i),2

a E ′ = {(i, k) : ∃(i, j) ∈ E , j ∈ Jk, k ∈ {1, 2}}.
Sort elements of matricesA, πk in columns Jk via ψk.

returnA, π

Next we will show how use models MILP, MIQP and BREA method for solving one of stochastic versions of
matrix rearrangement problems.

4 Stochastic formulation
Let us have the stochastic matrix A = (Aij), i ∈ I, j ∈ J where elements are independent random variables
Aij ∼ F

θij
j and F θj is a distribution function. The fixed pair of indexes E ⊂ I × J is given as in deterministic
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formulation. Let π = (π1, π2, . . . , πd) ∈ Π(n, d) be vector of permutation elements of matrix Aπ = (Aπj(i),j).
Let Sπ = (Sπ

i ), i ∈ I be a random vector of row-sums, where Sπ
i =

∑
j∈J Aπj(i),j .

The input for the instance of this problem are the matrix of parameters Θ ∈ <n×d and real lower and upper
bounds sL and sU . Our goal is to maximize the probability of row-sums of matrix in real interval 〈sL, sU 〉 i.e.

∏

i∈I
P(sL ≤ Sπi ≤ sU )→ max, (20)

πj(i) = i ∀(i, j) ∈ E , (21)
π ∈ Π(n, d) (22)

We will call this problem Stochastic Rearrangement Problem (SREA) .

Remark 4. Real application of the SREA was formulated in motivation section 2 for ALCS problem where
elements of matrices are Aij = Tij .

4.1 Two-column case
For two-column case of the SREA, where A = (A1, A2), Aij ∼ Fij(), i ∈ I, j ∈ {1, 2}, we search a matrix of
permutations π∗ = (π∗1 , π

∗
2), such that

π∗ = argmax{log g(Sπ) : π ∈ Π(n, 2), πj(i) = i for (i, j) ∈ E},

where g(Sπ) =
∏
i∈I P(sL ≤ Sπ

i ≤ sU ), Sπ
i = Ai1 +Aπ2(i),2 for i ∈ I. Then we can write

log g(Sπ) =
∑

i∈I
log P(sL ≤ Ai1 +Aπ2(i),2 ≤ sU ) =

=
∑

i∈I
log (Gπ2(i)(sU )−Gπ2(i)(sL)), (23)

where Gπ2(i)(s.) = Fi1 ∗ Fπ2(i),2(s.), i ∈ I is a convolution of random variables Ai1 a Aπ2(i),2.

Remark 5. Permutatiom π1 here is the identity (π1(i) = i, i ∈ I) as in deterministic problem.

If we assume that matrix A follow the Normal distribution i.e. Aij ∼ N (θij , σ
2
j ), i ∈ I, j ∈ {1, 2} then

Fij(t) = Φ
(
t−θij
σj

)
. Denote θi+ = θi1 + θi2 and σ2

+ = σ2
1 + σ2

2 . Then we can write Si ∼ N (θi+, σ
2
+), i ∈ I.

The postulate of homogeneity of variance σ2
j in column of matrixA allows us to consider only the matrix of mean

values Θ = (θij), i ∈ I, j ∈ {1, 2}.
Thus, it has been possible to transform this stochastic version of the problem into a deterministic i.e. then we

can find solutions via rearrangement of matrix Θ. Solving MILP, MIQLP models resp BREA we get optimal resp.
approximate solution π∗ for which

∏

i∈I

[
Φ
(sU − θ∗i+

σ+

)
− Φ

(sL − θ∗i+
σ+

)]
→ maximum.

As we can see from equations (20) and (23) generalization to d-column case differs only by convolution d of
random variables i.e.

∑d
j=1Aπj(i),j .

5 Computational experiments
Our experiments were conducted on PC Workstation (processor 8-core i7-5960X 3GHz, RAM 32GB) with OS
Linux (Debian/stretch). We used Python-based tools and the Python interface to commercial mathematical pro-
gramming solver Gurobi [6].

We experimented with 30 randomly generated instances of ALCS problem with parameters n = 15, d =
4, Aij ∼ N (θij , σ

2
j ) where θij ∼ 5σj(1 + Beta(2, 5)), σ2

j = j for i ∈ I, j ∈ J and σ2
+ =

∑
j∈J σ

2
j , θ+ =

1
d

∑
i∈I
∑
j∈J θij cited in [8] and sL = θ+ − 3σ+, sU = θ+ + 3σ+.

Results are summarized in table 1 for randomly fixed elements in number from 0 to 5 where we denote BREA–
10, MILP–10, MIQP–10 the minimum and maximum probability of meeting completion times in first 10 exe-
cutions and BREA–30, MILP–30, MIQP–30 from 30 executions. Execution time was limited to 120 seconds.
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Table 1 Probability in meeting completion times in ALSC problem – range for firs 10 and 30 intanstances
BREA – 10 MILP – 10 MIQP – 10 BREA – 30 MILP – 30 MIQP – 30

|E| min max min max min max min max min max min max

0 0. 0.853 0. 0.957 0. 0.853 0. 0.853 0. 0.957 0. 0.853
1 0.087 0.837 0.875 0.955 0.187 0.837 0 0.899 0. 0.955 0. 0.899
2 0. 0.791 0. 0.95 0. 0.785 0. 0.909 0. 0.958 0. 0.909
3 0. 0.731 0. 0.955 0. 0.731 0 0.875 0 0.959 0 0.875
4 0.802 0.916 0.941 0.956 0.802 0.916 0 0.671 0 0.938 0 0.671
5 0. 0.558 0. 0.954 0. 0.741 0 0.875 0 0.957 0 0.875

6 Conclusion and future research
In this paper we studied new version of matrix rearrangement problem where partially fixed entries are given.
Computation experiments has shown that the MILP, MIQP models and BREA for the ALCS problems gives applied
heuristic solutions. Open question remains whether it is the exact method for the same spacial real instances.
Note that the same approach would also be applicable if the workers on the same assembly line had dependent
completion times then would be modeled by a multivariate normal distribution.
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Abstract. The question of correct portfolio selection dominates always more in eco-

nomics life. Correct portfolio selection allows fulfilling the investing goals. It does 

not matter whether the goal is the risk minimization, revenue maximization, or port-

folio performance maximization. The model of portfolio selection is the tool, how to 

find the optimal portfolio composition depending on investors profile (risk attitude 

of investor). Many portfolio creation methods and portfolio management approaches 

were created. The main result of the presented model may not be only return maxi-

mization or risk minimization. It can be the maximization of performance, which the 

portfolio provides. The performance measure of investment presents results quanti-

fication, which we obtain by the chosen strategy of the investor. This quantification 

presents statistical summarization of reached revenue rate. It presents the estimation 

of investors risk and measure of manager skills of effective work with risk measure 

too. In this paper, we use performance measure of the portfolio based on Drawdown. 

The portfolio selection model is based on maximization of this Drawdown perfor-

mance measure. 

Keywords: portfolio performance rate, portfolio selection model, Drawdown 

JEL Classification: C02, C61 

AMS Classification: 90C11, 90B06 

1 Introduction 

The performance measure of investment ([3], [4]) is the quantification of achieved results by the chosen strategy 

of the investor. It is the statistical summarization of achieved returns measure, of possible risk estimation and of 

the investors ability, how effective the investor uses the information about the risk. We present here the theoreti-

cal optimization model of portfolio selection based on Drawdown performance measure. In this case, it is the 

one-criteria decision making because the performance measure is constructed on the base of the portfolio return 

and risk values. 

Nowadays, is it normal practice that the investors split the investments on financial markets. To support decision 

making they use several calculations and analyses. The goal is to answer the question, how much can the inves-

tor lost in the selected period. Drawdown is the risk measure and the measure of investment strategy success 

([1], [2], [5]). On investment market is Drawdown defined as the biggest decline of portfolio return. 

The maximum value of Drawdown measures highest percentage decline in portfolio value in selected period. 

This value can be used as the measure of the portfolio risk. It is the indicator of the portfolio management quali-

ty. The value of Drawdown depends on the maximum and minimum value of asset in the test period. It gives 

investor the information about investment strategy success, about the investment strategy risk and about the 

finance, which investor needs to realize the investment. The value of Drawdown is the indicator of portfolio risk 

and investment strategy success. The low value of Drawdown indicates good portfolio management and small 

risk of selected portfolio. 

Calmar ratio, Sharpe ratio, Omega function, Sortino ratio are the often-used performance rate of the portfolio 

([6]). The portfolio selection model based on Drawdown performance rate is a new approach, which is based on 

Sharpe ratio. The difference between this models is, that the portfolio selection model based on Drawdown uses 

Drawdown value instead of classic statistical dispersion. 

                                                           
1
 Department of Operations Research and Econometrics, Faculty of Economic Informatics, University of Eco-

nomics in Bratislava, Dolnozemská cesta 1, 852 35 Bratislava, e-mail:, juraj.pekar@euba.sk. 
2
 Department of Operations Research and Econometrics, Faculty of Economic Informatics, University of Eco-

nomics in Bratislava, Dolnozemská cesta 1, 852 35 Bratislava, e-mail: ivan.brezina@euba.sk. 
3
 Department of Economics, Faculty of Economics, Pan-European university, Tematínska 10, 851 05 Bratislava, 

e-mail: brezina.ivan@yahoo.com  

395



2 Performance rate based on Drawdown 

In this section, we analyse performance rate measure based on Drawdown. As first we describe Calmar ratio as 

selected performance rate. The Calmar Ratio is an important statistic used to measure return vs. Drawdown risk 

([7]). The Calmar ratio is the comparison of the estimated rate of return and of maximum risk level on the fi-

nance market. The lower is the value of Calmar ratio, the worse is the investment in selected period. The higher 

is the value of Calmar ratio, the better is the investment in the selected period. 

The performance measures based on Sharpe ratio are in many publications ([6]). The Sharpe ratio is the average 

return earned in excess of the risk-free rate per unit of volatility or total risk. Drawdown risk measure instead of 

statistical dispersion is used in presented model. 

Let X be a continuous random variable in time 0,t T with values Xt. Then the Drawdown value in T is: 

 

    
0,

max t T
t T

DD X X X


  . (1) 

DD(X) presents maximum difference between maximum return in the time from first to last observation and 

present value of return. 

Because the Calmar ratio is based on maximum Drawdown, in next section will be presented the calculation of 

maximum Drawdown. The value of maximum Drawdown is calculated by (1). The maximum Drawdown repre-

sents the biggest decline of return in whole period. For continuous random variable X the values are defined as 

follows: 

     0, 0,
max max u t
t T u t

MDD X X X
 

  . (2) 

Sharpe ratio is the base of Calmar ratio. Young [7] created here presented performance measure. In this perfor-

mance measure the maximum Drawdown value is used and not the standard deviation, which is used in Sharpe 

ratio. Formulation of this performance measure is follows: 

 
 

   

  0, 0,

( )
max max

f f

P

u t
t T u t

E X r E X r
C X

MDD X
X X

 

 
 



 
(3) 

If we consider the existence of continuous random variable, then the formulation of presented performance 

measure is as follows. Let r be a vector of discrete random variable X. X is the measure of the portfolio return in 

T periods. The expected return of this investment at the same confidence level of all values of vector r is: 

 
1

1
( )

T

t

t

E r
T 

 r  (4) 

The value of maximum Drawdown for discrete random variable based on (2) is: 

     
1,2,... 1,2,...
max max u t

t T u t
MDD r r

 
 r  (5) 

Than the portfolio performance can be defined as the division of the asset return reduced by a risk-free value rf 

by maximum Drawdown value of discrete random variable. 

  
 

  
1

1,2,... 1,2,...

1/

( ) max max

T

t f
f t

P

u t
t T u t

T r r
E r

C
MDD r r



 




 



r
r

r
 (6) 
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3 Portfolio selection model based on Drawdown performance rate 

The performance rate G(X) is the division of expected return by relative risk measure. The goal of investor is to 

maximize this performance rate. Let A be a set of X random variables. These random variables are the returns of 

portfolios, which can be constructed. The ρ(X) is the function of risk. The V(X) is the function of expected return. 

The problem of portfolio performance maximization is the problem of portfolio selection model: 

 

 

 
max ( )

V X
G X

X

X A






 (7) 

In this section, we formulate the portfolio selection model. In this model we use discrete random variables. We 

consider to construct the portfolio of n assets, which vectors of return are r1, r2,...rn. r1, r2,...rn and are discrete 

random variables. We assume, that the investor invests in various assets. The weights of these assets on the port-

folio are  
T

1 2, ,... nw w ww . Let V denotes the function of the expected return. Let   denotes the function of 

the portfolio risk. Then the mathematical programming model based on G maximization can be formulated as 

follows: 

 

 
 

 
1 2

1 2

1 2

1

1 2

, ,...
max , ,...

, ,...

1

, ,... 0

n

n

n

n

i

i

n

V w w w
G w w w

w w w

w

w w w











  
(8) 

The optimal weights of assets in the portfolio are the result of this model, which maximize the performance 

function. In next section we construct the portfolio selection model, which consider Calmar ratio. The goal of the 

portfolio selection model is to maximize this Calmar ratio.  

Let rjt be t-th value of discrete random variables Xj. Let wj be a proportion of j-th asset in investment j=1, 2, ..., n. 

Than the expected return of this investment in selected period is: 

 1 2

1 1

( , ,..., )
n n

n j j j j

j j

E w w w E w w E
 

 
     

 
 r r  (9) 

The function of maximum Drawdown is defined by the equation (5). The modification of this equation for the 

portfolio with weights  
T

1 2, ,... nw w ww  is as follows:  

  
   

T T

0, 0,
1 1

max max
n n

ju j jt j
t T u t

j j

MDD r w r w
 

 

   
   

   
 w  (10) 

In previous section Calmar ratio (6) was defined. The problem of portfolio selection can be formulated as the 

mathematic programming model based on this Calmar ratio. The result of this model is the optimal portfolio 

with maximum Calmar Ratio. The model is following: 

 

 
1

1 2

T T

1,2,... 1,2,...
1 1

1

1 2

max , ,...

max max

1

, ,... 0

n

j j f

j

P n
n n

ju j jt j
t T u t
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w E r
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This model has to be transformed in order to get the linear function of risk, which represents maximum Draw-

down. We need to transform 
T T

1,2,... 1,2,...
1 1

max max
n n

ju j jt j
t T u t

j j

r w r w
 

 

   
  

   
  . For this transformation ([1]) we use the 

variables ut, where t = 1, 2,...T and u0=0. The value of these variables is the maximum value of return to state t. 

Conditions (14) – (16) provide the required values of variables ut. The next step is to define variable , which 

has the value of the maximum Drawdown. Variable   has the value of maximum Drawdown because of con-

strain (13) and because the variable  is the denominator of the objective function, that is maximized.  The 

mathematical programming model is than as follows: 
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(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

The denominator can’t be equal to zero. It makes the problem unsolvable. In this model, it can happen only when 

the portfolio return will never decrease. It is impossible, that returns will be always decreasing. It means that 

problem, which is solved in previous model (12) – (18) is always solvable.  

We formulate the problem in software using nonlinear model (12) – (18). Model is implemented in the software 

GAMS (solver CONOPT) on PC with Intel ® Core ™ i7-3770 CPU with a frequency of 3.40 GHz and 8 GB of 

RAM under MS Windows 8 (Figure 1). 

 

Figure 1 GAMS code 

Sets t  

sub(t) 

i ; 

Scalar RF ; 

Table r(t,i) ; 

Variables CR,x,alfa,u(t); 

Positive variables w(i); 

Equations 

ucel 

ohr 

ohrx(i) 

ohr0 

ohr1(sub) 

ohr2(t) 

ohr3(t) 

ohr4; 

ohr.. sum(i,w(i))=e=1; 

ohrx(i).. w(i)=l=1; 

ohr0..x=e=sum((i,sub),w(i)*r(sub,i))/T-RF; 

ohr1(sub)..alfa=g=u(sub)-sum(i,r(sub,i)*w(i)); 

ohr2(sub)..u(sub)=g=sum(i,r(sub,i)*w(i)); 

ohr3(sub)..u(sub)=g=u(sub-1); 

ohr4..u('0')=e=0; 

ucel.. CR=e=x/alfa; 

Model CRF /all/ 

Solve CRF using dnlp maximizing CR; 
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The result is the solution of this problem, which consist of asset proportions of invested capital value in the op-

timal portfolio. 

4 Conclusion 

Many authors deal with above presented problematic. They construct several types of performance measure, 

which meet the requirements of practice for simplicity of calculation and for economic implementation too. On 

the other hand, the functions with presented measures should meet the properties, which help to make the pre-

sented problems easy to solve. Nowadays it is the main goal to find suitable performance measure, which can be 

generally accepted.  

Presented approach in this paper can be used in the portfolio selection process. This portfolio selection can be 

realized by presented portfolio selection model. Presented portfolio selection model based on Drawdown per-

formance measure is a new original approach, which originates from Sharpe ratio, but uses Drawdown risk 

measure instead of classic dispersion. The whole process of portfolio selection is very complicated and this paper 

presents one field affecting the final investor decision.     
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Three-dimensional rectangular packing problem
Jan Pelikán1, Jan Fábry2

Abstract. At present, the vast majority of transport flows is carried out by means
of containers, trucks, wagons, pallets etc. In this sense, there is a significant increase
in requirements for effective use of the cargo space, i.e. the packing that leads to the
minimization of the unused space or of a number of used containers. The contribution
is concerned with the three-dimensional packing problem in which rectangular boxes
must be effectively placed into containers. In this paper we review the research focus-
ing on the mathematical models providing the exact solution and heuristic algorithms
giving approximate solution. Real data is used to verify presented tools. Based on
numerical experiments, we show the limitations of mathematical models due to the
large number of binary variables and corresponding constraints. Therefore, heuristic
algorithms are used in real applications.

Keywords: three-dimensional packing, container loading, logistics, heuristics.

JEL classification: C44
AMS classification: 90C15

1 Introduction
In logistics, packing problems are defined as the task of placement of small items in two- or three-dimensional
large objects. In case of three dimensions (3D), containers or trucks are used for transport of items that can be
placed directly or with the use of pallets. In general, small items may have rectangular or irregular shape. The
paper is aimed at the 3D packing problem of transport rectangular items, i.e. boxes. Because heterogeneous boxes
are mostly transported in real instances, the optimization problem is strongly difficult to be solved. Therefore,
heuristic algorithms need to be developed for finding good solutions in available time. The problem becomes
even more complicated if heterogeneous set of containers or heterogeneous fleet of trucks are used. From this
point of view, the following classification of problems is given [4]: identical item packing problem, single large
object placement problem, single knapsack problem, multiple identical large object placement problem, multiple
heterogeneous large object placement problem, multiple identical knapsack problem and multiple heterogeneous
knapsack problem.

In all 3D problems the objective is obviously the maximization of the container volume utilization, or alterna-
tively the minimization of a number of containers used for transport of the items. In the paper, we assume that all
boxes can only be placed with their edges parallel to the floor and the walls of containers. Bortfeldt and Wäscher
make a review of constraints that may be respected in container loading [1]. In many cases the total weight of
loaded boxes may be more restrictive limitation than volume constraints. In addition, a convenient distribution
of weight of the cargo across the container floor (load balance) is often considered. In real instances, there are
given loading priorities or requirements corresponding to the order in which items will be later unloaded. When
the rectangular items are transported, three vertical orientations are possible. The orientation of many boxes is
restricted because of special types of goods placed inside. Of course, the horizontal orientation may be set in
advance as well. If boxes are stacked up in a container, some of them cannot be placed in lower levels because of
their possible damaging. Those limitations are often connected with stability requirements. Allocation constraints
can be considered in multiple container problems. They are associated with the necessity to deliver boxes to the
same destination. Therefore, such boxes must be located in the same container.

2 Mathematical Model
For rectangular packing problem, the following mathematical model, based on the model in [2], can be formulated.
Let N be a total number of boxes to be packed. For each box, three parameters are given: length pi, width qi and
height ri (i = 1, 2, . . . , N). Let m be a total number of containers available. Their parameters are: length Lj ,
width Wj and height Hj (j = 1, 2, . . . ,m). We define M as a large number.

Let us introduce binary variable sij which is equal to 1 if a box i is placed to container j, 0 otherwise. Binary
variable nj is equal to 1 if container j is used, 0 otherwise. For the location of box i in container there are defined
1University of Economics Prague, Department of Econometrics, W. Churchill sq. 4, 130 67 Prague 3, Czech
Republic, pelikan@vse.cz

2University of Economics Prague, Department of Econometrics, W. Churchill sq. 4, 130 67 Prague 3, Czech
Republic, fabry@vse.cz
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three non-negative variables: xi, yi and zi. They refer to the front-left bottom corner of the box. Binary variables
lxi, wxi and hxi indicate whether the length, width or height of box i is parallel to X-axis. Similarly, variables
lyi, wyi and hyi are defined for Y -axis and variables lzi, wzi and hzi are defined for Z-axis. Finally, binary
variables plik, prik, pbhik, pfik, pblik and paik are defined for the indication of the relative positions of boxes
i and k (i < k). Variable plik is equal to 1 if box i is placed on the left side of box k, 0 otherwise. Similarly,
positions are right of, behind, in front of, below and above. We assume that each container is oriented with its
length along X-axis and its width along Y -axis. The origin of the coordinate system represents front-left bottom
corner of each container.

The mathematical model of the problem is then formulated as follows:

Minimize
m∑

j=1

LjWjHjnj −
N∑

i=1

piqiri (1)

xi + pilxi + qiwxi + rihxi ≤ xk + (1− plik)M for all i, k, i < k, (2)
xk + pklxk + qkwxk + rkhxk ≤ xi + (1− prik)M for all i, k, i < k, (3)
yi + qiwyi + pilyi + rihyi ≤ yk + (1− pbhik)M for all i, k, i < k, (4)
yk + qkwyk + pklyk + rkhyk ≤ yi + (1− pfik)M for all i, k, i < k, (5)
zi + rihzi + qiwzi + pilzi ≤ zk + (1− pblik)M for all i, k, i < k, (6)
zk + rkhzk + qkwzk + pklzk ≤ zi + (1− paik)M for all i, k, i < k, (7)

plik + prik + pbhik + pfik + pblik + paik ≥ sij + skj − 1 for all i, k, j, i < k, (8)
xi + pilxi + qiwxi + rihxi ≤ Lj + (1− sij)M for all i, j, (9)
yi + qiwyi + pilyi + rihyi ≤Wj + (1− sij)M for all i, j, (10)
zi + rihzi + qiwzi + pilzi ≤ Hj + (1− sij)M for all i, j, (11)

m∑

j=1

sij = 1 for all i, (12)

N∑

i=1

sij ≤Mnj for all j, (13)

lxi, lyi, lzi, wxi, wyi, wzi, hxi, hyi, hzi are binary for all i, (14)
plik, prik, pbhik, pfik, pblik, paik are binary for all i, k, (15)

sij is binary for all i, j, (16)
nj is binary for all j, (17)
xi, yi, zi ≥ 0 for all i. (18)

The objective (1) is to minimize the total unused space of selected containers. Constraints (2)–(7) ensure that
boxes do not overlap each other. Inequalities (8) are related to two different boxes i and k. If both boxes are located
in different containers, sij + skj − 1 is equal to 0 or -1, and the constraint is always valid because there is the
sum of binary variables on the left-hand side. On the contrary, if boxes i and k are located in the same container,
sij + skj − 1 is equal to 1, and the constraint determines that boxes are placed behind each other, side by side or
above each other, i.e. at least one variable on the left-hand side is equal to 1. Such variable affects the corresponding
right-hand sides of constraints (2)–(7) and also coordinates of boxes location xi, xk, yi, yk, zi and zk. Respecting
constraints (9)–(11), placement of all boxes satisfies the size of containers. The set of equations (12) ensures that
each box will be placed in exactly one container. If at least one box is placed in a container, this container is
used, and on the contrary, if a container is not used, no box can be loaded into it. These conditions are assured by
constraints (13).

Gencer modified the model introducing additional index to the variables for the purpose of easier identifying
the container in which the box is placed [3]. The main difference between this modification and model (1)–(18)
consists in the substitution of variables xi, yi and zi, determining the location of box i in a container, with variables
xij , yij and zij , where index j identifies the container in which box i is located. This provides the immediate
information about the location of boxes in containers. However, if box i is not located in container j, then variables
xij , yij and zij are equal to 0, which is misleading, because these values correspond to coordinates (0, 0, 0) of the
front-left bottom corner of box i in container j, while zero value of binary variable sij determines that box i is not
in container j. Simultaneously, the Gencer’s modification leads to significant increase in a number of variables
and constraints. Table 1 shows the numbers of variables and constraints in both models depending on the size of
the instance. In the following chapter we verify both models on real cases and provide their comparison.
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Chen et al. Gencer
ALL variables N(3N +m+ 4) +m N(mN + 4m+ 1)

BIN variables N(3N +m+ 1) +m N(mN +m+ 1)

Constraints N(10N − 6) +m N(7m(N − 1) + 4) + 6N + 2m

Table 1 Model size

3 Application of the Model
We applied the mathematical model defined in the previous chapter on two cases. In the first illustrative example,
9 boxes are to be loaded in 2 available containers. In the second real instance, there is 52 boxes that must be loaded
in 4 containers. In Table 2 there are given dimensions (in cm) of each box to be loaded. The length, width and
height of containers are 350, 200 and 200 cm. As the results, table shows the coordinates x, y and z of front-left
bottom corner of each box and its orientation (X means that the length of the box is parallel to the length of the
container, Y means that its width is parallel to the length of the container). Because boxes are stacked up in two
levels, we identify in which level of a container the box is placed. It is obvious that only one container is used for
the transportation of boxes. Figures 1 and 2 show the floor schedule of placement of boxes in the container.

Box Length Width Height x y z Level Orientation
1 132 96 162 254 0 0 lower Y

2 120 80 40 0 0 120 upper X

3 120 80 70 134 0 0 upper X

4 132 96 162 122 0 104 lower X

5 122 102 110 132 0 0 lower X

6 120 80 82 0 0 0 lower X

7 122 102 110 0 0 0 upper X

8 53 49 52 0 0 80 lower X

9 120 60 113 0 0 140 lower X

Table 2 Placement of 9 boxes
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122

102

120

80
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132
Box #5

Box #6

Box #1

49

53

Box #8

120

60 Box #9

132

96 Box #4

Figure 1 Lower level schedule

350

200

122

102

120

80

120

80

Box #2

Box #7
Box #3

Figure 2 Upper level schedule

The real instance deals with the load of 52 boxes. For this purpose, we have 4 containers at disposal. Table 3
compares the results of Chen’s et al. model and its Gencer’s modification in terms of the computational complexity.
Calculations were executed in CPLEX 12.5 on the computer with Intel Core i7-3610QMU CPU 2.30 GHz. As
results show, model (1)–(18) is more suitable for finding the optimum solution to real cases. The information
about the assignment of box i to container j is contained in variable sij . It is equal 1 if box i is located in
container j, 0 otherwise. Exact location of the box inside the container is given by values of variables xi, yi and zi.

4 Conclusions
The paper deals with the placement of 3D rectangular items in containers. The objective is to minimize the number
of containers used. For this purpose, two types of mathematical models were applied on data from case study
in two variants. The calculation experiment was used to verify models on the first variant with a small number
of boxes. We present the optimal placement of boxes in two levels of the container (see Figures 1 and 2). The
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Chen et al. Gencer
Boxes 9 52 9 52
ALL variables 299 8532 542 32868
BIN variables 272 8376 488 32244
Constraints 391 14152 679 38852
Time (sec) < 1 64 < 1 1202

Table 3 Computational results

second experiment contained a real list of 52 boxes that had to be assigned to the minimum number of containers.
In this experiment, the results of both models were determined and compared as to the objective value and as to
the calculation time. In conclusion, the application of model (1)–(18) on the case study data gives an efficient
solution in significantly better calculation time than the run of the second model. Increasing a number of boxes to
103, the first model gave the optimum solution in approximately 2 hours, while the Gencer’s modification did not
provide a solution because of the frozen run. The studied 3D problem is topical due to the large amount of goods
transported in trucks and other means of transport. The described model brings real savings not only in costs but
also in reducing negative environmental impacts.
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Japanese candle for financial portfolio   
Krzysztof Piasecki1, Anna Łyczkowska-Hanćkowiak2 

Abstract. In this paper imprecise present values of securities are modeled by Japanese 

candles which are described by ordered fuzzy numbers. Thanks to this approach, we 

show that the imprecise present value of portfolio is presented as linear combination 

of Japanese candles of portfolio components. The possibility of applying this result in 

the portfolio analysis was indicated.  

Keywords: Japanese candle, ordered fuzzy number, portfolio, present value 

JEL Classification: C44, C02, G10 

AMS Classification: 03E72, 91G10 

1 Introduction 

Japanese candles [5] are very useful tool for analysing a single security. There are also widespread analyses of 

Japanese candlesticks with definitions as short time series of Japanese candles for fixed single value paper. In [3], 

Japanese candles are described by ordered fuzzy numbers [2, 9]. In this paper we propose some way of Japanese 

candles application for portfolio analysis.  

For any security, its imprecise present value may be determined as its Japanese candle. We will focus our 

attention on the problem of the use of Japanese candles to determine the present value of the securities’ portfolio. 

The main goal of this paper is to find a relationship between portfolio present value and Japanese candles of 

portfolio components. This is a necessary starting point for more complex portfolio analyses. The directions for 

further research will be indicated.  

2 Ordered fuzzy numbers 

The concept of ordered fuzzy numbers (OFN) was intuitively introduced by Kosiński et al.  [2] as an extension 

of the concept of fuzzy number (FN) [1]. A significant drawback of Kosiński’s theory is that there exist such OFNs 

which, in fact, are not FN. What is more, the intuitive Kosiński’s approach to the notion of OFN is very useful. 

The OFNs’ usefulness follows from the fact that an OFN is a FN supplemented by orientation ⟦𝑎 ↣ 𝑑⟧ = (𝑎, 𝑑) 

which is understood as a linear order of real numbers. For this reason, the Kosiński’s theory was revised in [9] 

where OFNs are generally defined in following way: 

Definition 1: Let for any nondecreasing sequence (𝑎, 𝑏, 𝑐, 𝑑)  ⊂ ℝ the starting-function 𝑆ℒ: [𝑎, 𝑏] ⟶ [0,1] 
and the ending-function 𝐸ℒ: [𝑐, 𝑑] ⟶ [0,1] are upper semi-continuous monotonic functions satisfying the condi-

tion 

𝑆ℒ(𝑏) = 𝐸ℒ(𝑐) = 1.                                                                     (1) 

Then ordered fuzzy number ℒ⃡(𝑎, 𝑏, 𝑐, 𝑑, 𝑆ℒ , 𝐸ℒ) is defined as the pair of fuzzy number determined by its member-

ship function 𝜇𝑂𝐹𝑁 ⃡        (⋅ |𝑎, 𝑏, 𝑐, 𝑑) ∈ [0; 1]ℝ given by the identity 

𝜇𝑂𝐹𝑁 ⃡        (𝑥|𝑎, 𝑏, 𝑐, 𝑑, 𝑆ℒ , 𝐸ℒ) =

{
 

 
  0,                                  𝑥 ∉ [𝑎, 𝑑] = [𝑑, 𝑎],

𝑆ℒ(𝑥),                            𝑥 ∈ [𝑎, 𝑏] = [𝑏, 𝑎],

1,                                   𝑥 ∈ [𝑏, 𝑐] = [𝑐, 𝑏],

𝐸ℒ(𝑥),                          𝑥 ∈ [𝑐, 𝑑] = [𝑑, 𝑐]

                                   (2)3 

and orientation ⟦𝑎 ↣ 𝑑⟧ = (𝑎, 𝑑). 

The space of all OFN is denoted by the symbol 𝕂. For the case 𝑎 > 𝑑 the orientation⟦𝑎 ↣ 𝑑⟧  is negative. The 

interpretation of negatively oriented number is that is a number that may decrease. The space of all negatively 

oriented OFN is denoted by the symbol 𝕂−. For the case 𝑎 < 𝑑 the orientation ⟦𝑎 ↣ 𝑑⟧  is positive. The interpre-

tation of positively oriented number is that is a number that may increase. The space of all positively oriented OFN 

                                                           
1 Poznań University of Economics, Department of Investment and Real Estate, al. Niepodległości 10, 61-875 Po-

znań, Poland, E-mail: krzysztof.piasecki@ue.poznan.pl 
2 WSB University in Poznań, ul. Powstańców Wielkopolskich 5, 61-895 Poznań, Poland,  

e-mail:anna.lyczkowska-hanckowiak@wsb.poznan.pl 
3 Let us note that this identity describes additionally extended notation of numerical intervals, which is used in 

this work. 
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is denoted by the symbol 𝕂+. For the case 𝑎 = 𝑑, OFN ℒ⃡(𝑎, 𝑎, 𝑎, 𝑎, 𝑆ℒ , 𝐸ℒ) represents  crisp number 𝑎 ∈ ℝ, which 

is not oriented. The space 𝕂 may be described as the union 

𝕂 = 𝕂+ ∪ 𝕂− ∪ ℝ,                                                                            (3) 

In this paper, we will limit our considerations to the following kind of OFN. 

Definition 1.[9] For any monotonic sequence (𝑎, 𝑏, 𝑐, 𝑑) ⊂ ℝ the trapezoidal ordered fuzzy number (TrOFN) 

𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) is defined as the pair of FN determined by its membership function 𝜇𝑇𝑟 ⃡   (⋅ |𝑎, 𝑏, 𝑐, 𝑑) ∈ [0; 1]ℝ given 

by the identity 

𝜇𝑇𝑟 ⃡   (𝑥|𝑎, 𝑏, 𝑐, 𝑑) =

{
 
 

 
 

 0,                                    𝑥 ∉ [𝑎, 𝑑] = [𝑑, 𝑎],
𝑥−𝑎

𝑏−𝑎
,                                𝑥 ∈ [𝑎, 𝑏[ = ]𝑏, 𝑎],

1,                                    𝑥 ∈ [𝑏, 𝑐] = [𝑐, 𝑏],
𝑥−𝑑

𝑐−𝑑
,                                𝑥 ∈ ]𝑐, 𝑑] = [𝑑, 𝑐[ 

                                     (4) 

and orientation ⟦𝑎 ↣ 𝑑⟧.  

The condition 𝑎 < 𝑑 fulfilment determines the positive orientation ⟦𝑎 ↣ 𝑑⟧  of TrOFN 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑).  The 

condition 𝑎 > 𝑑 fulfilment determines the negative orientation ⟦𝑎 ↣ 𝑑⟧ of TrOFN 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑). For the case 𝑎 =

𝑑, TrOFN 𝑇𝑟 ⃡   (𝑎, 𝑎, 𝑎, 𝑎) represents  crisp number 𝑎 ∈ ℝ, which is not oriented. 

In agreement with arithmetic introduced in [9],  for the case of any TrOFNs 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) and 

𝑇𝑟 ⃡   (𝑝 − 𝑎, 𝑞 − 𝑏, 𝑟 − 𝑐, 𝑠 − 𝑑) their sum 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) ⊞ 𝑇𝑟 ⃡   (𝑝 − 𝑎, 𝑞 − 𝑏, 𝑟 − 𝑐, 𝑠 − 𝑑) is determined as follows: 

𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) ⊞ 𝑇𝑟 ⃡   (𝑝 − 𝑎, 𝑞 − 𝑏, 𝑟 − 𝑐, 𝑠 − 𝑑) = 

= {
𝑇𝑟 ⃡   (min{𝑝, 𝑞} , 𝑞, 𝑟, max{𝑟, 𝑠}),          (𝑞 < 𝑟) ∨ (𝑞 = 𝑟 ∧ 𝑝 ≤ 𝑠),

 𝑇𝑟 ⃡   (max{𝑝, 𝑞} , 𝑞, 𝑟, min{𝑟, 𝑠}),          ( 𝑞 > 𝑟) ∨ (𝑞 = 𝑟 ∧ 𝑝 > 𝑠).
                     (5) 

where the symbol ⊞ denotes the addition operator. 

For the case of any real number 𝛽 ∈ ℝ and any TrOFN 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) their dot product can be calculated as 

follows: 

𝛽 ⊙ 𝑇𝑟 ⃡   (𝑎, 𝑏, 𝑐, 𝑑) = 𝑇𝑟 ⃡   (𝛽 ∙ 𝑎, 𝛽 ∙ 𝑏, 𝛽 ∙ 𝑐, 𝛽 ∙ 𝑑)                                     (6) 

where the symbol ⊙ denotes the dot product operator. 

3 Present value of portfolio 

The present value (PV) is defined as a present equivalent of a cash flow in a given time in the present or future [6]. 

It is commonly accepted that the PV of a future cash flow can be imprecise4. The natural consequence of this 

approach is estimating PV with fuzzy numbers. A detailed description of the evolution of this particular model can 

be found in [7]. Among other things, an imprecise PV may be evaluated by TrOFN [4,10]. 

By a financial portfolio we will understand an arbitrary, finite set of financial assets. We consider a multi-

assets portfolio 𝜋, consisting of assets 𝑌𝑖  (𝑖 = 1,2, … , 𝑛). Each of these assets 𝑌𝑖 ∈ 𝜋 is characterized by monotonic 

sequence  (𝑉𝑠
(𝑖), 𝑉𝑓

(𝑖), �̌�(𝑖), 𝑉𝑙
(𝑖), 𝑉𝑒

(𝑖)) ⊂ ℝ+ where: 

 [𝑉𝑠
(𝑖), 𝑉𝑒

(𝑖)] ⊂ ℝ+ is interval of all possible PV’ values, 

 [𝑉𝑓
(𝑖), 𝑉𝑙

(𝑖)] ⊂ [𝑉𝑠
(𝑖), 𝑉𝑒

(𝑖)] is interval of all prices which do not perceptible differ from market price �̌�(𝑖). 

 �̌�(𝑖) ∈ [𝑉𝑓
(𝑖), 𝑉𝑙

(𝑖)]  is market price of the asset 𝑌𝑖 . 

 Then we estimate the oriented PV (OPV) of any asset 𝑌𝑖 ∈ 𝜋 by TrOFN 𝑃𝑉 ⃡    𝑖 = 𝑇𝑟 ⃡   (𝑉𝑏
(𝑖), 𝑉𝑓

(𝑖), 𝑉𝑙
(𝑖), 𝑉𝑒

(𝑖)). If we 

predict a rise in market price of the asset 𝑌𝑖  then its OPV is determined as positively oriented TrOFN. If we predict 

a fall in market price of the asset 𝑌𝑖   then its OPV is determined as negatively oriented TrOFN. In this way we 

distinguish the rising securities’ portfolio 𝜋+ = {𝑌𝑖 ∈ 𝜋: 𝑃𝑉 ⃡    𝑖 ∈ 𝕂+ ∪ ℝ} and the falling securities’ portfolio 𝜋− =

                                                           
4 The imprecision is understood as superposition of ambiguity and indistinctness of information. Ambiguity can 

be interpreted as a lack of a clear recommendation between one alternative among various others. Indistinctness 

is understood as a lack of explicit distinction between recommended and not recommended alternatives.  
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{𝑌𝑖 ∈ 𝜋: 𝑃𝑉 ⃡    𝑖 ∈ 𝕂−}. The portfolio PV is always equal to the sum of its components’ PV. For OPV case, the addition 

should be modeled by sum ⊞. In [9] it is shown that a result of multiple additions ⊞ depends on summands’ 

permutation. It implies that then portfolio’s OPV given as any multiple sum of components’ OPV is not explicitly 

determined. Therefore, in [10] some reasonable method of calculating portfolio’s OPV is proposed.  

  At the first we  calculate OPV of the rising securities’ portfolio 𝜋+  

𝑃𝑉 ⃡    (𝜋+) = +
𝑌𝑖∈𝜋+𝑃𝑉 ⃡    (𝑖)                                                           (7)5 

and PV of the falling securities’ portfolio 𝜋−  

𝑃𝑉 ⃡    (𝜋−) = +
𝑌𝑖∈𝜋−𝑃𝑉 ⃡    (𝑖).                                                            (8) 

The both above OPVs are determined explicitly [9]. Moreover, single addition ⊞ is commutative. Therefore, 

in [10] the OPV 𝑃𝑉 ⃡    (𝜋)of portfolio 𝜋 is explicitly determined as the sum 

𝑃𝑉 ⃡    (𝜋) = 𝑃𝑉 ⃡    (𝜋+) ⊞ 𝑃𝑉 ⃡    (𝜋−).                                                                (9) 

4 Japanese candle as oriented fuzzy present value 
Japanese candles [5] are very useful tool supporting investors’ decision on exchange market. From the essence of 

the Japanese candles follows that they can be considered as an ambiguous PV estimation. In [3] it is shown that 

any Japanese candlestick can be represented by TrOFN 𝒥𝒞 ⃡   = 𝑇𝑟 ⃡   (𝑃𝑏, 𝑃𝑜, 𝑃𝑐, 𝑃𝑓), where: 𝑃𝑏 is back price, 𝑃𝑜 is 

open price, 𝑃𝑐 is close price, 𝑃𝑓 is face price. The back price 𝑃𝑏 and the face price 𝑃𝑓 are determined with using 

the extreme prices: the minimal price6 𝑃𝑙 and the maximal price7 𝑃ℎ. All Japanese candles can be divided into 

three groups as follows: 

 “white candle” (𝑃𝑜 < 𝑃𝑐) where the back price 𝑃𝑏 is equal to the minimal price 𝑃𝑙 and the face price 𝑃𝑓 is 

equal to the maximal price 𝑃ℎ, 

  “black candle” (𝑃𝑜 > 𝑃𝑐) where the back price 𝑃𝑏 is equal to the maximal price 𝑃ℎ and the face price 𝑃𝑓 is 

equal to the minimal price 𝑃𝑙, 
 “Doji”  (𝑃𝑜 = 𝑃𝑐) described by TrOFN with the orientation determined as direction from the earlier extreme 

price to the later extreme price. 

Any Japanese candle may be used as OPV of asset unit. We consider a multi-assets portfolio 𝜋, consisting of 

securities’ blocks 𝐵𝑖  (𝑖 = 1,2, … , 𝑛). The block 𝐵𝑖  contains only 𝛽𝑖 units of the security 𝑌𝑖 which is characterized 

by its Japanese candle 𝒥𝒞 ⃡   (𝑖). It implies that OPV of the block 𝐵𝑖  is given as follows 

  

𝑃𝑉 ⃡    (𝑖) = 𝛽𝑖 ⊙ 𝒥𝒞 ⃡   (𝑖).                                                               (10) 

As a result, together with (5), (6) and (7) we obtain that portfolio OPV can be calculated in the following way 

𝑃𝑉 ⃡    (𝜋) = ( +
𝒥𝒞 ⃡   (𝑖)∈𝕂+𝛽𝑖 ⊙ 𝒥𝒞 ⃡   (𝑖)) ⊞ ( +

𝒥𝒞 ⃡   (𝑖)∈𝕂−𝛽𝑖 ⊙ 𝒥𝒞 ⃡   (𝑖)).                                       (11) 

Above OPV orientation is a prediction of further trend in global quotation of portfolio.   

5 Case study 

After closing the session on the Warsaw Stock Exchange on March 5, 2018, we evaluate the portfolio 𝜋 of: 

 the block 𝐵1 of  10 shares of the ASSECOPOL (ACP), 

 the block 𝐵2 of  20 shares of  the CYFROWY POLSAT (CPS),  

 the block 𝐵3 of  30 shares of the ENERGA (ENG), 

 the block 𝐵4 of   5 shares of the JSW  (JSW), 

 the block 𝐵5 of   5 shares of the KGHM (KGH), 

 the block 𝐵6 of  10 shares of the LOTOS (LTS), 

 

                                                           
5 The symbol +  denotes the multiple addition ⊞ 
6 In the original Japanese candlesticks’ terminology minimal price is called low price. 
7 In the original Japanese candlesticks’ terminology maximal price is called high price. 
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 Quotations 

Stock 

company 

Open 

price 

Minimal 

price 

Maximal 

price 

Close 

price 

ACP 45.90 45.48 45.90 45.50 

CPS 22.82 22.76∗∗ 22.92∗ 22.82 

ENG 10.19 10.14 10.22 10.17 

JSW 92.54 92.24∗ 92.80∗∗ 92.54 

KGH 103.05 102.65 103.90 103.60 

LTS 56.56 56.28 56.70 56.40 

OPL 5.76 5.75 5.90 5.90 

PGE 10.39 10.33 10.39 10.35 

PKO 42.61 42.61 43.22 43.22 

∗ earlier extreme price;     ∗∗  later extreme price 

 Table 1. Observed quotations on the Warsaw Stock Exchange from 4 p.m. to 5 p.m. on March 15, 2018.   

Source: [12] 

 the block 𝐵7 of  100 shares of the ORANGEPL (OPL), 

 the block 𝐵8 of  25 shares of the PKOBP (PGE),  

 the block 𝐵9 of  10 shares of the PKOBP (PKO). 

In the Table 1 we present the stock quotations of these shares observed on the Warsaw Stock Exchange from 

4 p.m. to 5 p.m. on March 5, 2018. We notice that: 

 the stock companies KGH, OPL and PKO are evaluated by “white candles”, which predicts a rise in market 

price; 

 the stock companies ACP, ENG, LTS and PGE are evaluated by “black candles”, which predicts a fall in 

market price; 

 the stock companies CPS and JWS are evaluated by “Doji”. 

The detailed CPS and JSW quotations recorded in the analyzed time interval are presented in the Figure 1 and 2. 

 

Figure 1. CPS quotations from 4 p.m. to 5 p.m. on March 15, 2018 
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Figure 2. JSW quotations from 4 p.m. to 5 p.m. on March 15, 2018 

We notice that: 

 the stock company JWS is evaluated by positively oriented “Doji”, which predicts a rice in market price,  

 the stock company CPS is evaluated by negatively oriented “Doji”, which predicts a fall in market price. 

Let us evaluate the portfolio components with use their oriented fuzzy PV determined by Japanese candlesticks. 

If these Japanese candlesticks are represented by TrOFN then we have:   

   𝒥𝒞 ⃡   𝐴𝐶𝑃 = 𝒯𝓇 ⃡    (45.90;  45.90;  45.50;  45.48), 

   𝒥𝒞 ⃡   𝐶𝑃𝑆 = 𝒯𝓇 ⃡    (22.92;  22.82;  22.82;  22.76), 

   𝒥𝒞 ⃡   𝐸𝑁𝐺 = 𝒯𝓇 ⃡    (10.22;  10.19;  10.17; 10.14), 

   𝒥𝒞 ⃡   𝐽𝑆𝑊 = 𝒯𝓇 ⃡    (92.24;  92.54; 92.54; 92.80), 

   𝒥𝒞 ⃡   𝐾𝐺𝐻 = 𝒯𝓇 ⃡    (102.65;  103.05; 103.60;  103.90), 

   𝒥𝒞 ⃡   𝐿𝑇𝑆 = 𝒯𝓇 ⃡    (56.70;  56.56;  56.40;  56.28), 

   𝒥𝒞 ⃡   𝑂𝑃𝐿 = 𝒯𝓇 ⃡    (5.75;  5.76;  5.90;  5.90), 

   𝒥𝒞 ⃡   𝑃𝐺𝐸 = 𝒯𝓇 ⃡    (10.39;  10.39; 10.35;  10.33),  

   𝒥𝒞 ⃡   𝑃𝐾𝑂 = 𝒯𝓇 ⃡    (42.61;  42.61;  43.22;  43.22). 

In this way we distinguish the rising shares’ portfolio 𝜋+ = {𝐽𝑆𝑊, 𝐾𝐺𝐻, 𝑂𝑃𝐿, 𝑃𝐾𝑂} and the falling shares’ 

portfolio 𝜋− = {𝐴𝐶𝑃, 𝐶𝑃𝑆, 𝐸𝑁𝐺, 𝐿𝑇𝑆, 𝑃𝐺𝐸} as follows. Using the identity (8), for each considered block 

𝐵𝑖  (𝑖 = 1,2, … ,9) of shares we calculate their oriented fuzzy 𝑃𝑉 ⃡    𝑖  as follows: 

   𝑃𝑉 ⃡    1 = 10 ⊙ 𝒥𝒞 ⃡   𝐴𝐶𝑃 = 𝒯𝓇 ⃡    (459.00;  459.00;  455.00;  454.80), 

   𝑃𝑉 ⃡    2 = 20 ⊙ 𝒥𝒞 ⃡   𝐶𝑃𝑆 = 𝒯𝓇 ⃡    (458.40;  456.40;  456.40;  455.20), 

   𝑃𝑉 ⃡    3 = 30 ⊙  𝒥𝒞 ⃡   𝐸𝑁𝐺 = 𝒯𝓇 ⃡    (306.60;  305.70;  305.10;  304.20), 

   𝑃𝑉 ⃡    4 = 5 ⊙ 𝒥𝒞 ⃡   𝐽𝑆𝑊 = 𝒯𝓇 ⃡    (461.20;  462.70;  462.70;  464.00), 

   𝑃𝑉 ⃡    5 = 5 ⊙ 𝒥𝒞 ⃡   𝐾𝐺𝐻 = 𝒯𝓇 ⃡    (513.25;  515.25;  518.00; 519.50), 

   𝑃𝑉 ⃡    6 = 10 ⊙ 𝒥𝒞 ⃡   𝐿𝑇𝑆 = 𝒯𝓇 ⃡    (567.00;  565.60;  564.00;  562.80), 

   𝑃𝑉 ⃡    7 = 100 ⊙ 𝒥𝒞 ⃡   𝑂𝑃𝐿 = 𝒯𝓇 ⃡    (575.00;  576.00;  590.00;  590.00), 

   𝑃𝑉 ⃡    8 = 25 ⊙ 𝒥𝒞 ⃡   𝑃𝐺𝐸 = 𝒯𝓇 ⃡    (259.75;  259.75;  258.75;  258.25),  

   𝑃𝑉 ⃡    9 = 10 ⊙ 𝒥𝒞 ⃡   𝑃𝐾𝑂 = 𝒯𝓇 ⃡    (426.10;  426.10;  432.20;  432.20) . 
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At the first we calculate oriented fuzzy PVs of the rising shares’ portfolio 𝜋+ denoted by the symbol 𝑃𝑉 ⃡    (𝜋+) 

and PV of the falling shares’ portfolio 𝜋− denoted by the symbol 𝑃𝑉 ⃡    (𝜋−). Due (5) and (6) we obtain  

𝑃𝑉 ⃡    (𝜋+) = 𝑃𝑉 ⃡    4 ⊞ 𝑃𝑉 ⃡    5 ⊞ 𝑃𝑉 ⃡    7 ⊞ 𝑃𝑉 ⃡    9 = 𝒯𝓇 ⃡    (1975.55; 1980.05;  2002.90;  2005.70), 

𝑃𝑉 ⃡    (𝜋−) = 𝑃𝑉 ⃡    1 ⊞ 𝑃𝑉 ⃡    2 ⊞ 𝑃𝑉 ⃡    3 ⊞ 𝑃𝑉 ⃡    6 ⊞ 𝑃𝑉 ⃡    8 = 𝒯𝓇 ⃡    (2050.75;  2046.45; 2039.25;  2035.25). 

In the last step, due (7), we determine oriented fuzzy PV of portfolio 𝜋 in as the revised sum 

𝑃𝑉 ⃡    (𝜋) = 𝑃𝑉 ⃡    (𝜋+) ⊞ 𝑃𝑉 ⃡    (𝜋−) = 𝒯𝓇 ⃡    (4026.30;  4026.50;  4042.15;  4042.15). 

We notice that the portfolio 𝜋 is evaluated by negatively oriented OPV, which predicts a fall in its market value. 

6 Summary 

In this paper it is shown, that for any portfolio consisting of assets evaluated with oriented fuzzy PV estimated by 

TrOFN, the portfolio’s PV is may be determined explicitly. The authors are convinced that the proposed method 

of PV addition is well-reasoned. On the other hand, in [9] it is shown that a result of multiple additions ⊞ depends 

on summands’ permutation.  It implies that methods shown this paper is particular methods of portfolio PV deter-

mination. Obtained in this way PV can significantly differ in the order of addition oriented fuzzy PV of portfolio’s 

components. This causes that the portfolio management methods with oriented fuzzy PV can significantly differ 

from the portfolio management methods with fuzzy PV. Never less,  in [10] it is shown that the rising securities, 

portfolios 𝜋+ and the failing securities  𝜋− may be analyzed with use the results obtained in [11]. This is sufficient 

to manage portfolio risk, because of only the rising securities papers can get BUY or ACCUMULATE recommen-

dations and only falling securities can get SELL or REDUCE recommendations.  

 On the other hand, obtained here results may be applied for calculating expected return rate (see [8]) and 

expected discount factor (see [4]) of portfolio with components evaluated by means of Japanese candles.   
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Exchange rate modeling  

with use of relative binary representation 
Krzysztof Piasecki1, Michał Dominik Stasiak2 

Abstract. Many methods of exchange rate modeling are based on candlestick repre-

sentation. This kind of representation causes a decrease in the value of information, 

resulting in a lower quality of modeling. Therefore, the binary representation seems 

to be more effective. In the binary representation, an increase of the price by assumed 

discretization unit is assigned a number ‚1‘, and the decrease is assigned ‚0‘. In this 

paper we propose a new method of exchange rate trajectory binarization, that is, a 

relative binary representation, in which changeable discretization unit is directly pro-

portional to the current exchange rate. Also, in the article, we performed a detailed 

comparative analysis of the possibilities of assessing the probability of future ex-

change rates’ changes distribution for each considered binary representation.  Re-

search was performed with use of five-year quotations (2013-2018), for the 

AUD/NZD currency pair. During the research we used dedicated software, written in 

MQL4 and C++ languages. 

Keywords: forex, exchange rate modeling, binary representations 

JEL Classification: F31 

AMS Classification: 90C15 

1 Introduction 

Exchange rates change very often. We can describe exchange rates process by its binary representation [2].  In the 

binary representation, an increase of the exchange rate by assumed value (discretization unit) is assigned a number 

‚1‘, and the decrease is assigned ‚0‘. In this paper we take into account the absolute binary representation deter-

mined by constant discretization unit and the relative binary representation determined by changeable discretiza-

tion unit which is directly proportional to the current exchange rate.  

The main goal to this paper is to compare representation utility for considered binary representation of ex-

change rates. Applied utility is defined as the Shannon’s entropy [9] of the probability of future exchange rates’ 

changes distribution. Research will be performed with use of five-year quotations (2013-2018), for the AUD/NZD 

currency pair. 

2 Binary representations of an exchange rate 

Exchange rates change with a very high frequency. The course change averagely each 1-2 seconds. Many of the 

changes, with a very small range of 1-2 pips, in fact have the character of random fluctuations (noise). Because of 

the reasons stated above, the tick data need to be formatted before further analysis. The domineering data repre-

sentation in case of broker platforms (e.g. MetaTrader, JForex), is the candlestick representation. In this kind of 

representation, the trajectory changes are represented by four values: opening course, closing course, maximal and 

minimal price achieved in a given time period. This kind of course trajectory presentation is used in most of 

technical analysis methods: in methods of visual analysis, in appointing averages and indicators. This representa-

tion is also widely used in scientific research [1,3,6]. 

 Candlestick representation, despite the vast application, causes a significant loss of informative value. The 

exchange rate changes on the currency market differ in their range. For example, during a publication of important 

macroeconomic data, the rate fluctuations are visibly higher than in case of night hours. In order to analyse changes 

with a range of, let us say, 20 pips, in case of candlestick representation one has to choose an appropriate time-

frame. Even in case of the smallest of widely used time frames – equal to 1 minute – we achieve a candlestick 

representation as a series of registered candles with a range smaller for the case of the night hours. On the other 

hand, one candlestick in the period of high market trade can represent few or even few dozen changes of considered 

range, which will be ignored. The trajectory in a candlestick representation is also used in testing HFT strategies. 

When considering a system in which “take profit” (TP) and “stop loss” (SL) levels are placed e.g. 20 pips from 

                                                           
1 Poznań University of Economics and Business, Department of Investment and Real Estate, Niepodległości 10, 

61-875 Poznań, Poland e-mail: krzysztof.piasecki@ue.poznan.pl. 
2 Poznań University of Economics and Business, Department of Investment and Real Estate, Niepodległości 10, 

61-875 Poznań, Poland e-mail: michal.stasiak@ue.poznan.pl.  
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the opening price, in many cases one cannot define which level was reached first, because both levels are included 

in a single candle. Because of this, in case of both analysis and strategy testing, application of candlestick repre-

sentation can lead to false results, which stem from the loss of important information about the exchange rate 

trajectory variability [10]. 

2.1 Absolute binary representation 

An alternative and more precise method of representation are the binary representations. The idea of binari-

zation was first introduced in the visual analysis method, mainly point-symbolic method. The simplest binary 

representation, described in [10], is the absolute binary representation. The absolute binary representation consists 

in transforming the tick data into binary series. Absolute binarization algorithm indicates, for the initial course 

value 𝑄𝑎𝑠𝑘(𝑡′) the change limit 𝑄𝑎𝑠𝑘(𝑡′′) meeting the condition: 

 

 |𝑄𝑎𝑠𝑘(𝑡′) − 𝑄𝑎𝑠𝑘(𝑡′′)| = 𝛿𝑑𝑦𝑠, (1) 

 

where 𝛿𝑑𝑦𝑠  is the discretization unit equal to given magnitude of unitary return, which is defined as a quotient of 

a return expressed in quoted currency by the amount of the base currency [7]. If the course drops below the lower 

limit, the binarization algorithm assigns a binary value ε = 0 to the change. In case of the price increase above the 

upper limit, the binarization algorithm assigns a binary value ε = 1 to the change. In ensuing steps, the algorithm 

appoints further binary values describing the changes in correspondence to the current rate value. In the Figure 1 

an example of quotations’ discretization is shown. 

t

Binary 
representation

1 00

1.0540

1.0555

1.0525

exchange 

rate

1
 

Figure 1 An exemplary conversion of tick data into binary data (𝛿𝑑𝑦𝑠 =15 pips) 

On the currency market we can observe price gaps. This situation often has place e.g. in case of starting 

new quotations after weekends with the opening rate different than the closing rate on Friday. In these cases, the 

binarization algorithm checks, which value would have been reached and returns an appropriate result. Next binary 

value is then appointed in correspondence to the first price after the price gap. 

In effect of binary algorithm operation, the process of exchange rate trajectory changes is presented as series 

of binary values {𝜀𝑖}𝑖=1
𝑛 , where n describes the number of registered changes. Therefore, each subseries 

(𝜀𝜂−𝑚+1, 𝜀𝜂−𝑚+2, … , 𝜀𝜂) is, in fact, a picture of most current history of changes in the exchange rate trajectory. 

Using so represented exchange rate one can use statistic methods to research possible relations on the currency 

market, e.g. wave relations [11, 12].  

2.2 Relative binary representation 

In the relative binary representation, we assume a constant in time value of magnitude of return rate. Assuming a 

constant value results in a change of X pips standing as a different percentage change, depending on the current 

price. To clarify, a change of 10 pips can stand as a change of 0,0009 of the course value, but after a half a year, it 

can stand as a 0,0015 of current course. Because of this, in the paper Authors propose and research a relative binary 

representation. Relative binarization algorithm indicates, for the initial course value 𝑄𝑎𝑠𝑘(𝑡′) the change limit 

𝑄𝑎𝑠𝑘(𝑡′′) meeting the condition 

 |
𝑄𝑎𝑠𝑘(𝑡′)−𝑄𝑎𝑠𝑘(𝑡′′)

𝑄𝑎𝑠𝑘(𝑡′)
| = 𝑟𝑑𝑦𝑠,  (2) 
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where 𝑟𝑑𝑦𝑠 is the given magnitude of  return rate. The actual form of the relative binary representation with the 

magnitude return rate described by (2) is, therefore, dependant on the assumed magnitude of the return rate. Let 

us consider the performance of discretization algorithm for an assumed discretization coefficient 0,001. Binariza-

tion algorithm appoints, for the initial rate value, the upper and lower change limit. It is equal to the positive and 

negative rate increase equal to 0,001 of the current rate. Next, analogously as in case of the absolute binary repre-

sentation, if the course drops below the lower limit, the binarization algorithm assigns the binary value ε = 0 to the 

change. In case of an increase above the upper limit, the binarization algorithm assigns the binary value of ε = 1 

to the change. In the following step, the algorithm appoints a limit based on the current exchange rate (according 

to formula (2)). In case of encountering a price gap, the algorithm of constructing a relative representation uses 

the same mechanisms as the algorithm for constructing the absolute binary representation. 

3 Binary state model 
Exchange rate given in a binary representation can be analysed in terms of possible regularities in investors’ 

behaviours. In order to do so we can use state modelling. It assumes appointing market states that represent char-

acteristic behaviours of the investors. The binary market state is defined as a subseries of binary values for an 

assumed time scope (m historical observations). The binary state is therefore an m-element permutation with rep-

etitions from the set {0,1}: 

 

𝜖�̅� = (𝜀1, 𝜀2, … , 𝜀𝑚), (3) 

In this situation, the space of all m-element binary states (𝔼𝑚) is defined as a set of all m-element permuta-

tions with repetitions from the set {0,1}. The model allowing for describing and researching the dependencies 

between occurrence of behaviour schemas and the investors’ reactions is the binary state model (BMS). The model 

describes binary market states. The binary state model 𝐵𝑀𝑆(ℰ, 𝑚) uses two parameters: historical quotations in a 

binary representation (ℰ = {𝜀𝑖}𝑖=1
𝑛 ) and the length of researched binary market states (m). Each state represents a 

particular schema of the investors’ behaviour. In this situation, the space 𝔼𝑚 of all m-character binary states can 

be defined as a set of all m-character permutations with repetition from the set {0, 1}. The state space 𝔼𝑚 consists 

of exactly 2𝑚 states. For example, in a BMS model, for which m=2, state (0,0) describes two rate drops of one 

discretization unit in a row, and state (0,1) describes a drop and an ensuing increase in the exchange rate, by the 

value of one discretization unit.  

Binary transition function is a function 𝑇𝑒: 𝔼𝑚 ⟶ 𝔼𝑚 × 𝔼𝑚 described by the formula: 

𝑇𝑒(𝜖�̅�) = {(𝜖�̅� , 𝜖�̅�), (𝜖�̅� , 𝜖�̅�))},                                                              (4) 

where 

𝑘 = (2 ∙ 𝑗)mod2𝑚                                                                    (5)   

𝑙 = 𝑘 + 1.                                                                              (6) 

Assuming the repeatability of investors’ behaviours, we can appoint probabilities of transitions between so 

defined market states. So appointed probabilities can stand as premises in making investment decisions. In order 

to find these probabilities, for considered 𝐵𝑀𝑆(ℰ, 𝑚) model, in the first step we appoint the probability distribution 

𝑝: 𝔼𝑚 ⟶ [0; 1] of each state occurrence. For given binary representation {𝜀𝑖}𝑖=1
𝑛  and for the state 𝜖�̅� ∈ 𝔼𝑚 we 

have: 

 

p(𝜖�̅�) =
𝑛𝑗

𝑛 − 𝑚 + 1
, (7) 

where 𝑛𝑗 is equal to the number of state 𝜖�̅� occurrences, and 𝑛 − 𝑚 + 1 is equal to the number of observations in 

general. Next, for each 𝜖�̅� ∈ 𝔼𝑚 we appoint the conditional probability distribution 𝑝(∙ |𝜖�̅�): 𝑇𝑒(𝜖�̅�) ⟶ [0; 1] of 

each transition occurrence: 

 

𝑝(𝜖�̅�|𝜖�̅�) =
𝑛𝑗,𝑦

𝑛𝑗

, (8) 
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where 𝑛𝑗,𝑦 is equal to the number of occurrences of the transition between states (𝜖�̅�, 𝜖�̅�). In order to visualize the 

change model in the BMS model we can construct a transition graph, which shows the changes of exchange rate 

trajectory on the market. The detailed description of creating this kind of graph and its analysis is presented in 

[10]. In order to assess the informative value of the BMS model we calculate the expected Shannon’s entropy 

measure [9], which is given by the formula:  

 

𝐸(𝐵𝑀𝑆(ℰ, 𝑚)) = −
1

𝑙𝑛2
∑ ∑ 𝑝(𝜖�̅�) ∗ 𝑝(𝜖�̅�|𝜖�̅�)

(�̅�𝑗,�̅�𝑦)∈𝑇𝑒(�̅�𝑗)

∗ ln(𝑝(𝜖�̅�|𝜖�̅�))

2𝑚

𝑖=1

, (9) 

The lower the entropy, the more information is included in the considered model and, in consequence, the better 

possible prognoses of future trajectory changes. Using BMS model allows for comparison between the quality of 

absolute and relative binary representation. If for the same time period and same tick data the entropy of BMS 

model for researched representation is lower, the higher the accuracy of applied quotation binarization mechanism.  

4 The comparison of an absolute and relative course binarization 
In order to compare the quality of researched representations Authors used tick data of AUD/NZD currency 

pair. This pair is the most popular currency pair among countries characterized by strong economic dependencies 

and located in the same region. These factors cause a similar influence of geopolitical situation on both economics, 

which allows for eliminating the influence of unexpected geopolitical factors on the exchange rate of the given 

currency pair. As a time scope of performed research Authors chose the five-year period 2013-2018). Many pa-

rameters of the currency market undergo significant changes: the character of trajectory changes, technology de-

velopment (possibility of HFT systems programming), lowering of spreads and minimal deposits (which results 

in a bigger number of investors). Dependencies and dynamics, which could be observed when the currency market 

was limited to a narrow group of professional investors, differ from those observed nowadays. Because of these 

reasons, the analysis of older data would have been purposeless. 

The Figure 2a presents dependencies between the BMS model entropy and the applied discretization unit 

in case of using the absolute binary representation. The Figure 2b shows also the number of observations 9the 

length of binary series). Analogous research was performed for BMS model with use of relative binary represen-

tation, in which he discretization unit is appointed according to the formula 2. 

Based on presented results, for the magnitude of unitary return equal to 1 pip the entropy is higher than in 

case of 2 or 3 pip. This fact can be explained by the existence of the noise phenomenon on the currency market 

[4,5,7] (frequent and random small oscillations around the actual price) stemming from the fact that the magnitude 

rate in this situation is lower than the provision taken by the dealer. Analogous result was obtained in case of 

applying the relative binary representation (for the smallest magnitude of the return rate equal to 0,0001). Inde-

pendently on the type of used representation, the binarization acts as a filter eliminating the noise. It is worth to 

note that the noise elimination causes a significant decrease of registered changes. Comparing the research results 

we can observe that for most cases, the application of the absolute discretization unit allows for just a slightly 

better quality of modeling. This effect comes from the fact that on the currency market most of the investors and 

the algorithm of automated trade base their decisions (e.g. indicating the TP and SL levels) on absolute values 

expressed in pips rather than percentage dependencies on the opening price. Simultaneously, it is valuable to note 

that the differences in the entropy values are not very high, and application of different binarization function in the 

absolute representation can possibly allow for obtaining better results, which is currently researched by the Au-

thors. 
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Figure 2 Entropy of BMS model (a) and the number of changes (b) in relations to the discretization unit in the 

absolute binary representation  

 

 

Figure 3 Entropy of BMS model (a) and the number of changes (b) in relations to the discretization unit in the 

relative binary representation 

5 Summary 
In the article, a new approach to the construction of binary representation is given. It assumes using a 

discretization function, which condition the current discretization level on the current market situation. The con-

ditioning of binarization process on the current market situation opens new possibilities of modelling. In the paper 

Authors also propose a schema of representation quality assessment, based on entropy analysis in the state mod-

elling. 

In the article, an exemplary analysis of two representations was performed: absolute representation which 

use the proposed dependencies (constant percentage of current rate) and relative one, for a five-year quotation 

period of AUD/NZD currency pair. Both representations allow for noise filtration. Obtained results indicate a 

slightly higher quality of the absolute representation. The analysis of relative binary representation with proposed 

function (as a constant part of the current price) does not cause any improvement as compared to the absolute 

analysis of exchange rate. In this situation it is crucial to research if this kind of effect can be observed on the 

currency market for other currency pairs. 
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Decision analysis and multi-criteria 

evaluation using complex DEA models 
Michal Pieter1 

Abstract. Data envelopment analysis (DEA) is popularly known and frequently used 
as an evaluation tool. That said, in conjunction with various methods from Multi-
criteria decision analysis (MCDA), it is often used to solve decision making problems 
as well. While examples of such combination are numerous, the cases where 
a particular DEA model is reinterpreted and reimplemented on its own to be used in 
decision making are much rarer. The last paper in the series provided some theoretical 
background, as well as issues faced, and examined under which conditions basic DEA 
models could be used in this way. This paper follows with an examination of some of 
the more complex DEA models and their applications in decision analysis, especially 
multi-criteria evaluation (MCE) of discrete variables. A particular focus is given on 
the branches of data envelopment analysis incorporating more real-world features, 
such as imprecise (fuzzy) data (f-DEA) or internal network structures (NDEA), in 
their models. 

Keywords: Data envelopment analysis, DEA, MCDA, decision making, multi-crite-
ria evaluation, MCE, fuzzy, network. 

JEL Classification: C61, C67 
AMS Classification: 90-02, 90-06, 90B50, 90C08, 90C29, 90C70 

1 Introduction 
Data envelopment analysis (DEA) is a branch of Operations research that allows one to look at a set of units 
(DMUs) and examine their relative efficiency. These units are all characterized by a certain number of inputs, 
which the unit consumes, and outputs, in turn produced by the unit. Units are assumed to be homogenous, with 
inputs and outputs (together factors) common to all of them. Today, as in the past, DEA is used in a wide variety 
of applications – public sector, private companies, health, education, environment protection, etc. Since it was first 
introduced by Charnes and Cooper [2] in 1978, it has radiated into a broad field experiencing vigorous growth in 
the decades since. 

One of these areas is the exploration of the complex relationship between DEA and that of Multi-criteria 
decision making (MCDM, also analysis, MCDA). Similarities between these two fields have been noticed right 
from the beginning and authors have described them at times as being as both competing and complementary 
approaches. Belton and Stewart [1] provide a brief explanation of the issue. There have been many papers put 
forward proposing to combine DEA models and MCDA methods, in their various combinations, to solve 
a particular problem. Some opt to cut out the middleman altogether and use just DEA to solve decision problems. 

The nature of the relationship between both fields and difficulties one runs into when attempting to use DEA 
models in and of themselves as an MCDA tool have been discussed in the previous paper of the series [9]. At the 
time of writing it is unavailable in English, but there are plans to publish the translated version as well. Brief 
theoretical and practical comparison between DEA and MCDA is to be found therein, which is why that topic is 
omitted from this follow-up. With the focus on Multi-criteria evaluation, concerning itself with discrete variables, 
some ways in which basic DEA models could be used to elicit a choice have also been examined previously. This 
paper follows directly from there, expanding its scope to some of the more complex models. Two broad categories 
of interest have been identified, first of which is fuzzy DEA (f-DEA), found in chapter 2, introducing the element 
of uncertainty and impreciseness into the models. Chapter 3 is then devoted to Network DEA (NDEA), with its 
notion of simple input-consuming, output-producing units extended to more realistic structures. Finally, some 
concluding remarks and proposals for further research are offered in the last chapter of this article. 

                                                             
1 University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, 
W. Churchill sq. 4, 130 67 Praha 3, Czech Republic, michal.pieter@vse.cz. 

416



1.1 Terminology 
When discussing DEA and MCDA at the same time, some confusion may arise because of differing ways in 

which both fields use particular terms. Before proceeding, it may therefore be useful to clear up some terminology. 
MCDA, or more specifically MCE (multi-criteria evaluation), operates on a set of entities, most commonly referred 
to as variables, variants or options. Its goal is to select, or choose, a subset of these options, ideally one of them, 
as most preferred. To what measure each option is preferred depends on a number of criteria, each of which can 
prefer either lower or higher values. These values are the data and each represents the score of suitability of a given 
option, according to a particular criterion. DEA also deals with a certain set of entities, now called decision making 
units, or DMUs and units for short. DEA is traditionally used to evaluate all these entities, as opposed to selecting 
from them, and that evaluation depends on the values of inputs that a given unit consumes and outputs that it 
produces. The lower the values of inputs, or the higher those of outputs, the better. Inputs and outputs are also 
collectively called factors. It is clear from all of this that options in MCDA are analogous with units in DEA and 
criteria are analogous to factors, with inputs being minimizing (preferring lower values) and outputs maximizing 
(preferring higher). One can find further discussion comparing both fields in the previous paper [9] in this series. 

Due to the nature of this article, the corresponding terms from DEA and MCDA will be used interchangeably 
throughout, depending on which one best serves in a particular context. Units, DMUs and options all denote the 
same thing. The term variables in this context will not be used, as that has another, obvious, meaning in DEA and 
which does not occur in the same fashion in MCE. Similarly, criteria and factors also will denote the same thing. 
In cases where a particular term may be ambiguous and its use is not obvious from context, clarification may be 
included, or two equal terms from both fields may be used in conjunction, to make clear what is being referred to. 

2 Using fuzzy DEA models 
In data envelopment analysis, the default assumption is that all the required data is known precisely. In truth, 

no measurement is ever 100% accurate and, outside of educational examples, all real data is imprecise to some 
degree. In most cases the simplification of ignoring this reality and using so-called crisp values is justified, mainly 
by making data gathering, calculation and interpretation that much easier. Sometimes, even despite the added 
complexity, it may be advantageous to capture this imprecise nature of the real world in the model, and thus obtain 
results that are both more reliable and more relevant. To that end, original data is usually obtained in the form of 
categories, an interval, or a set of data points. These are then transformed into various forms of fuzzy numbers, 
each defined by a membership function that assigns a value from 0 to 1 to every number on the real line, as 
originally proposed by Zadeh [16]. 

2.1 Fuzzy DEA with assurance region 
One of the common problems that DEA models have to deal with, is how to avoid awarding a single factor the 
maximum weight and completely ignoring (having zero weight) the others. This is clearly important, as without 
this provision, each DMU would select for itself the one factor in which it excels. At best, all DMUs would choose 
the same factor, which would make the problem into a simple numerical ordering, undermining the very notion of 
complex evaluation. At worst, each DMU would choose a different factor, which is far more probable, especially 
when trying to use it in a MCDA context with many criteria/factors and few units/options. This would make any 
meaningful comparison impossible. Without going into too much detail, there are several ways of dealing with 
such a scenario and introduction of an assurance region (AR) is one of them. Simply put, DEA/AR, as first 
proposed by Thompson [12], restricts the weights so that for each pair of inputs the ratio of their weights falls into 
a certain range, the same being true for each pair of outputs. To compute these ranges, the relative importance of 
factors needs to be obtained, either by consulting a panel of experts, or some other method. 

Liu [7] proposed to extend a DEA/AR model by introducing fuzzy numbers and to use such a model in an 
MCDA-type selection problem. He starts with a traditional output-oriented DEA model, then inserts the linearized 
version of assurance region constraints. These take the form 𝐿"# 𝑈"% ≤ 𝑢( 𝑢) ≤ 𝑈"# 𝐿"% for each combination of 
outputs Oi and Oj, where u, L and U are their respective weights, together with lowest and highest assigned 
importance score. Similarly, the constrains for each combination of inputs are inserted as well. By then introducing 
fuzzy numbers (with convex membership functions), the resulting efficiency also becomes fuzzy. To find the 
membership function of the efficiency scores, a pair of models is constructed to find the lower and upper bounds 
for the efficiency score for a given α-cut. In principle, by solving these models for all values of α, the function can 
be described entirely. In practice, by solving for several values of α, an approximation is found. The models for 
both lower and upper bounds are given as two-level programs, which he then proceeds to linearize into single-level 
linear forms. Both Jahanshahloo et al. [4] and Zhou [17] later found a mistake in this step and proposed a correction 
to both lower and upper bound programs that should be considered. 
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The proposed model is utilized in ranking 12 manufacturing systems and selecting the best one. Selection is 
based on 6 criteria (2 inputs, 4 outputs), two of which have crisp values, the rest are given as triangular fuzzy 
values. Since crisp values can be thought of as degenerate fuzzy numbers as well, the model can still be applied. 
By solving for differing values of α the membership function of fuzzy efficiency score of each DMU is 
approximated, in the form of a series of lower and upper bounds for different α-cuts. For increasing values of 
α these ranges shrink progressively, until at α=1 they degenerate into a single value. While Liu uses 11 α-cuts, he 
suggests that 3-4 are enough to rank the options. To that end, he uses an existing approach to construct an index 
from the membership function approximation. This index is finally suitable for full ranking of the options and 
marking the best one as the preferred choice. 

Major advantage of Liu’s approach is the fact that efficiency for each DMU is given as a fuzzy number itself, 
or approximation thereof. Many f-DEA models attempt to elicit crisp efficiency values from fuzzy data, which 
may give a false sense of precision. The drawback is that to get fuzzy efficiency scores for each DMU, 2×n×a 
programs would need to be computed, fortunately all linear. Interestingly, this makes it more suitable for use as 
an MCDA tool, where generally there are few options, relative to the number of criteria. The inclusion of assurance 
region is a sort of double-edged sword – while undermining the non-parametric nature of DEA and requiring the 
cooperation of experts, the setting of weight ratios allows one to eliminate solutions with unreasonable weight 
combinations. 

2.2 Fuzzy DEA with preference ratio ranking 
Khalili-Damghani, Tavana and Santos-Arteaga [5] propose a fuzzy model to aid in evaluation scenarios, as is 
common in DEA, as well as selection problems, as in MCDA. The purpose in creating the model lay in a concrete 
practical application – assisting a bank (anonymized in the paper) in expanding into emerging markets, by 
evaluating and ultimately selecting the best option from a list of 24 countries world-wide, based on 19 criteria. In 
regards to criteria, they introduce both desirable inputs and undesirable outputs, which have opposing optimization 
goals to common inputs and outputs, respectively. The authors start by structuring their model into three 
consecutive parts – a pre-processing stage designed to reduce the size of data, main module consisting of a fuzzy 
DEA model and a ranking module utilizing preference ratios. The pre-processing stage is designed to improve 
differentiating power of the model by aggregating highly correlated criteria, thus reducing their number. Because 
the model can be run without it, it suffices to say that a fuzzified form of weighted sums is used, in an iterative 
fashion so that the effect on final preferences is minimized. For further discussion, all of that can be safely ignored. 

Main module consists of the fuzzy DEA model itself, which is based on a crisp, input-oriented BCC model, 
expanded to include desirable outputs and undesirable inputs. Resulting in a nonlinear model, a simple 
transformation is performed on these factors’ values, returning to a linear form. Final crisp model is minimizing, 
so that a DMU with score 0 is efficient. In fuzzifying this crisp model, they consider trapezoidal fuzzy numbers, 
whose membership function takes in four parameters. Considering now this fuzzified model, for a given α-cut, it 
can be split in two and these in turn used to calculate the lower and upper efficiency bounds for a given DMU. 
Repeating this process for various α-cuts, the membership functions of efficiency scores themselves can be 
constructed – the larger the number of cuts, the more precise the approximation. This can however be 
a time-intensive exercise, so the authors propose an alternate approach. They use a clever substitution that 
incorporates, in a manner of speaking, the α-cut level into the model as a variable. This substitution relies on 
a linear shape of trapezoidal membership function, so one can imagine a similar model could be made (or rather 
simplified) for triangular fuzzy numbers, which are in effect their degenerate forms. After one further substitution, 
what one is left with are crisp and linear versions of the original lower and upper bound-calculating models, which 
are much easier to solve. Furthermore, as the α value is integrated into the models themselves, they need to be run 
just once each, automatically using the most favorable α-cut for each bound and unit. 

Once the lower and upper bound efficiencies for each DMU are obtained, calculation proceeds to the ranking 
stage. The authors treat the efficiency bounds as a special case of trapezoidal fuzzy number (one could say 
rectangular), thus getting n (number of units) rectangles of height 1, as it were, with differing widths, sitting on 
a real number line. In the case where the rectangles do not overlap, ranking is trivial. If they do, however, they use 
what is called a preference function, which for a particular fuzzy number with membership function µ(x) and 
a given real value α returns, in essence, the ratio of area under µ(x),	x≥α to the total area under µ(x). Now, at 
every point α between the lower bound of the worst performing unit and upper bound of the best performer – lets 
call this section of the real line Ω – there is a unit which has the best value of preference function for that α. The 
set of points where that holds true for a given unit i is denoted as Ωi, where Ωi	⊂	Ω. Preference ratio of each unit 
i is then defined simply as |Ωi|/|Ω|, or the ratio of length of that section of Ω which prefers unit i to the length of 
entire Ω. The better the unit’s ratio, the higher the ranking of that unit. Preference ratios for each DMU can be 
found algorithmically, and thus allow full ranking of all DMUs. 
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The major advantage of the proposed model is its relative simplicity in regards to required computational 
resources. The final model is not only linear, but also dispenses away with numerous α-cuts, that most fuzzy DEA 
models need to get a precise result. For n units only 2×n executions would be needed, to get both lower and upper 
efficiency bounds for each unit. This is in contrast to Liu’s model, as seen in the previous chapter. In addition to 
evaluation, the full ranking of units using preference ratios allows one to use it in MCDA scenarios as well, which 
the authors proceed to do with selecting the most suitable country for the bank to expand into. 

2.3 Other approaches 
There are several other approaches that attempt to use fuzzy DEA as a tool for option selection. Wang and Yan 
[14] use an assurance region model similar to that of Liu, discussed in chapter 2.1, to rank and select between 
different manufacturing models. Wang and Wei [13], while not strictly using fuzzy numbers, model uncertainty in 
data in a similar fashion. Assuming that real values lie within a region of uncertainty around some nominal values, 
they treat them as random perturbations. They propose several CCR-based models that allow full ranking under 
different scenarios, such as uncertainty only in inputs, in outputs, or both or different kinds of uncertainty. 

3 Using network DEA models 
While the previous chapter focused on better approximating the real world via recognizing and implementing 

the imprecise nature of data in the model, there are other ways of getting closer to reality. One of them is to take 
a closer look at the unit and to abandon a common simplification regarding their structure – namely that it has 
none. In traditional models all that is known about the unit is that it takes in some inputs and turns them into 
outputs. The nature of this transformation is assumed to be irrelevant and therefore any inner structure, or 
sub-processes going on inside the unit, are ignored. The unit is modelled as a black-box. As is the case with fuzzy 
data, this simplification yields simpler models, lessens the effort for both the analyst and the computer, and is 
a close enough approximation for most cases. When this proves to be insufficient, Network DEA allows one to 
peer inside the unit and model it as consisting of several sub-units (also sub-processes) arranged in a network 
structure, with each sub-process either connected to the outside world or tied to other sub-processes through 
common factors. This allows one not only to compute efficiencies of units more precisely and to better differentiate 
between them, but to also examine the efficiency of each individual sub-process. 

3.1 Network-based approach 
One of the problems in applying DEA directly to a decision problem is that often several DMUs are calculated to 
be efficient. The chief way of overcoming this is to modify the model so that full raking of DMUs is produced, 
from best to worst. While many such models exist for traditional DEA models (as examined in author’s bachelor 
thesis [8]), when dealing with network structures, the literature is sparser. Liu and Lu [6] offer an approach that 
utilizes a network-based post-processing technique (not to be confused with the network structure itself) to produce 
such a ranking. They base their model on a simple 2-stage series network model where all outputs from stage 
(sub-process) 1 are immediately consumed as inputs of stage 2. With variable returns to scale, the chosen model 
tends to mark more DMUs as efficient (and never fewer) when compared with constant returns to scale. This model 
takes the form of a multi-objective program where the efficiencies of both stages are optimized. 

In traditional DEA models there is a concept of reference units – efficient units that serve as models for the 
inefficient ones on how to structure their factors, were they to become efficient themselves. They can be identified 
by studying λ values, a common symbol denoting the weight of a given reference unit. Liu and Lu use these in 
order to rank the efficient units – the more often a given efficient unit serves as a reference to other units, and the 
more strongly, the better its final ranking. To further the discriminating power, they suggest to calculate the model 
multiple times, each time including some factors and excluding the others, in a manner postulated by Cinca and 
Molinero [10]. For best precision, this would entail running the model n(2m−1)(2D−1)(2s−1) times, where n is 
the number of DMUs and m, D, and s are numbers of inputs, intermediate factors, and outputs, respectively. 

When the model is run for each DMU and for a given choice of factor combinations, the post-processing phase 
follows. While the computed efficiencies of both stages (sub-processes) for each unit and factor combination are 
discarded, the reference weights are used in further analysis. After normalization, designed to remove the effect of 
differing unit sizes, and averaging across factors, one is left with two sets of 0 to 1 numbers, IOW1tjk and IOW2tjk. 
They represent a combined reference weight of all inputs and outputs of a particular unit k with regard to 
a reference unit j, for the first and second stage, respectively. Summing for all chosen combinations of factors t, 
one gets values of A1jk and A2jk, which can be organized into two square matrices, A1 and A2, of size n. Finally, 
these matrices are key to eliciting all manner of information – for one, they allow to discriminate between efficient 
DMUs based on either eigenvectors or a so-called alpha-centrality score. Furthermore, one can rank units on how 
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well they serve as a benchmark for each individual factor. The model also provides further information, which is 
however not all that important in the context of using the model as an MCDA tool. 

Main advantage of the proposed model lies in its ability to discriminate between efficient units and thus fully 
rank all the DMUs. To that end, it allows the analyst several options on how to rank them. They can focus more 
on one of the stages, or even incorporate the benchmarking strength of units with regard to a particular factor. One 
interesting further approach would be to take into account information already available in most MCDA scenarios 
– the weights of criteria. While diverging from DEA, where units set their own, most favorable weights, it might 
prove useful in aggregating the multiple rankings the proposed model generates. One could envision using the 
combined weights of input and output criteria-factors to produce an average ranking from stage 1 and 
stage 2 rankings, respectively. In a similar fashion, benchmark rankings for individual factors might be aggregated. 
The feasibility and practical applications of these aggregation approaches may warrant further examination. 

There are two obvious disadvantages of the proposed model. First is the need to execute the mathematical 
program many times to obtain results for all, or most, possible combinations of included factors. The number of 
executions, given as n(2m−1)(2D−1)(2s−1), rises linearly with number of DMUs n, but exponentially with 
number of factors, m, D and s. This may prove especially troubling with MCDA applications, which tend to have 
have more criteria-factors, compared to units. In practical applications, one may expect hundreds or thousands of 
executions. The silver lining lies in the fact that the mathematical program is altogether linear, hence a single 
execution is usually quite fast. The second issue lies with extensive post-processing of data once all the programs 
have run. Both of these disadvantages seem to limit the usefulness of the proposed model when applied to practical 
MCDA problems and using traditional tools (spreadsheets and linear programming solvers). The proposed model 
would benefit greatly from a dedicated software tool, that could automatize many of the necessary tasks. 

3.2 Other approaches 
Few other authors attempt to model decision problems with network DEA. One of them are Yousefi, Shabanpour 
and Farzipoor Saen [15], who tried to apply it to a supply chain selection problem. To do so, they implemented 
some features of goal programming, a subset of multi-objective programming, into a series-structured network 
model. In DEA, each DMU chooses its own most suitable reference units that give it a set of reference factor 
values to aspire to, if it’s not efficient. In goal programming, these reference factor values, or goals, are set 
beforehand by a manager and are common to all DMUs. The authors take a middle ground, where both approaches 
are used at the same time, their relative importance defined by a parameter elicited from the data itself. While their 
model still calls for setting the common goals by hand (although the best value for each factor could conceivably 
be used) it produces a full ranking of units. In fact, one can use for choice selection in an MCDA fashion, at least 
in principle any one of the network DEA models that allow the full ranking of DMUs, provided of course that 
criteria can be sensibly modelled using network structure. Models such as these include for example [3] or [11], 
among others. In cases where sub-process efficiencies cannot be combined to get overall efficiency and only single 
stage ranking is possible, a similar approach as the one discussed in the previous chapter could be used. 

4 Concluding remarks 
As mentioned in the introduction, this article is second in a series of papers aimed at illuminating the relationship 
between DEA and MCDA, particularly MCE. Their aim is to examine a variety of ways in which various DEA 
models can be used to tackle decision problems, be that alone or in conjunction with other MCDA methods. All 
of that contributes to an overarching goal of using this information in selecting the most appropriate approach in 
an application study, which should conclude the series and is planned to be released with other collaborators. This 
paper is an important step towards that goal, having identified several promising models that could be used. 

The focus of the planned application paper revolves around provider selection in energy markets. A fuzzy DEA 
may prove useful in comparison with other fuzzy MCDA approaches. Based on the literature reviewed for this 
paper, the preference ratio model of Khalili-Damghani, Tavana and Santos-Arteaga, discussed in chapter 2.2 seems 
suitable enough. While its use of trapezoidal fuzzy number will probably prove to be unnecessary, it can also deal 
with, and be simplified for use with triangular fuzzy numbers as well. The modelling of provider selection as 
a network-structured process also remains a distant possibility. In that case Liu’s and Lu’s model described in 
chapter 3.1 seems like an intriguing option to examine in that particular MCDA setting, despite its computational 
and post-processing requirements. Examining how to include criteria weights may also prove interesting. 

As the planned release of the concluding paper is still some time away, one or two papers continuing in this 
line of research may yet follow. Certainly, the research into joint use of various DEA models and MCDA methods 
has been very active for many years now and appears to continue to be so. There are therefore still many areas 
which may be explored and so further publications may follow even after this series is concluded. 
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Cluster Analysis of Digital Economy in the Old European Union 
Countries  

Michał Bernard Pietrzak1, Bartosz Ziemkiewicz2 

Abstract. Improving conditions for developing digital economy has been considered as a basic 
determinant of keeping international competiveness of Europe. It has been pointed as one of the 
main objectives of the Europe 2020 plan. In this document an objective of reducing disparities, 
also in this field, has been given as an important task for the EU. The disparities in using the 
potential of the digital economy between the old EU-15 economies and the new member states has 
been an effect of structural underdevelopment of Eastern and Central Europe. However, recent 
years have also shown significant differences in this field among the EU-15. The main purpose of 
the article is to analyse the similarities between the  old EU countries in regard to the digital 
economy development. In the research the Ward’s clustering method was applied. Data provided 
by Eurostat were used for the analysis in the years 2011 and 2017. The research confirmed 
important disparities between the EU-15 countries, which indicate that the traditionally lower 
developed Southern European countries are not able to use the potential of the digital economy 
phenomenon for reducing the distance to the European leaders.        

Key words:  cluster analysis, digital economy, Ward’s method, Kruskal's test  

JEL Classification: C38 

AMS classification: 91C20 

1 Introduction 
Taking advantage of the digital economy development potential has been considered as a possibility to decrease 
traditional disparities between the European economies. It has been pointed as a way to improve competitiveness 
of the European economy as a whole, which was stressed in such documents as Europe 2020 plan. Last global 
financial crisis has shown not only significant structural differences between old EU-15 economies and new EU 
member states, but also disparities in the case of the EU-15 countries. As a result, the main purpose of the article 
is to analyse similarities between the EU-15 countries in regard to the digital economy development. In the 
analysis the Ward’s clustering method and Kruskal's test were applied. Data provided by Eurostat were used for 
the research in the years 2011 and 2017.   

The current analysis is built on the previous research papers of the authors, which were devoted to the issue 
of the digital economy development at a regional level  in the Visegrad countries [9, 10; 7].  

2    Cluster analysis  
Multidimensional comparative analysis methods are used to assess complex phenomena, which variability can 
be described by means of many features (diagnostic variables) [12; 4; 16; 19; 8; 31; 20; 21; 22; 28; 1; 14; 17; 
13]. In scientific research the method of linear ordering and cluster analysis are most often used. Economic 
studies based on the use of these methods have been widely described in the literature and they concern many 
aspects such as: a level of socio-economic development [3; 37; 25; 23; 27, 36], an effectiveness of labour 
markets [26; 29; 30], a level of innovative potential and competitiveness [5; 6; 24; 32; 11; 15; 39; 38], or quality 
of institutions [2; 40]. 

Cluster analysis belongs to classification methods and allows to distinguish, within the considered economic 
phenomenon, relatively homogeneous groups of economic objects (clusters). Economic objects assigned to 
particular clusters are characterized by a high level of similarity to each other due to the studied phenomenon. 
The similarity between objects is determined on the basis of a selected metric, where Euclidean distance is most 
often used in economic studies. The classification of economic objects is usually performed using the selected 
agglomeration method. The Ward‘s agglomeration method will be used in the article, due to its properties of 
generating many clusters with a small number of objects [34], which is often needed in economic research. In the 
Ward‘s method clusters are separated on the basis of the criterion of minimizing the sum of squares of distances 
between objects [33; 18; 30]. 
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According to the objectives of the research, the cluster analysis was used to assess the similarities between 
economies  in regard to the level of development of the digital economy. Ten diagnostic variables were selected 
for the description of selected aspects of the digital economy, for which statistical data is available in the 
Eurostat database. The set of diagnostic variables is presented in Table 1, where the symbol, name, description 
and unit of measurement were included. All the diagnostic variables can be considered as stimulants. The 
selection of the diagnostic variables is based on the suggestions of Eurostat in regard to the digital economy 
assessment at national level, which was supported by previous literature review of the authors [9; 35].  
 
Variable Name Descripiton Unit 

x1 
Households - level of 

internet access 
Household internet connection: all type 

Percentage of 
households 

x2 
Households - type of 

connection to the internet 
Household internet connection type: broadband 

Percentage of 
households 

x3 
Households - availability 

of computers 
Households having access to, via one of its members, a 

computer 
Percentage of 
households 

x4 
Individuals - mobile 

internet access 
Individuals used a laptop, notebook, netbook or tablet 

computer to access the internet away from home or work 
Percentage of 
individuals 

x5 
Individuals - frequency of 

computer us 
Frequency of computer use: daily 

Percentage of 
individuals 

x6 
Individuals - computer 

use 
Last computer use: within last 12 months 

Percentage of 
individuals 

x7 
Individuals - frequency of 

internet use 
Frequency of internet access: once a week (including 

every day) 
Percentage of 
individuals 

x8 
Internet purchases by 

individuals 
Last online purchase: in the last 3 months 

Percentage of 
individuals 

x9 
E-government activities 

of individuals via 
websites 

Internet use: interaction with public authorities (last 12 
months) 

Percentage of 
individuals 

x10 E-commerce purchases 
Enterprises having purchased via computer mediated 

networks 
Percentage of 
individuals 

Table 1 The set of diagnostic variables 

3 Empirical results 

In the article the cluster analysis for assessment of the level of the digital economy development in the EU-15 
countries was carried out. The analysis was done separately for the years 2011 and 2017. The main restriction in 
regard to the period of the research was the availability of data. The obtained results allowed to separate groups 
of countries (clusters), which are similar to each other from the perspective of the level of digital economy 
development. Therefore, it was possible to compare the clusters over time.   

In the first step of the study, a standardization of variables was made on the basis of the mean and standard 
deviation. Then, the distance matrix was determined with application of the  Euclidean distance. In the next step, 
three clusters of countries were established using the Ward‘s method. The obtained results of the Ward‘s method 
were presented on dendograms (Figure 1), and the established composition of countries into clusters was given 
in Table 2. 
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Figure 1 Dendrograms for the EU-15 in the years 2011 and 2017 

2011 2017 

Cluster Country Cluster Country 

1 Greece 1 Greece 

1 Italy 1 Italy 

1 Spain 1 Spain 

1 Portugal 1 Portugal 

2 Belgium 2 Belgium 

2 France 2 France 

2 Ireland 2 Ireland 

2 Austria 2 Austria 

3 Germany 3 Germany 

3 United Kingdom 3 United Kingdom 

3 Denmark 3 Denmark 

3 Finland 3 Finland 

3 Sweden 3 Sweden 

3 Luxembourg 3 Luxembourg 

3 Netherlands 3 Netherlands 

Table 2 Compositions of clusters in the years 2011 and 2017 

In order to describe the obtained results, the average values of the diagnostic variables for each of the clusters 
were determined. The analysis of the mean values for the subsequent variables allowed to assess the level of 
digital economy development for countries from a selected cluster. Additionally, the Kruskal test was applied 
here, which allowed to check whether the determined mean values of variables differ significantly between each 
other for the obtained clusters (Table 3).  

Based on the received values of Kruskal's statistics, significant differences were found between groups of 
countries assigned to individual clusters. In the cluster 1 one could find the countries with the lowest level of 
digital economy development. The cluster formed the countries of Southern Europe: Spain, Portugal, Italy and 
Greece. Such economies as: Austria, Belgium, Ireland, France have been assigned to cluster 2. These countries 
are characterized by an average level of the digital economy development. In the cluster 3 with the highest level 
of the digital economy development one could find: Denmark, Sweden, Netherlands, Sweden, Finland, United 
Kingdom, Luxembourg and Germany. It should be emphasized that countries from clusters 2 and 3 are 
characterized by a much better economic situation compared to the economies of the Southern Europe, which 
can be measured with basic standard macroeconomic indicators such as GDP per capita, GDP growth rate or 
level of government debt. 
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Variables 

Cluster 
x1 x2 x3 x4 

2011 2017 2011 2017 2011 2017 2011 2017 
1 58.25% 77.25% 53.75% 76.25% 64.25% 73.25% 15.00% 29.25% 
2 76.50% 87.25% 70.25% 84.75% 79.00% 84.50% 10.25% 20.50% 
3 88.00% 95.43% 80.00% 94.00% 89.29% 93.86% 26.71% 40.29% 

Kruskal statistics 12.14 12.17 10.63 11.70 12.17 12.39 7.06 8.74 
p-value 0.002 0.002282 0.005 0.002876 0.002 0.002042 0.029 0.012642 

Variables 

Cluster 
x5 x6 x7 x8 

2011 2017 2011 2017 2011 2017 2011 2017 
1 46.00% 52.25% 61.25% 69.25% 52.50% 71.00% 13.00% 28.00% 
2 63.00% 65.25% 80.75% 84.25% 74.75% 83.25% 35.00% 50.00% 
3 76.57% 79.29% 90.43% 94.14% 85.43% 93.14% 54.00% 67.86% 

Kruskal statistics 11.89 12.14 12.10 12.21 11.61 11.75 12.14 12.14 
p-value 0.003 0.002 0.002 0.002 0.003 0.003 0.002 0.002 

Variables 

Cluster 
x9 x10 

    
2011 2017 2011 2017 

    
1 31.00% 42.25% 20.25% 27.75% 

    
2 49.75% 60.00% 42.75% 51.50% 

    
3 62.14% 73.14% 50.86% 53.86% 

    
Kruskal statistics 9.51 8.16 8.37 7.69 

    
p-value 0.009 0.017 0.015 0.021 

    
Table 3 Average values of variables for the given clusters and Kruskal statistics for the year 2011 and 

2017 

4  Conclusions 

The main objective of the research was to analyse similarities between the EU-15 economies in regard to the 
digital economy development. To obtain the aim of the article the Ward’s clustering method was used for the 
study in  the year 2011 and 2017. From the perspective of the dynamics of the phenomenon under research the 
given period should be considered as long enough for catching the potential changes in structural differences 
between the countries.    

The conducted cluster analysis confirms the structural problems of the Southern European economies, which 
have been especially seen after last global financial crisis, with the real macroeconomic bankruptcy of Greece 
and long term stagnation of Spain, Italy and Portugal.  

The most important empirical value added of the current research relates to the fact that the obtained results 
confirm high stability of disparities between the EU-15 countries. This obtained results compared with the 
experiences of the European economies after last global financial crisis brings significant long term growth 
policy implications. The study confirms that taking advantage of the digital economy for obtaining higher level 
of GDP growth in the case of countries at lower level of development (South European economies) is very 
difficult task, which can be reached only under conditions of fundamental structural macroeconomic reforms.   
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Modeling E-Sports Matches Using Generalized
Autoregressive Score Models

Mirek Pikhart 1, Vladimı́r Holý 2

Abstract. In econometrics, a recent and popular way to model time series is the
generalized autoregressive score model, also known as the dynamic conditional score
model. It is an observation-driven model capturing dynamics of time-varying param-
eters by the autoregressive term and the scaled score of the conditional observation
density. The GAS model can be based on any distribution. For example the GARCH
model is a special case of the GAS model with normal distribution and time-varying
variance while the ACD model is a special case with exponential distribution and
time-varying mean.
We utilize the GAS methodology in modeling the results of e-sport professional com-
petition, specifically the matches in Counter-Strike: Global Offensive video game.
We model the results of matches using several methods, such as logistic regression
or utilizing the Poisson distribution, comparing several approaches to the problem.
Time-varying parameters represent the unobserved strength of individual teams.

Keywords: Sports Analytics, Count Time Series, Generalized Autoregressive Score
Model.

JEL classification:
AMS classification:

1 Introduction
For a long time, the forecasting of match results has been highly popular, no matter what kind of sport it concerns.
Originally starting with mostly static models, such as Reep and Benjamin’s 1968 [15] paper proposing negative
binomial distribution for modelling the number of goals scored and successful passes completed in a match. Other
models built on similar foundations argued which distribution is the best fit, such as Maher [13], who proposed the
Poisson distribution, or Fahrmeir and Tutz [6], using ordered logit models with random walks for forecasting both
soccer and chess results.

Over time, the usage of dynamic models increased. Dixon and Coles [5] built on Maher’s [13] foundation,
improving on the bivariate Poisson model by realizing that the strengths of teams are not constant in time and
including match results up to time t in their model when determining parameters for time t. Rue and Salvensen
[16] went even further, proposing a completely dynamic team strengths in time, which allows for more accurate
short-time predictions.

Koopman and Lit [9] proposed a Generalized Autoregressive Score (GAS) model to model the Premier League
Soccer matches using the bivariate Poisson distribution and extended their study to include a Skellam distribution
and ordered probit models in their 2017 paper [11]. Their models use a team’s offensive and defensive strength as
parameters together with a fixed home-side advantage, which reflects the fact that teams perform better in front of
their home crowd.

GAS models are commonly used to analyse high-frequency economic data, such as Avdulaj and Kverav [1]’s
paper on stock diversification or Zhao and van Wijnbergen [17], who modeled decision making in incomplete
markets. Lucas, Schwaab and Zhang’s [12] paper on sovereign credit risk of euro states showcases another common
usage of GAS models, credit risk modeling.

We noticed that while there are dozens of articles on forecasting sports results, there are almost no papers
published on the recently popularized eSports - ’a catchall term for games that resemble conventional sports insofar
as they have superstars, playoffs, fans, uniforms, comebacks, and upsets. But all the action occurs online, and the
contestants hardly move’ as written by Jenny et al [8]. While searching for any papers concerning eSports statistics,
a basic study on the effect of nationality on success in eSports [14] can be found together with some other articles
concerning economics and other fields, but overall the statistics field is left completely unexplored.

1University of Economics, Prague, Winston Churchill Square 1938/4, 130 67 Prague 3, Czech Republic,
xpikm05@vse.cz

2University of Economics, Prague, Winston Churchill Square 1938/4, 130 67 Prague 3, Czech Republic,
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In our article, we took the game Counter-Strike: Global Offensive, which is considered as one of the prime
eSports titles. The game is played by two teams of five and can be covered by an adaptation of the soccer models
as the two teams take turns playing offense and defense. The major difference is that the game takes place on a
pre-selected map, which we presume has a significant effect on team performance.

2 Generalized Autoregressive Score Framework
Generalized autoregressive score (GAS) models [3, 4], also known as dynamic conditional score models [7] are
time series models with time-varying parameters. The dynamics of time-varying parameters is captured by the
autoregressive term and the score of the conditional observation density. In the case of unscaled score, the time-
varying parameter ft follow the recursion

ft+1 = C +Bft +A∇(xt, ft), (1)

where C is the constant parameter, B is the autoregressive parameter, A is the score parameter and∇(xt, ft) is the
score given by

∇(xt, ft) =
∂ lnP[Xt = xt|ft]

∂ft
. (2)

The GAS models belong to the class of observation-driven models according to [2]. Forecasting accuracy of the
observation-driven models based on the score is comparable to the parameter-driven models [10]. An advantage of
the observation-driven models including the GAS model is simple estimation by the maximum likelihood method.

3 Proposed Model
The proposed model is based on the GAS specification with Bernoulli distribution and time-varying probability
of winning the match. This probability is transformed via logistic link to ensure its values fall within the (0, 1)
interval. This corresponds to the logistic regression model. The proposed model has the following structure.

If we consider the teams to have different strength on each map, then the probability of team i defeating team
j on map m in time t is

pi,j,m,t =
1

1 + e−(Si,t+Mi,m−Sj,t−Mj,m)
(3)

with the skill Si,t of team i following recursion

Si,t+1 = Ci +BiSi,t +Ai
eSk,t+Mk,o

eSi,t+Mi,o + eSk,t+Mk,o
if team i defeated team k on map o in time t,

Si,t+1 = Ci +BiSi,t −Ai
eSi,t+Mi,o

eSi,t+Mi,o + eSk,t+Mk,o
if team i lost to team k on map o in time t,

Si,t+1 = Si,t if team i did not play in time t,

(4)

where θi = (Ci, Bi, Ai,Mi,1, . . . ,Mi,nM
)′ are the parameters for team i. The parameterMi,m denotes the relative

strength of team i on map m with the value of Mi,1 set to 0 due to identifiability.

Alternative model suggests that the map choice does not significantly alter the result and thus the skill s is
enough to denote the strength of a team. That would lead to team i defeating team j with probability

pi,j,t =
1

1 + e−(Si,t−Sj,t)
(5)

with skill Si,t following recursion

Si,t+1 = Ci +BiSi,t +Ai
eSk,t

eSi,t + eSk,t
if team i defeated team k in time t,

Si,t+1 = Ci +BiSi,t −Ai
eSi,t

eSi,t + eSk,t
if team i lost to team k in time t,

Si,t+1 = Si,t if team i did not play in time t.

(6)

The change in skill Si of team i based on the skill Sj of the opponent can be observed in figs. 1 and 2.

The very last model we tried out was a static variant, where skill was fixed in time for each team, and the
probability of team i winning over team j was again denoted by equation 6 with skill Si of team i invariable in
time, entering the model only as a constant.

Mirek Pikhart, Vladimír Holý

429



−4 −2 0 2 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Skill gain after victory

Skill of opponent

S
ki

ll 
ga

in

Figure 1: Skill increase after winning
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Figure 2: Skill decrease after losing

4 E-Sports Data
We analysed a little over 2000 matches from the 2015/2016 season that. Unlike soccer, which we took as inspiration
for our analysis, there are no year-long leagues, but instead a larger amount of shorter tournaments which last about
one week each. Also, because all of the matches are usually broadcast online in real time, very rarely are there
more matches happening at the same time. Thanks to that, we can assign time t to each match which happens
between exactly one match happening at t− 1 and exactly one match at t+ 1.

As there are no fixed leagues and the standings and team rosters are more volatile compared to most traditional
sports, we decided to select a sample of 16 most successful teams that play each other often, and used only the
matches where both participants belong to our selected subset.

What makes eSport data different from sports data is the presence of maps. The matches are not played on
an uniform field every time, but instead there is an predefined set of maps from which the teams select one to
be played through a drafting process. The commonly employed strategy is to try and force a selection of a map
the team performs well on. However, we presume that the optimal strategy would be to opt for a map where the
disparity between effective strengths of the two participating teams is the largest.

For the purpose of our analysis, we only consider two possible outcomes for each match, either the victory of
team i or victory of team j, representing the actual match, which goes on until a team reaches 15 points. In case
the difference between scores is less than two by that time, the game enters overtime which lasts until one team
pulls ahead.

5 Empirical Results
We ran all three of the proposed models and compared the results. The simplest model with no time variability was
able to predict only 53.45% of the match results we tested the models on. This can be attributed to huge volatility
of the eSports scene, where player transfers happen about ten times as often as they do in soccer and thus a model
with static powers and no ability to adapt has problems and performed only slightly better than a coin flip.

The dynamic model with A = 0.9, B = 0.1 which considered variable skill S in time performed a bit better,
successfully predicting 57.11% of match results from the validation set. Figures 3 and 4 show how skill evolves
over time. In fig. 3 can be observed the difference between a team that was at the top for the whole season and a
team signed a completely new roster during the season, which led to a dramatic increase in their winrate. Figure 4
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shows that the skill for a average performing team, while dynamic is oscillating around a constant value.
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Figure 4: Skill change over time - two average teams

The second dynamic model, again with A = 0.9, B = 0.1, but including the relative map strength Mi,m did
not show significant improvement over the previous model, being able to predict correctly in 57.75% of the cases.

6 Conclusion
While the GAS models show potential in this area, the methodology needs to adapt in order to produce more precise
forecasts. The environment is many times more volatile compared to traditional sports and adjustments need to be
made to account for the frequent player transfers and changing form of teams, which both make prediction more
complicated.

Several other factors impacting the result might prove interesting to include in future models, possibly different
team strengths when on offence or defense as many recent soccer statisticians already use but the most important
difference is still how dynamic the Counter-Strike environment is with about five times as many matches played
per season when compared to soccer and very frequent transfers through the season as the game does not have a
fixed transfer period. This implies that having variables dynamic in time is a must in order to maximize successful
forecasting.
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Interval subeigenvectors of fuzzy matrices
Ján Plavka 1

Abstract. A fuzzy algebra is a triple (B,⊕,⊗), where (B,≤) is a nonempty,
bounded, linearly ordered set and a⊕ b = max{a, b}, a⊗ b = min{a, b} for a, b ∈ B.
A vector x is said to be a λ-eigenvector of a square matrix A if A ⊗ x = λ ⊗ x for
some λ ∈ B. To solve subeigenproblem for some λ ∈ B means to find a solution x,
called λ-subeigenvector, of A ⊗ x ≤ λ ⊗ x. The values of vector or matrix inputs
in practice are usually not exact numbers and in some intervals they can instead be
considered as values. This paper investigates the properties of matrices and vectors
with interval coefficients. In addition, a complete solution of the strong and the strong
universal interval λ-subeigenproblem in fuzzy algebra is presented.

Keywords: fuzzy algebra, interval vector, subeigenvector

JEL classification: C44
AMS classification: 15A80, 15A18, 08A72

1 Introduction
Fuzzy algebra, the arithmetical operations a ⊕ b := max(a, b) and a ⊗ b := min(a, b) are defined over a linearly
ordered set, can be applied to various problems related to scheduling and optimization. Fuzzy algebra is a part of
the so-called tropical mathematics, and it has a wide scope for application and it offers an interesting contribution
to the mathematical theory.

As an economic motivation for the research of fuzzy algebra can be considered adapting max–plus interaction
systems, [1], [2], i.e., on an assembly line a man cannot begin a new assembly until, say, two inter-locking sub-
assemblies have arrived from different sources with independent production rates. A natural way of describing
such system is to label the machines (entities), e.g., 1, 2, . . . , n, and to describe the interferences by recurrence
relations

xi(r + 1) = max(x1(r) + a1i, x2(r) + a2i, . . . , xn(r) + ani), i ∈ {1, 2, . . . , n}.
The last formula expresses the fact that machine i must wait to begin its r+ 1st cycle until machines j = 1, . . . , n
have finished their rth cycle, the symbol xi(r) denotes the starting time of the rth cycle of machine i, and aij is
corresponding activity duration.

Denote a ⊕ b = max(a, b), and a ⊗ b = a + b for a, b ∈ R and extend this pair of operations to matrices and
vectors in the same way as in conventional linear algebra.

By generalization of the discrete-event dynamic system (eigenproblem) mentioned above and using the above
notation we obtain a description of the steady state system (for some constant λ, the interval between the beginnings
of consecutive cycles on every machine has to be λ, i.e., x(r+1) = A⊗x(r) and x(r+1) = λ⊗x(r)) in vector-
matrix notation as follows:

A⊗ x = λ⊗ x.
For simplicity A does not change from stage to stage. The orbit x, A⊗ x, . . . , Ak ⊗ x, where Ak = A⊗ . . .⊗A,
represents the evolution of such a system. If instead of the equality in A ⊗ x = λ ⊗ x we ask for inequality ≤,
then we speak about a subeigenproblem.

For a given matrix A ∈ B(n, n) in fuzzy algebra, the eigenproblem consists of finding a value λ ∈ B and a
vector x ∈ B(n) such that the equation A ⊗ x = λ ⊗ x holds true. The eigenproblem in fuzzy algebra has been
studied by many authors. Interesting results were found in describing the structure of the eigenspace (the set of
all eigenvectors) [17] and several algorithms for computing the largest eigenvector of a given matrix have been
suggested, see for example [16].

A vector x is said to be a λ-eigenvector of a square matrix A if A ⊗ x = λ ⊗ x for some λ ∈ B. To solve
subeigenproblem for some λ ∈ B means to find a solution x ofA⊗x ≤ λ⊗x, x is called λ-subeigenvector. In [15]
the properties of λ-subeigenvectors are described, the values λ associated with λ-subeigenvectors are characterized
and efficient algorithms for checking all equivalent conditions are introduced.

In the present paper, we consider an interval version of this condition and investigate the properties of matrices
and vectors with interval coefficients, i.e., we describe λ-subeigenvectors for matrices A ∈ B(n, n) and an interval
1Technical University in Košice, Department of Mathematics and Theoretical Informatics, B. Němcovej 32, 04200
Košice, Slovakia, Jan.Plavka@tuke.sk

433



X = [x, x] := {x ∈ B(n); x ≤ x ≤ x}. In addition, a complete solution of the strong and the strong universal
interval subeigenproblem in fuzzy algebra is presented.

Let us now give more details on the organization of the paper and on the results obtained there. The next section
will be occupied by some definitions and notation of the fuzzy algebra, leading to the discussion of structures of
subeigenproblem in Section 3. Section 4 is devoted to the main results of the paper which characterizes interval
matrices with the strong and the strong universal interval λ-subeigenvectors.

2 Background of the problem
Let (B,≤) be a bounded linearly ordered set with the least element in B denoted by O and the greatest one by
I . The set of naturals (naturals with zero) is denoted by N (N0). For given naturals n,m ∈ N, we use notations
N and M for the set of all smaller or equal natural numbers, i.e., N = {1, 2, . . . , n} and M = {1, 2, . . . , m},
respectively. The set of n×m matrices over B is denoted by B(n,m), specially the set of n× 1 vectors over B is
denoted by B(n) and for α ∈ B a constant vector is denoted by α? = (α, . . . , α)T .

A fuzzy algebra is a triple (B,⊕,⊗), where a⊕ b = max(a, b) and a⊗ b = min(a, b).

The operations⊕,⊗ are extended to the matrix-vector algebra over B by the direct analogy to the conventional
linear algebra.

For A ∈ B(n, n), C ∈ B(n, n) we write A ≤ C (A < C) if aij ≤ cij (aij < cij) holds true for all
i, j ∈ N . Similarly, for x = (x1, . . . , xn)

T ∈ B(n) and y = (y1, . . . , yn)
T ∈ B(n) we write x ≤ y (x < y) if

xi ≤ yi (xi < yi) for each i ∈ N .

The rth power of a matrix A is denoted by Ar with elements arij .

By a digraph we understand a pair G = (VG, EG), where VG is a non-empty finite set, called the node set,
and EG ⊆ VG × VG, called the arc set. A digraph G′ is a subdigraph of G, if VG′ ⊆ VG and EG′ ⊆ EG. A
path in G is the sequence of nodes p = (v0, v1, . . . , vl) such that (vk−1, vk) ∈ EG for all k = 1, 2, . . . , l (denoted
as (v0, vl)–path). The number l(p) ≥ 0 is called the length of p. If v0 = vl, then p is called a cycle. A cycle is
elementary if all nodes except the terminal node are distinct. A digraph is called strongly connected if any two
distinct nodes of G are contained in a common cycle.

By a strongly connected component K of G = (NG, EG) we mean a subdigraph K generated by a non-empty
subset K ⊆ N such that any two distinct nodes i, j ∈ K are contained in a common cycle and K is the maximal
subset with this property. A strongly connected component K of a digraph is called non-trivial, if there is a cycle
of positive length in K.

The set of all non-trivial strongly connected components of G is denoted by SCC(G).

The eigenproblem in fuzzy algebra is formulated as follows: Given A ∈ B(n, n) and the number λ ∈ B, find
x ∈ B(n) satisfying

A⊗ x = λ⊗ x,
n-tuple x ∈ B(n) is the called eigenvector of A and λ ∈ B is eigenvalue of A.

The eigenspace V (A, λ) is defined as the set of all eigenvectors of A with associated eigenvalue λ, i.e.,
V (A, λ) = {x ∈ B(n); A⊗ x = λ⊗ x}.

In case λ = I let us denote V (A, I) by the abbreviation V (A).

Notice that if x ∈ V (A), i.e., A⊗ x = x, then for each λ ∈ B the equalities

A⊗ (λ⊗ x) = λ⊗ (A⊗ x) = λ⊗ x = λ⊗ (λ⊗ x)

hold true. Thus, every λ ∈ B is an eigenvalue of A.

Let A ∈ B(n, n) be given. The symbol A+ stands for lim
j→∞

(A⊕A2 ⊕ · · · ⊕Aj) and A∗ = E ⊕A+, where E

is unit matrix. A∗ = (a∗ij) is called the strong transitive closure of A.

There is a well-known connection between the entries in powers of matrices and paths in associated digraphs:
the (i, j)th entry akij in Ak is equal to the maximum of weights of paths from Pkij , where Pkij is the set of all
paths of length k beginning at node i and ending at node j. If Pij denotes the set of all paths from i to j, then
a∗ij = max{akij ; k = 1, 2, . . . } is the maximum weight of a path from Pij and a∗jj is the maximum weight of all

Interval subeigenvectors of fuzzy matrices

434



cycles containing node j.

For every matrix A ∈ B(n, n) denote

ci(A) =
⊕

j∈N
aij , c(A) =

⊗

i∈N
ci(A), cA = (c1(A), c2(A), . . . , cn(A))

T ∈ B(n),

λ(A)(= λ) =
⊗

i∈N
aii and λ(A)(= λ) =

⊕

i,j∈N
aij .

Notice that both operations in fuzzy algebra are idempotent, hence the range of mappings max and min is B and
no new numbers are created in the process of generating matrix-vector products.

A matrix (vector) is called binary if aij ∈ {O, I} (xj ∈ {O, I}) for each i, j ∈ N .

Definition 1. Let A ∈ B(n, n) be a binary matrix and x ∈ B(n) be a binary vector. Then by G(A) =
(VG(A), EG(A)) we understand the digraph with VG(A) = N , EG(A) = {(i, j); aij = I}.

Definition 2. For A ∈ B(n, n) and h ∈ B, the threshold matrix A(h) (A(h+)) corresponding to the threshold h is
a binary matrix of the same type as A defined as follows:

(a(h))ij =

{
I, if aij ≥ h,
O, otherwise,

(
(a(h+))ij =

{
I, if aij > h,

O, otherwise

)
. (1)

The associated digraph G(A(h)) (G(A(h+))) will be called the threshold digraph corresponding to the thresh-
old h (h+) .

3 Structures of subeigenvectors and supereigenvectors
For A ∈ B(n, n) and λ ∈ B we denote

V∗(A, λ) = {x ∈ B(n);A⊗ x ≤ λ⊗ x},

V ∗(A, λ) = {x ∈ B(n);A⊗ x ≥ λ⊗ x}
or just V∗(A), V ∗(A) for λ = I .
Notice that the sets V∗(A, λ), V ∗(A, λ) are not empty for each A and for each λ because there is a greatest
eigenvector belonging to V∗(A, λ) ∩ V ∗(A, λ).

If A ∈ B(n, n) and λ ∈ B then a vector x ∈ B(n) satisfying A ⊗ x ≤ λ ⊗ x (A ⊗ x ≥ λ ⊗ x) is called
a λ-subeigenvector (λ-supereigenvector) of A with associated subeigenvalue (supereigenvalue) λ and V∗(A, λ)
(V ∗(A, λ)) is called λ-subeigenspace (λ-supereigenspace).

From the definitions of V∗(A, λ) and V ∗(A, λ) the next simple implications follow.

x ∈ V∗(A, λ)⇒ (∀k ∈ N0)[A
k ⊗ x ≥ Ak+1 ⊗ x], (2)

x ∈ V ∗(A, λ)⇒ (∀k ∈ N0)[A
k ⊗ x ≤ Ak+1 ⊗ x]. (3)

Lemma 1. [15] If x ∈ V∗(A) ∪ V ∗(A), then An ⊗ x ∈ V (A).

Theorem 2. [15] If A ∈ B(n, n) is a given matrix, λ ∈ B is a given value, SCC(G(A(λ))) =
p⋃
i=1

Kλ
i (V

λ
i , E

λ
i )

and SCC(G(A(λ+))) =
m⋃
i=1

Kλ+

i (V λ
+

i , Eλ
+

i ), then

(i) V∗(A, λ) = V (A, λ)⇒ λ ≤ λ ∨
m⋃
i=1

V λi = N.

(ii) λ ≤ λ ∨
p⋃
i=1

V λ
+

i = N ⇒ V∗(A, λ) = V (A, λ).

(iii) If λ ∈ B \ {aij ; i, j ∈ N}, then V∗(A, λ) = V (A, λ)⇔ λ ≤ λ ∨
m⋃
i=1

V λ
+

i = N.
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For A ∈ B(n, n) denote
⊗

(A⊗cA)i<(cA)i

(A⊗ cA)i by λ̃(A) or just λ̃.

Theorem 3. [15] If cA ≤ x ≤ λ
?
, then the following hold true:

(i) If λ ≤ λ̃, then x ∈ V ∗(A, λ)⇔ λ⊗ x = λ⊗ cA.

(ii) If λ̃ < λ, then V ∗(A, λ) = ∅.

4 Interval versions of λ-subeigenvectors
Similarly to [5], [9], [10], [11], [14], we define interval matrix with bounds A,A ∈ B(n, n) and interval vector
with bounds x, x ∈ B(n) as follows

A = [A,A] =
{
A ∈ B(n, n); A ≤ A ≤ A

}
,

X = [x, x] = {x ∈ B(n); x ≤ x ≤ x } .

We assume in this section that an interval matrix A = [A,A], λ ∈ B and an interval vector X = [x, x] are
fixed. The interval subeigenproblem for A, λ ∈ B and X consists in recognizing whether A ⊗ x ≤ λ ⊗ x holds
true for A ∈ A, x ∈X . In dependence on the applied quantifiers, we get two types of interval λ-subeigenvectors.

Definition 3. If interval matrix A and λ ∈ B are given, then interval vector X is called
• strong λ-subeigenvector of A if (∀A ∈ A)(∀x ∈X)[A⊗ x ≤ λ⊗ x ] ,
• strong universal λ-subeigenvector of A if (∃x ∈X)(∀A ∈ A) [A⊗ x ≤ λ⊗ x ] .

The remainder of this paper assumes we are given an interval matrix A = [A,A] and an interval vector
X = [x, x]. For each pair of indices i, j ∈ N , we define Ã(ij) ∈ B(n, n) and x̃(i) ∈ B(n) by putting for every
k, l ∈ N ,

ã
(ij)
kl =

{
aij , for k = i, l = j

akl, otherwise
, x̃

(i)
k =

{
xi, for k = i

xk, otherwise
.

The next lemma says that every matrix in A can be written as a max-min linear combination of generating
matrices (“generators,” for short) Ã(ij) with i, j ∈ N . Similarly, every vector in X is equal to a max-min linear
combination of generators x̃(i) with i ∈ N .

Lemma 4. Let x ∈ X and A ∈ A. Then
(i) x =

n⊕
i=1

βi ⊗ x̃(i) for some numbers βi ∈ B,

(ii) A =
n⊕

i,j=1

αij ⊗ Ã(ij) for some numbers αij ∈ B.

Proof. Let us suppose that x ∈ X and A ∈ A. It is easily seen that the assertions follow for βi = xi and
αij = aij . �

4.1 Strong interval λ-subeigenvectors
Theorem 5. Let A, X and λ ∈ B be given. The interval vector X is a strong λ-subeigenvector of A if and only
if (∀A ∈ A)(∀k ∈ N)[A⊗ x̃(k) ≤ λ⊗ x̃(k)].

Proof. Assume that there is λ ∈ B such that (∀A ∈ A)(∀k ∈ N)[A⊗ x̃(k) ≤ λ⊗ x̃(k)]. Then by Lemma 4(i) for
arbitrary x ∈X we get

A⊗ x = A⊗
n⊕

k=1

βk ⊗ x̃(k) =
n⊕

k=1

βk ⊗ (A⊗ x̃(k)) ≤
n⊕

k=1

βk ⊗ (λ⊗ x̃(k)) = λ⊗ x.

The converse implication trivially follows.

Theorem 6. LetA, X and λ ∈ B be given. The interval vector X is a strong λ-subeigenvector of A if and only if
(∀i, j, k ∈ N)[Ã(ij) ⊗ x̃(k) ≤ λ⊗ x̃(k)].
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Proof. Let us assume that Ã(ij) ⊗ x̃(k) ≤ λ⊗ x̃(k) for all i, j, k ∈ N . Then by Lemma 4 for arbitrary x ∈ X and
A ∈ B(n, n) we get

A⊗ x = (

n⊕

i,j=1

αij ⊗ Ã(ij))⊗ (

n⊕

k=1

βk ⊗ x̃(k)) =
n⊕

i,j=1

n⊕

k=1

(αij ⊗ Ã(ij))⊗ (βk ⊗ x̃(k)) =

n⊕

i,j=1

αij ⊗
n⊕

k=1

(βk ⊗ Ã(ij))⊗ x̃(k) =
n⊕

k=1

βk ⊗ (Ã(ij) ⊗ x̃(k)) ≤

n⊕

k=1

βk ⊗ λ⊗ x̃(k) = λ⊗
n⊕

k=1

βk ⊗ x̃(k) = λ⊗ x.

The converse implication is trivial.

Theorem 7. Suppose given a matrix A, λ and an interval vector X = [x, x]. The recognition problem of whether
X is strongly λ-subeigenproblem is solvable in O(n6) time.

Proof. According to Theorem 6, the recognition problem whether X is strong interval λ-subeigenproblem is
equivalent to recognizing whether (∀i, j, k ∈ N)[Ã(ij) ⊗ x̃(k) ≤ λ⊗ x̃(k)] hold true. The computation of a system
C ⊗ y ≤ D ⊗ y needs O(mn ·min(m,n)) time (see [4]), where C,D ∈ B(m,n). Therefore, the computation of
Ã(ij) ⊗ x̃(k) ≤ λ⊗ x̃(k)] is done in O(n3 · n3) = O(n6) time.

4.2 Strong universal interval λ-subeigenvectors
Denote the block matrices C ∈ B(n2, n), D ∈ B(n2, n) as follows

C =




Ã(11) ⊗ x̃(1) . . . Ã(11) ⊗ x̃(n)
Ã(12) ⊗ x̃(1) . . . Ã(12) ⊗ x̃(n)

...
...

...
Ã(nn) ⊗ x̃(1) . . . Ã(nn) ⊗ x̃(n)



, D =




x̃(1) . . . x̃(n)

x̃(1) . . . x̃(n)

...
...

...
x̃(1) . . . x̃(n)



.

Theorem 8. Let A, X and λ ∈ B be given. Then X is a strong universal λ-subeigenvector of A if and only if the

two-side system C ⊗ β ≤ λ⊗D ⊗ β has a solution β = (β1, . . . , βn)
T such that x ≤

n⊕
i=1

βi ⊗ x̃i ≤ x.

Proof. By Lemma 4(i), if xj ≤ βj ≤ xj for j ∈ N then x =
k⊕
j=1

βj ⊗ x(j) belongs to X , and if x ∈ X then we

can find xj ≤ βj ≤ xj for j ∈ N such that x =
k⊕
j=1

βj ⊗ x(j).

We also have that the system of inequalities C ⊗ β ≤ λ ⊗ D ⊗ β has a solution β = (β1, . . . , βn)
T with

x ≤
n⊕
i=1

βi ⊗ x̃i ≤ x if and only if the following equivalences for an arbitrary i, j ∈ N hold true:

C ⊗ β ≤ λ⊗D ⊗ β ⇔

(∀i, j ∈ N)[Ã(ij) ⊗
⊕

k∈N
x(k) ⊗ βk ≤ λ⊗

⊕

k∈N
x(k) ⊗ βk]⇔

(∃x ∈X)(∀i, j ∈ N)[Ã(ij) ⊗ x ≤ λ⊗ x]
and hence by Lemma 4(ii) we obtain

(∃x ∈X)[
⊕

i,j∈N
Ã(ij) ⊗ x ≤ λ⊗ x⇔ (∃x ∈X)(∀A ∈ A)[A⊗ x ≤ λ⊗ x].

Theorem 9. Suppose given a matrix A, λ and an interval vector X = [x, x]. The recognition problem of whether
X is strong universal λ-subeigenproblem is solvable in O(n5) time.
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Proof. According to Theorem 8, the recognition problem whether X is strong universal λ-subeigenproblem is
equivalent to recognizing whether system C ⊗ β ≤ λ ⊗ D ⊗ β has a solution β = (β1, . . . , βn)

T such that

x ≤
n⊕
i=1

βi⊗ x̃i ≤ x. The computation of a system C⊗ y ≤ D⊗ y needs O(mn ·min(m,n)) time (see [4]), where

C,D ∈ B(m,n). Therefore, the computation of C ⊗ β ≤ λ⊗D ⊗ β is done in O((n2)2 · n) = O(n5) time.
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[4] Gavalec, M., Gad, M. and Zimmermann, K.: Optimization Problems under (max, min)- Linear Equations

and / or Inequality Constraints, Journal of Mathematical Sciences 193, 5 (2013), 645–658.
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[6] Molnárová, M.: Generalized matrix period in max-plus algebra, Linear Algebra and Its Applications 404

(2005) 345–366.
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Multi-criteria portfolio selection with fuzzy weights  
of the criteria – comparison of selected approaches 

Ewa Pośpiech1 

Abstract. The issue of portfolio selection can be viewed as a multi-criteria problem. 
This approach is justified due to the variety of characteristics on the basis of which 
a company shall be assessed. The choice of characteristics which are the evaluation 
criteria, may significantly determine the results. Besides, the application of multi-
criteria methods in portfolio selection is connected with other subjective decisions 
and ambiguous assessments which also affect the results. One of such subjective de-
cision is the choice of the values of the criteria weights. The weights can be speci-
fied as one value but they can also be given as ranges of values that indicate the 
smallest and the largest possible value of the weight of the criterion. The aim of the 
article is to compare results of the ordering and the selection of shares that support 
building a portfolio in the situation of ambiguous weights. Therefore, in the paper, 
fuzzy numbers concerning the criteria weights are applied and selected multi-criteria 
methods are used. 

Keywords: fuzzy weights of criteria, multi-criteria methods, portfolio selection. 

JEL Classification: C44, C61, G11 
AMS Classification: 62C86, 90B50 

1 Introduction 

In each multi-criteria issue there is a problem of selection criteria weights. This is an important element of the 
considerations that determines the solution. When selecting the criteria weights the decision maker is guided by 
his own preferences and experiences, but should also take into account the suggestions of experts. This approach 
makes that the weights may not be specified explicitly. This means that in the considered issue the weights may 
be expressed not as a single value but can be describe as a range of values. Therefore, we have to deal with the 
ambiguity of weights which should be properly taken into account in the deliberations. 

The shares selection to the portfolio is a complex issue. There are many ways to support the selection of 
shares – preferred are those shares which are characterized by a high rate of return and low risk. However, in 
practice, the rate of return and risk are in general positively correlated. Therefore, additional analyses with other 
tools are necessary (e.g. ratio analysis or fundamental analysis tools). Proponents of fundamental analysis exam-
ine the characteristics that describe the economic and financial condition of companies. This approach makes the 
issue of portfolio selection can be dealt as a multi-criteria problem in which the fundamental and market charac-
teristics are the criteria of selection. In multi-criteria problems with ambiguous weights you can use fuzzy mod-
elling tools. In the paper, triangular fuzzy numbers are used that reflect the ambiguous weights of criteria. The 
subject matter of the article is a continuation of earlier analyses aimed at applying multi-criteria methods to the 
selection of a portfolio taking into account the so-called soft modelling [7], [8], [9], [10]. 

The aim of the article is to compare the results of ordering and grouping of listed companies constituting the 
basis of portfolio selection (with the use of Markowitz model) obtained using selected multi-criteria methods 
with ambiguous weights. The research hypothesis assumes more profitable portfolios selected on the basis of 
fuzzy approach. The article consists of two parts – the first one presents a brief description of multi-criteria 
methods used in the research, while in the second are presented the results of the analyses and conclusions. 

2 Selected multi-criteria methods 
The analyzes used multi-criteria SAW, TOPSIS and PROMETHEE II methods. The choice of the SAW method 
was caused by the fact that this method was developed in a fuzzy version with triangular fuzzy numbers [14], 
while the choice of other methods was dictated by previously conducted studies [9]. 
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2.1 Fuzzy Simple Additive Weighting Method (FSAW) 
The SAW Method (Simple Additive Weighting Method) is one of the most familiar and intuitive multi-criteria 

methods. It enables the modelling of preferences using the additive linear function. Let )(k
ia means the assess-

ment of variant i, i = 1, …, m through the prism of the criterion k, k = 1, …, n. The matrix X = [xik] of normalised 
values is built. The matrix elements are defined as follows [2], [14]: 
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 , when the criterion is minimized. (2) 

The assessment of decision variant i is carried out on the basis of the value of pi coefficient;  is expressed by 
the formula (the higher the value, the variant is higher ranked in the ranking):  

 



n

k
ikki xwp

1

. (3) 

This method was also developed in fuzzy version (FSAW) [14], [15]. In this approach weights are treated as 

the following triangular fuzzy numbers: ),,( kkk uml , where: lk  the smallest value of the weight, uk – the larg-

est value of the weight, mk – the most appropriate value of the weight, moreover 



n

k
km

1

1. In this situation, the 

assessment will be based on the parameter ip~  of the following form: 

 



n

k
ikki xwp

1

~~ , (4) 

where kw~  specifies the weight as a triangular fuzzy number. The variants are ordered according to descending 

values of the number D
ip  which is estimated using the Centre of Gravity method. The number is calculated from  

the formula: 
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1 3
. (5) 

2.2 TOPSIS with fuzzy weights 

The TOPSIS method allows to put the variants in order by comparing them with reference points (ideal and anti-
ideal one) – the closer to the ideal point and farther from the anti-ideal point, the higher position in the ranking 
the variant takes. A detailed description of the method can be found e.g. in [3], [4], [14]. The basis for discussion 

is the appropriate normalized matrix ]ˆ[ ikxX , for i = 1, 2, …, m, k = 1, 2, …, n; the elements of this matrix are 

then multiplied by the weights. The matrix is obtained as ][]ˆ[ ikikk vxw Z , where wk, k = 1, 2, …, n, are the 

weights assigned to the criteria. For these elements the weighted points are designated: the ideal 
kv  and the anti-

ideal 
kv . Then, using for example the Euclidean distance, the distance between the variants and the designated 

reference points is calculated. These distances are marked with the following symbols: 
id  and 

id – on the basis 

of these values the indicator Si is built: 

 







ii

i
i

dd

d
S ,   i = 1, 2, …, m. (6) 

The indicator takes values from 0 to 1, the closer to 1 the value of Si, the higher the position of the variant in 
ranking. In addition to the standard version of the TOPSIS method in which the weighted normalised decision 

matrix ]ˆ[ ikk xwZ , k = 1, 2, …, n, was used, the case in which the weights are expressed as presented above 

triangular fuzzy numbers ),,( kkk uml . The matrix Z contains the following triangular fuzzy numbers: 

 )]ˆ,ˆ,ˆ[( ikkikkikk xuxmxlZ , k = 1, 2, …, n, (7) 
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while further analysis uses a matrix ]ˆ[ˆ
ikzZ , k = 1, 2, …, n, which elements determined by means of the Cen-

tre of Gravity method, are as follows: 

 
3

ˆˆˆ
ˆ ikkikkikk

ik

xuxmxl
z


  (8) 

2.3 PROMETHEE II with fuzzy weights 

In the analysis multi-criteria method PROMETHEE II was also applied (Preference Ranking Organisation 
METHod for Enrichment Evaluations). This method belongs to the class of outranking methods. Within each 
criterion each couple of variants are compared; this gives the ability to determine the preferences of variants 
within each of the criteria. PROMETHEE II method allows you to create a ranking of variants. The procedure 
includes sequentially (a detailed description of the method is presented, inter alia, in [1], [14]):  

 the calculation for each criterion k the distance ),( jid k  between each pair of objects i and j, 

 the designation for each pair of variants of individual preference indices – at this stage, the so-called general-
ized criteria are used, which allow the comparison of variants within each criterion2, 

 the designation of the aggregated preference indices for each couple of variants, 
 the determination of outgoing and incoming flows as well as the net outranking flow – on the basis of the net 

flow values the ranking is constructed (the higher value of the net flow, the higher the position in ranking). 

The weights of the criteria are used at the stage of building the aggregated indices. Taking into account the 
fuzzy weights, at this stage triangular fuzzy numbers were used. Again, as the defuzzification method the Centre 
of Gravity method was used. 

3 Empirical analysis 

The subject of the analyses were listed companies which were part of the WIG20 index3 in December 2017. The 
period of the research were the years from 2015 to 2017. The following indicators have been selected as the 
criteria for the evaluation of companies – which are ones of the most commonly used indicators (according to 
[5], [6], [11], [12]): 
 return of assets ROA (net income/average total assets) – criterion 1, 
 return of equity ROE (net income/shareholder equity) – criterion 2, 
 P/BV indicator (price-book value) – criterion 3, 
 earnings per share – criterion 4. 

It was found that all criteria will be maximized. Two variants of fuzzy weights were considered. In the first, 
the greater suggested weight was assigned to the first two criteria (fundamental ones), in the second – the last 
two (market indicators). The following fuzzy weights were used: 

 Variant I: )4.0,3.0,2.0(~
1 w , )45.0,3.0,15.0(~

2 w , )3.0,25.0,1.0(~
3 w , )25.0,15.0,05.0(~

4 w , 

 Variant II: )3.0,25.0,1.0(~
1 w , )25.0,15.0,05.0(~

2 w , )4.0,3.0,2.0(~
3 w , )45.0,3.0,15.0(~

4 w . 

The multi-criteria procedure was performed for both variants of fuzzy weights using three presented methods 
(in standard and fuzzy versions). The results of ordering the companies are presented in Table 1. The following 
markings were introduced: for the methods with standard approach three initial letters of the method name were 
used, for methods including fuzzy weights the name of the method was preceded by the letter F. 

 

Variant I Variant II 
Co. 

SAW FSAW TOP FTOP PRO FPRO SAW FSAW TOP FTOP PRO FPRO 

ALR 15 15 15 15 12 12 15 15 14 14 9 9 

ACP 12 12 11 11 9 9 12 12 11 12 7 8 

BZW 7 8 9 9 8 8 6 6 8 6 10 10 

CCC 2 2 2 2 14 13 2 2 2 2 18 18 

                                                      
2 After conducting preliminary analyzes, the Criterion with Linear Preference and Indifference Area was applied 
and the adopted thresholds of indifference and preference were 0.1 and 0.8, respectively, of the range of the cri-
terion evaluation values. 
3 WIG20 is a stock index of the twenty largest joint-stock companies listed on the Warsaw Stock Exchange. 
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CPS 6 6 7 7 6 6 7 7 6 8 5 5 

ENG 14 14 12 12 7 7 14 14 12 13 6 6 

EUR 4 4 4 4 17 17 4 3 4 4 19 19 

JSW 18 18 18 18 19 19 18 18 18 18 17 17 

KGH 20 20 20 20 20 20 20 20 20 20 20 20 

LTS 9 9 8 8 5 5 10 11 7 10 4 4 

LPP 1 1 1 1 2 2 1 1 1 1 1 1 

MBK 11 11 13 13 11 11 9 8 10 9 8 7 

OPL 19 19 19 19 18 18 19 19 19 19 16 16 

PEO 10 10 10 10 10 10 11 10 13 11 11 11 

PGE 16 16 16 16 15 15 16 16 16 16 14 14 

PGN 8 7 6 6 3 3 8 9 5 5 3 3 

PKN 3 3 3 3 1 1 3 4 3 3 2 2 

PKO 13 13 14 14 13 14 13 13 15 15 13 13 

PZU 5 5 5 5 4 4 5 5 9 7 12 12 

TPE 17 17 17 17 16 16 17 17 17 17 15 15 

Table 1 Rankings of companies according to variants and methods 

The analysis of the results for the variant I shows almost identical arrangement of the companies in the case 
of the standard and fuzzy SAW and TOPSIS methods. In addition, the correlation of the rankings of these meth-
ods is at a high level (the Spearman’s rank correlation coefficient was at least 0.98). In the case of the PROME-
THEE II method, the difference between the ordering of companies using the standard method and the method 
with fuzzy weights was also minimal (the difference of one item in the ranking concerned only CCC and PKO 
companies), while the rankings obtained by this method were quite significantly different from the rankings 
obtained by the SAW and TOPSIS methods. In the second variant, a similar situation was observed – strong 
correlation of rankings for the same methods in ordinary and fuzzy terms, fairly strong correlation between re-
sults obtained for SAW and TOPSIS methods and much weaker correlation of results obtained with the PRO-
METHEE II method compared to the other two (the rank correlation coefficient did not exceed 0.54). The largest 
discrepancy in results was recorded for CCC and EUR companies. 

In the further stage of the research, eight-, nine- and ten-element sets were separated, which formed the basis 
of selecting the portfolio (companies holding the highest places in the rankings). The results of grouping are 
presented in Table 2. 

 

No. 
Variant (Methods) – Number  

of companies 
Subsets of companies 

1 
Variant I (SAW, FSAW) – 8 

Variant II (SAW) – 8 
Variant II (FTOP) – 8 

LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN 

2 Variant I (TOP, FTOP) – 8 LPP, CCC, PKN, EUR, PZU, PGN, CPS, LTS 

3 Variant I (PRO, FPRO) – 8 PKN, LPP, PGN, PZU, LTS, CPS, ENG, BZW 

4 
Variant I (SAW, FSAW, TOP, FTOP) – 9 

Variant II (TOP) – 9 
LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN, LTS 

5 Variant I (PRO, FPRO) – 9 PKN, LPP, PGN, PZU, LTS, CPS, ENG, BZW, ACP 

6 Variant I (SAW, FSAW, TOP, FTOP) – 10 LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN, LTS, PEO 

7 Variant I (PRO, FPRO) – 10 PKN, LPP, PGN, PZU, LTS, CPS, ENG, BZW, ACP, PEO 

8 Variant II (FSAW) – 8 LPP, CCC, PKN, EUR, PZU, CPS, BZW, MBK 

9 Variant II (TOP) – 8 LPP, CCC, PKN, EUR, PGN, CPS, LTS, BZW 

10 Variant II (PRO, FPRO) – 8 LPP, PKN, PGN, LTS, CPS, ENG, ACP, MBK 

11 Variant II (FTOP) – 9 LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN, MBK 

12 Variant II (PRO, FPRO) – 9 LPP, PKN, PGN, LTS, CPS, ENG, ACP, MBK, ALR 
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13 Variant II (SAW, TOP, FTOP) – 10 LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN, MBK, LTS 

14 Variant II (FSAW) – 10 LPP, CCC, PKN, EUR, PZU, CPS, BZW, PGN, MBK, PEO 

15 Variant II (PRO, FPRO) – 10 LPP, PKN, PGN, LTS, CPS, ENG, ACP, MBK, ALR, BZW 

Table 2 Results of grouping companies 

Designated sets differ, but these are not diametrical differences. On the basis of received subsets, portfolios 
were constructed based on the classic Markowitz approach (the ordinal numbers in Table 2 correspond to the 
portfolio number). The following optimization tasks were solved (it was assumed that the share of any share in 
the portfolio may not exceed 30%): 
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where: 

2
pS   variance of the portfolio, 

xi, xj – shares of i and j shares in the portfolio, 

covij – the covariance of share return rates of the companies i and j, 

Rp – the rate of return of the portfolio, 

R0 – the value of the portfolio return rate given by the decision maker4, 

l – the multiplicity of the set from which the portfolio was selected, l = 8, 9, 10. 

Most of the portfolios received were of a diversified structure. It was examined what profits of the portfolios 
would be shaped at the end of the next three months, if on 03.01.2018, PLN 100,000 was invested in them. Table 
3 presents the results obtained. 

 

Rate of profit of portfolio 

compared to 03.01.2018 

P1 P2 P3 P4 P5 P6 P7 P8 

31.01.2018 4.25 4.25 4.16 3.92 5.53 2.51 3.36 4.37 

28.02.2018 -3.61 -3.61 -3.74 -4.14 0.81 -5.59 -4.22 -4.89 

29.03.2018 -6.63 -6.63 -7.60 -6.42 -3.91 -8.27 -6.82 -8.40 

Rate of profit of portfolio 

compared to 03.01.2018 

P9 P10 P11 P12 P13 P14 P15  

31.01.2018 3.32 5.46 4.37 5.51 2.51 2.83 6.10  

28.02.2018 -5.34 -1.01 -4.89 1.10 -5.59 -5.55 1.04  

29.03.2018 -7.02 -6.04 -8.40 -3.87 -8.27 -8.20 -6.43  

Table 3 The rate of profit of portfolios (%) 

The analysis of the obtained results allows to indicate the portfolios with the highest profit (the smallest loss) 
under the existing market conditions. The best results were recorded by P5, P12 and P15 – at the end of January 
they were characterized by the highest profit (not lower than 5.51%), at the end of February they were the only 
ones to record small profits (while other portfolios recorded losses), while at the end of March they recorded the 
lowest losses. The P5 portfolio was selected after using the PROMETHEE II methods (both: with standard and 
fuzzy weights) for the variant in which the higher weight was assigned to the fundamental criteria. The P12 and 
P15 portfolios were also obtained from the sets obtained after the PROMETHEE II selection, but under option 
II. The worst results were recorded on the P6, P13 and P14 portfolios – the lowest profits at the end of the first 
month (no more than 2.83%) and the largest losses at the end of the next two months. These portfolios were 
selected after the initial selection using the SAW, FSAW, TOP and FTOP methods (in the case of variant I for 
portfolio P6 and variant II for P13 and P14 respectively). 

                                                      
4 The average return rate of the companies forming the basis of the portfolio was assumed. 
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4 Conclusion 

The aim of the research was to compare the results of grouping and selection of listed companies (forming the 
basis for choosing a portfolio) obtained by means of selected multi-criteria methods: SAW, TOPSIS and PRO-
METHEE II. The analyzes were carried out, among others in a situation where the weights of the criteria are 
given as triangular fuzzy numbers. This approach was supposed to reflect the ambiguity of weights including the 
values of suggested, minimum and maximum weights. Each of the selected methods was considered in two per-
spectives: with suggested point weights and fuzzy weights. The analyzes carried out showed very similar rank-
ings for the two methods included: SAW and TOPSIS, both in the standard version and with fuzzy weights (in 
both considered variants of weights). Similar rankings were also obtained using the PROMETHEE II method 
with point weights and fuzzy weights. Larger discrepancies were observed in the rankings between the results 
obtained by means of the first two methods and the PROMETHEE II method. Comparison of profits of portfo-
lios selected using the Markowitz model showed that slightly better results were obtained when using the PRO-
METHEE II method in both versions. 

At this stage of the research, for a selected group of companies, it was not possible to obtain results showing 
the superiority of the fuzzy approach over the standard one – in this case, the choice of multi-criteria method was 
the element that differentiating the results, not its version. Therefore, the research hypothesis can not be posi-
tively verified. It should be emphasized that the proposed solutions in the case of ambiguous weights require 
modification, and therefore the research requires continuation and another, perhaps non-standard approach. 
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Application of game theory in e-commerce 
Alena Pozdílková1, Ondřej Komárek2 

Abstract. The application of principles of game theory to business and economics is 

as old as the mathematical discipline itself. Reasons for this are quite clear: Interac-

tions with customers, business partners, and competitors, in most cases, closely match 

models in game theory. This is further enhanced by the expansion of information tech-

nology and e-commerce. Here the customer and trader get into formal situations that 

can be modeled similarly to rational players of certain games. Game theory has re-

cently begun to address increasingly large Czech and foreign online stores. Almost 

every e-shop has a large amount of well-sorted data about its customers, their behavior 

and price reflection on product sales in the form of past orders. Nevertheless, only a 

few of the possible uses have been explored, mainly in the field of intelligent product 

recommendation to individual customers, according to extensive statistics. But these 

options do not end here. The application of the game theory is also possible, in com-

bination with statistical methods, to create complex strategic procedures to maximize 

profit. This can be achieved, whether by reordering products by customer groups, in-

dividual flash sales or targeted price manipulation. The aim of this article is to apply 

game theory and statistical methods (silhouette analysis, cluster analysis etc.) to the 

e-commerce sphere. This will create a theoretical basis to help with practical calcula-

tions. In addition to the theoretical part, the whole issue will be tested using an auto-

mated decision support tool in a practical online store. 

 

Keywords: Game theory, e-commerce, silhouette analysis, cluster analysis. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

In the last decade there has been an enormous increase in e-commerce. Today almost every small retailer or ex-

tensive shopping chain uses its online shop in some form. This is the dream business. With costs substantially 

negligible, as opposed to a stone store, it is possible to reach out to customers around the world. At the same time, 

moreover, the cost of entering this business sphere has declined significantly. The customer is accessible through 

an online shop, which can be created on the basis of a simple template which costs only a few thousand crowns 

per month, or as a complex, custom-made software whose price is in the order of millions of crowns. That's why 

sellers try to distinguish themselves in different ways. These include low prices, a variety of offered services, and 

individual customer access.  

The aim of this work is the complex processing of the theory of games, and their principles. These, along 

with selected statistical techniques, will be used to understand the customer, and anticipate future decision making. 

1.1 Methodology 

This chapter will specify individual entities which will be used in this work. The game in the field of e-commerce 

is best defined as the endlessly repeating Bayesian game, through cooperative negotiation. Endless repetition of 

the game is the main focus of the seller, which will put long-term income ahead of short term goals. For the 

customer, this game is also endless by definition. [3] 

Player 

The player will think of such an entity that will either endlessly participate in the game or periodically participate 

in any of its rounds. A set of all current and past players will be labeled 𝑁. The player will be marked as 𝑛, 𝑛 ∈ 𝑁. 

Customer 
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The customer will be the player whose payout and the result of cooperative bargaining will be the seller's product. 

The set of all players will be denoted as 𝐶 and individual player as 𝑐 with the fact that 𝑐𝑖 ∈ 𝐶 and 𝐶 ⊆ 𝑁 where 

𝑖 ∈ {1, … , 𝑛𝑐}. 

Customer history ℎ𝑖, where ℎ𝑖 ∈ 𝐻 is the set of all moves that the customer has already made in the game. 

History is known only to vendors 𝑑, and to the customer 𝑐𝑖  to whom this history belongs. 

Customer parameters 𝑝𝑎𝑐𝑖
 are a set of values that identify it. It is not excluded that 𝑝𝑎𝑐𝑖

= 𝑝𝑎𝑐𝑗
, for 𝑖 = 𝑗 

may occur. The customer group 𝐺 is characterized by the parameters of all customers who belong to it. 

Vendor 

The vendor will be a type of player who will participate in a cooperative bargaining with the customer, and his 

payout will be earnings from the product the customer has purchased. Each dealer will be denoted by the letter d 

and the set of sellers with the letter 𝐷. Each 𝑑 ∈ 𝐷, 𝐷 ⊆ 𝑁 and 𝑑𝑖 = 𝑐𝑖 for all 𝑖 ∈ 𝑁, where 𝑖 ∈ {1, … , 𝑛𝑣}. 

Customer type Θ𝑐, type of dealer Θ𝑑 or simplified type of player Θ𝑖 will be such information about the 

previous course of the game, which will be private for the given player. 

Product 

The product will also be understood in this work as a negotiation item. The 1st product will be marked as 𝑝𝑖 . It is 

true that 𝑝𝑖 ∈ 𝑃, where 𝑃 = {𝑝𝑖} is the set of all products in the game, for 𝑖 ∈ {1, … , 𝑛𝑝}. Each product will be 

priced at. The product will be taken as a customer payment 𝑐. 

The price of the product 𝑝𝑖  is the amount determined by vendor 𝑑, it is applied to the product for a long 

time and fulfills 𝑝𝑟𝑖 ∈ 𝑃𝑅, where 𝑃𝑅 is the set of all prices. This price will also reflect payee sales. A special case 

𝑜𝑝𝑟𝑖𝑗  is to stop the price of the product 𝑝𝑖  at the time of purchase 𝑜𝑗. 

The discount for 𝑑𝑠𝑖  of product 𝑝𝑖  is the amount that is applied to the product strictly for a short period of 

time 𝑡, it can also be applied only to a certain group of customers 𝑔 or even to an individual customer 𝑐. For each 

product 𝑝𝑖 , where 𝑖 ∈ {1, … , 𝑛𝑝}: 𝑝𝑟𝑖 − 𝑑𝑠𝑗 ∈ 𝑃𝑅. A special case 𝑜𝑑𝑠𝑖𝑗 is the discount of product 𝑝𝑖  at the time of 

purchase 𝑜𝑗. 

The expiration of product pi is a non-negative integer determining the trader's estimate for how long a 

customer will want to restore the product. Expiration is very important for non-consumable goods that the customer 

will most likely not buy repeatedly. 

The addendum 𝑝𝑐𝑖𝑗 ∈ 𝑃𝐶𝑗 is such a product 𝑝𝑖 , which the merchant regards as a suitable complement of 

the product 𝑝𝑗. For example, table to chair. Product 𝑝𝑗 may have multiple add-ons. 

Purchasing 

Purchasing 𝑜𝑟𝑖 , where 𝑜𝑟𝑖 ∈ 𝑂𝑅 is represented by a set 𝑜𝑟𝑖 = {𝑜𝑝, 𝑜𝑝𝑟, 𝑜𝑝𝑎, 𝑜𝑑𝑠, 𝑐, 𝑝𝑝𝑠}, where 𝑜𝑝 means prod-

ucts, 𝑜𝑝𝑟 their purchase number, 𝑜𝑝𝑎 their prices, 𝑜𝑑𝑠 their discounts, 𝑐 customer and 𝑝𝑝𝑠 purchasing parameters. 

At the same time, 𝑜𝑟𝑖 ∈ 𝐻, even if the purchase is not completed and is included in the calculation of the strategy. 

Purchase parameters 𝑝𝑝𝑠𝑖𝑗  are the customer's parameters at the time of purchase. 

Customer group 

The customer group 𝑔𝑖 is such a set of players that 𝑔𝑖 ⊆ 𝐶. The customer group is distinguished by the headquar-

ters, which has a common property as well. For example, geographical location, time, or date of purchase. Thanks 

to the fact that the history of this group ℎ𝑖  is available, it is possible to predict the customer's behavior without 

having its own history. 

2 Splitting customers into groups 

As mentioned in the previous chapter, in the vast majority of cases, it is not possible to create an acceptable strategy 

for analyzing the history of only one customer or player. This is mainly due to the insufficient data set. In these 

cases, it is ideal to divide players into larger or smaller groups based on common features. The size of the group 

will be given by the foremost level of significance. 

2.1 Cluster analysis 

Because of the unknown number of parameters, cluster analysis appears to be the ideal method of group formation. 

It analyzes groups of objects based on information found in the data describing the objects or their relationships. 
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The goal is that the objects in the group will be similar or related, and distinct from objects in other groups. The 

higher the homogeneity in the group and the bigger the difference between the groups, the better the clustering. 

2.2 Selection of suitable variables 

The first step before applying clustering algorithms is to select appropriate variables to compare customers. Clus-

tering using the address of the customer is also advantageous, whether due to economic or climatic conditions. 

The bigger problem in this case is that it is necessary to use quantitative units for the purpose of inclusion, but 

these are not so easy to obtain. Most of the registered customers are known by their IP address and by the same 

number of registered customers, the name of the country and the place of residence. Therefore, it will be necessary 

to use a mechanism that will be able to convert IP addresses or residence to latitude and longitude. In this case, it 

will be necessary to determine how fine the granulation will be ranked by the customer. Of course, the most ap-

propriate would be to determine the location according to the city or village where the customer resides. But this 

would necessitate a large database with all the world's housing estates or the use of external services. An external 

service would in turn cause unnecessary delays in calculations, and at the same time its outage would significantly 

reduce the accuracy of the entire order. Therefore, the most appropriate combination of placement and place of 

residence will be the best. 

The other unit that seems to be very convenient is the time and date in which the customer is doing business. 

These can be explained by the fact that they will be very likely to buy something in the morning or in the afternoon 

at the same time as the holidaymaker. In most cases, the schoolteacher will not buy late in the evening. The most 

appropriate will be the first quantitative unit of arrival 1-12, day of week 1-7 and then hour 0-24. Although these 

values will be shared across most online stores, it may be possible for specific implementations to expand. For 

example, there may be shops, some of which are required by the customer, so that there may be a number of age-

related customers depending on the age group, and that is why they can adapt the products offered. If a customer 

registers, it will be necessary to create a weighted average of his statistics and to handle outdated hotspots because 

the customer who shops at an unusual time, is likely to be only an isolated case that could influence the calculations 

for a small amount of data. 

2.3 Cleaning parameters 

With repeated visits to the online store, it is possible to place a specific customer more accurately. But as with 

most statistical files, it is necessary to clean the data before processing. Due to the nature of the data, it is not 

necessary to look at the missing values when cleaning the parameters. On the other hand, the existence of extreme 

values is more than likely. A customer shopping around noon will remember before Christmas that he forgot to 

buy a gift and order at midnight. Or is on vacation and orders from another country. 

 

purchase month day hour longitude latitude 

pps1 4 5 11 49.652456 16.259766 

pps2 6 6 12 49.652456 16.259766 

pps3 8 1 9 49.652456 16.259766 

pps4 10 2 13 35.320802 25.138551 

pps5 11 6 10 49.652456 16.259766 

pps6 12 1 23 49.652456 16.259766 

Table 1 Customer purchases with extremes before cleaning 

For circular values such as the hour or the month of the year, it is necessary first to transform into a point in 2d 

space using 

𝑥𝑥 = sin
2𝜋𝑥

𝑧
, 𝑥𝑦 = cos

2𝜋𝑥

𝑧
 (1) 

where 1 ≤ 𝑥 ≤ 𝑧 [4], otherwise there would be errors in further calculations because 1 hour in the morning is 

closer to 23 hours in the evening even if it is not evaluated. 

 

purchase month-x month-y day-x day-y hour-x hour-y longitude latitude 

pps1 0.866 -0.5 -0,975 -0.223 0.259 -0.966 49.652456 16.259766 

pps2 0 -1 -0.782 0.623 0 -1 49.652456 16.259766 
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pps3 -0.866 -0.5 0.782 0.623 0.707 -0.707 49.652456 16.259766 

pps4 -0.866 0.5 0,975 -0.223 -0.259 -0.966 35.320802 25.138551 

pps5 -0.5 0.866 -0.782 0.623 0.5 -0.866 49.652456 16.259766 

pps6 0 1 0.782 0.623 -0.259 0.966 49.652456 16.259766 

Table 2 Customer purchases with extremes after cleaning 

Remote modified z-score will be used to detect outliers. This approach modifies the standard z-score so 

that it is not affected by high extremes. Modified z-score 𝑀𝑖 for 𝑥𝑖 will be calculated as follows: 

𝑀𝑖 =
0.6745(𝑥𝑖 − �̃�)

𝑀𝐴𝐷
 (2) 

where �̃� is the median of the data file, and 𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛{|𝑥𝑖 − �̃�|}. In [5] is recommended that observation be 

labeled as a distant value if |𝑀𝑖| > 3.5. The problem with this method occurs when more than 50% of observations 

have the same value, in which case 𝑀𝐴𝐷 is equal to 0 and the equation fails. 

In this case, IBM [6] recommends replacing the Median absolute deviation (𝑀𝐴𝐷) with 𝑀𝑒𝑎𝑛𝐴𝐷 (Mean 

absolute deviation), where  

𝑀𝑒𝑎𝑛𝐴𝐷 =
∑|𝑥𝑖 − �̃�|

𝑛
 (3) 

Due to the nature of the data, it is not appropriate to cut off these outlying values. All values will therefore be 

evaluated by weight 1, which in the case of remote values will be adjusted by Hubert's weighting function, which 

is calculated as follows: 

𝑊𝑐(𝑥) = min {1,
𝑐

|𝑥 − �̂�|
} (4) 

where c is the bending criterion, in this case, c = 1.28 will be used, which gives 90% asymptotic efficiency and is 

less prone to a data set contaminated by remote values. �̂� represents the location estimate, which in this case is 

equal to the absolute value of the median | �̃� | for | �̃� | ≠ −𝑥. and | �̃� | + 1 for | �̃� | = −𝑥. [7] It follows from this 

equation that the more the value differs from the median, the less weight will be assigned to it. Then the weighted 

average is derived from the values and the final customer parameters are obtained. 

 

month-x month-y day-x day-y hour-x hour-y longitude latitude 

-0.228 0.061 0 0.341 0.158 -0.590 49.401 16.509 

Table 3 Cleaned customer parameters 

2.4 Creating clusters and optimizing number of clusters 

Due to the complexity of generating adequate clusters for large data sets, it would be best not to create clusters 

dynamically based on new arrivals, but always at a time interval that would include all entities that were included 

in the system since the last recalculation. In the vast majority of cases, rebuilding will take place at the time of the 

smallest Internet business activity. Therefore, the transition to a standard weekly interval will be performed only 

after the minimum size of the data file, specified in the implementation, has been reached. The standard interval 

will be, at most, once a week. But, in the case of abnormally large data growth, it is possible to check before this 

standard interval, but no more than once a day. This abnormal increase will be determined by the percentage 

constant, depending on the implementation. If this constant is selected as 10%, it will mean that if the increase of 

the previous day is 10% higher than the average, the premature conversion of clusters will be triggered. This 

diameter will, of course, be adjusted by 5% of the highest and lowest values. Given that the dataset will always be 

of a quantitative nature, the K-means ++ algorithm will be used as a clustering method. 

Of course, in the case of dynamically growing data, it is not advisable to be static. Therefore, in this case, 

only the initial minimum number of clusters will be represented. This will continue to be edited using silhouette 

analysis. 

The optimum number of clusters is determined by the Silhouette index in the silhouette analysis. At first, 

an initial count of 𝐾𝑠 clusters is set during implementation. The 𝐾𝑠  will only estimate the initial number of clusters, 

and in most cases, 𝐾𝑠 = 1 will be absolutely sufficient. Only for longer-lasting online stores with a large number 

of customers, it is advisable to specify a higher value of 𝐾𝑠  and thereby reduce the computational difficulty of the 
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primary cluster analysis. The definition of the silhouette index is based on the Rousseeuw silhouettes [2], [8], 

which are designed as a graphic aid indicating how well each object is classified from the cluster, see [1]. 

3 Determination of the strategy 

If the customer history is already known, or the customer's predicted history, it is possible to determine its probable 

strategy. The main goal of a customer's strategy will be to satisfy its need and to spend the least amount of money. 

On the other hand, the dealer's goal is to maximize profit. It is likely that these two strategies will vary considerably 

in many cases. The following chapters will describe how to create a customer and reseller strategy. Then, the main 

goal will be to find Nash's equilibrium strategies between the two sets so as to maximize profits while meeting 

customer needs. 

3.1 Customer strategy 

Due to the knowledge of all previous customer decisions, it is possible to determine its probable strategy. This 

strategy will, of course, change during the customer's stay in the online store. For example, if a customer puts a 𝑝1 

product in the basket, it will be more likely that his strategy will match one of the previous purchases in which the 

product was selected. The alignment of products in a given strategy will be accomplished using scales that will 

vary based on the situations outlined above. Implementation will determine the multiplier to give preference to 

customer history, if any, before the history of its group. At the same time, however, if the customer does not have 

any product history, but his cluster does, only the history of the cluster is taken. [2] 

Each product also has a defined expiration time. It is responsible for taking into account the fact that not 

every item has a consumer character. However, the exclusion of unexposed products from the strategy is not ap-

propriate. Therefore, the unexposed product will be treated as a product purchased by a customer group. This 

means that the product that was purchased before it expires, will not be multiplied by the x factor when calculating 

the purchase. At the same time, however, the benefits of this product will be favored. The advantage will be that 

the values calculated for 𝑝𝑗 ∈ 𝑃𝐶𝑖  will be added to the given purchase: 

𝑜𝑝𝑎𝑗𝑛𝑒𝑤 = 𝑜𝑝𝑎𝑗 + 𝑜𝑝𝑎𝑖 max (1,
𝑥

2
) (5) 

where 𝑖, 𝑗 ∈ {1, … 𝑛}, 𝑖 ≠ 𝑗. 

Product prices at the time of purchase are used as weights for calculating the average. Weights 𝑤 must be set so 

that preference is given to those product purchase values where the price is as close to the current price as possible. 

Because with a lower price it is more likely that a customer purchases a product, it is also necessary to prefer those 

purchases where the price was higher than the current price. For 𝑤𝑖 , where 𝑤𝑖 ∈ 𝑊𝑗 had such a predictive value, it 

is necessary to convert the price 𝑜𝑝𝑟 and its normalization based on the following formula: 

𝑤𝑖 =
1

1 + (𝑝𝑟�̃� − 𝑜𝑝�̃�𝑖𝑗)
 (6) 

where 𝑝𝑟�̃� =
𝑝𝑟𝑖

‖𝑦‖
, 𝑜𝑝�̃�𝑖𝑗 =  

𝑜𝑝𝑟𝑖𝑗

‖𝑦‖
 and ‖𝑦‖ = √∑ 𝑜𝑝𝑟𝑖𝑗

2 + 𝑝𝑟𝑖
2𝑛

𝑗=1  for such products 𝑝𝑖 , in the order 𝑜𝑟𝑗  for which 

𝑜𝑝𝑎𝑖𝑗 > 0  for 𝑖, 𝑗 ∈ {1, … 𝑛}. 

The last step is to calculate the weighted average value of purchases, where the prices of products will serve as 

scales, so that there is just one value for each product currently on sale. Thanks to weightings, the price of the 

product at the time of purchase will also be included in the calculation. 

𝑃(𝑝𝑟𝑖) = ∑ 𝑤𝑖 . 𝑜𝑝𝑎𝑖𝑗

𝑛

𝑗=1

 (7) 

3.2 Vendor strategy 

Vendor strategy will be more straightforward than the customer's strategy. The main indicator will be what payout 

the sale of the product offers. This indicator will be the Product Payoff Coefficient, PPC. This will be a non-

negative integer, the amount of which will correspond to the payout when selling the product. In many cases, it 

will be possible to make the product more attractive to the customer without significantly reducing its PPC value. 

The primary goal of the vendor's strategy will be to create Nash's balance so that the PPC is as high as possible. 

Unlike a customer's strategy, the vendor's strategy does not change during the purchase. [2] 

Alena Pozdílková, Ondřej Komárek

449



3.3 Equilibrium strategy 

To calculate Nash equilibrium, it is first necessary to place customer and vendor strategies into the following 

matrix: 

Customer 

Vendor 

0.319 0.386 0.156 0.139 

0.383 0.383; 0.319 0.383; 0.386 0.383; 0.156 0.383; 0.139 

0.115 0.115; 0.319 0.115; 0.386 0.115; 0.156 0.115; 0.139 

0.137 0.137; 0.319 0.137; 0.386 0.137; 0.156 0.137; 0.139 

0.365 0.365; 0.319 0.365; 0.386 0.365; 0.156 0.365; 0.139 

Table 4 Nash equilibrium 

It has to be taken into account that whatever the vendor's strategy is, the customer always chooses the result. 

Therefore, it is possible to work only with values on the diagonal of the table. In this case, the customer's strategy 

would have been to buy the product 𝑝2, followed by 𝑝1. 

It is obvious, however, that such a result would be disadvantageous for dealers in terms of their own strategy. 

Therefore, by multiplying the value of customer strategy and seller strategy in the table, new values are obtained. 

These will serve as a metric that, with respect to the vendor's strategy, will determine the order of the products in 

which it is best to sell to the customer, so that the predicted strategy of the customer is maintained. In this case, 

the table would look like this: 

 

Product p1 p2 p3 p4 

Weight 0.122 0.044 0.021 0.051 

Table 5 Nash equilibrium, weights of products 

Interpreting this table then depends on the implementation. In most cases, it can be used as a guideline for the 

aggressiveness of the product to the customer. This can be a preference for a search or a preferred position on the 

opening page. Of course, it is not necessary to use only conservative passive methods. Although a vendor cannot 

directly influence the customer's strategy based on his or her strategy, he can change the game rules themselves. 

The main tool for these changes is the price of the product. 

4 Conclusions 

The aim of this article was to apply game theory and statistical methods (silhouette analysis, cluster analysis etc.) 

to the e-commerce sphere. Very useful results were founded. All of these procedures will be implemented and 

tested in a real online store with a large database of customers and after testing it will be used in a real environment. 
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Efficiency of agricultural farms measured by data depth and
DEA: comparison and empirical study

Miroslav Rada1, Ondřej Sokol2, Michal Černý3

Abstract. We discuss seemingly independent concepts that can be utilized for mea-
suring the productive efficiency of decision-making units (or, geometrically, multivari-
ate datapoints): classical DEA models on one side and fixed-orthant halfspace depth
on the other side.
Halfspace depth, introduced by Tukey, is a natural generalization of the concept of
median to multivariate data. To serve the purpose of measuring efficiency of decision-
making units, its definition has to be altered to measure depth in one fixed orthant
depending on structure of input. Although this alteration is a simplification from com-
putational point of view, the computation remains time-consuming.
Hence, we set the polynomially-computable DEA that provides us with real-valued
efficiency against superpolynomial halfspace depth, which finds equivalency classes
of efficiency, at best. Despite these drawbacks, we show that halfspace depth provides
more information about the decision-making units, in particular about indispensable-
ness of individual units.
These findings are justified by empirical study on FADN data of agricultural farms
provided by FADN; the experiments also uncover resemblance between both the effi-
ciency measures.

Keywords: agricultural farms, DEA models, efficiency, data-depth.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Topic and goal of the paper. This paper compares one common variant of data envelopment analysis with an
(appropriately modified) statistical method for ranking data points – Tukey’s halfspace depth. The goal is to point
to the similarities and differences, show that modified halfspace depth provides a more robust information, and,
finally, demonstrate the methods on real world data from agricultural industry.

Structure of the paper. In Section 1, we describe the ideas and basics of DEA and depth measures, define them and
introduce the notation of input data and our setup. Section 2 shows some properties of the methods and discusses
the complexity of computation. Section 3 presents the design of our computational experiments and finalizes the
paper with their results.

Our setup and notation of units. Thorough the paper, we are given a list U of p units U1, . . . , Up. Every unit, say
Uk, is associated with m + n given parameters. For simplicity, we write Uk = (ik1, . . . ikm, ok1, . . . , okn)

T . The
first m parameters for every unit are conveniently called inputs, while the other n are outputs. We assume that the
inputs are to be minimized and the outputs to be maximized. Let q := m+ n be the total number of variables.

To avoid degenerate cases, we also assume that p > q and that no q + 1 units are affinely dependent. This
allows to focus on ideas rather than on technicalities, furthermore, we premise that this assumption is valid for the
data we used in Section 3 for computational experiments.

1.1 Data envelopment analysis
Since the very first introduction of data envelopment analysis (hereinafter DEA) by Charnes et al. in 1978 [5],
DEA models proved to be useful tools for comparing efficiencies of homogeneous processing units. Units are
understood as blackboxes converting some inputs to some outputs. The values of inputs and outputs are the only
data to work with. Since there can be multiple inputs and outputs, one has to aggregate them somehow.
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3, 130 67, Czech Republic, miroslav.rada@vse.cz
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DEA uses a quite simple aggregation tool: a linear scalarization. This simplicity brings several advantages:
firstly, the obtained results have relatively simple interpretation and the idea is relatively easy to grasp, secondly,
the geometry of the approach is “flat”, allowing for quite simple visualizations and better understanding of the
problem, and thirdly, the methods used for implementation of the problem are well-known and feasible from the
computational-complexity point of view.

DEA does the following when computing efficiency of a given unit Uk: It takes the set of all units available
and tries to combine them into the best fictional unit U∗k that dominates Uk in Pareto sense; this is actually done by
fixing inputs or outputs of Uk to some level and rescaling its outputs or inputs. If such a best fictional unit is Uk
itself, then Uk is efficient, otherwise one can compute its relative efficiency against the U∗k . Geometrically, DEA
tries to find the best fictional unit on the boundary of convex hull of all units. Such a convex hull could be called
data envelopment — this is where the name of DEA comes from.

Our DEA variant. There are many variants of DEA, which differ in several aspects. The most common as-
pects are the returns-to-scale setting (constant or variable) and orientation of analysis (input-oriented or output-
oriented). The former aspect distinguishes whether parameters of a unit can be scaled arbitrarily or not. Here,
we focus on variable returns-to-scale [2], since it is more suitable for our case of agricultural industry. The lat-
ter aspect does not influence obtained results in the sense of amount of information gained. The efficiency in an
output-oriented model says, roughly spoken, how many times the output parameters should be increased to make
an unit efficient, while in the input-oriented model, it provides similar information about reducing of inputs. Here,
we focus on input-oriented model, since it is more suitable for our dataset.

For a given unit Uk, the linear program (Pk) can be used for computation of DEA efficiency:

minimize θ =: Ek

subject to ikrθ ≥
p∑

`=1

x`i`r, r = 1, . . . ,m

okj ≤
p∑

`=1

x`o`j , j = 1, . . . , n

p∑

`=1

x` = 1,

by changing θ, x` ≥ 0 ` = 1, . . . , p, .

(Pk)

Definition 1 (DEA efficiency). The optimal value Ek of (Pk) for a given unit Uk is called efficiency of Uk. A given
unit Uk is efficient (in the DEA sense), if its efficiency is equal to 1. Otherwise, it is inefficient (in the DEA sense).

Information to be gained from DEA. DEA provides various types of information: usually, it is utilized to
distinguish efficient and inefficient units. It is sometimes also used for ranking units. However, for this purpose,
DEA itself is not quite robust, since the ranks can be dependent on shifting (and in some cases also on scaling) of
variables. One of the goals of this paper is to discuss some methods that are based on similar concept of efficiency
while producing ranking with more desirable properties.

Also, DEA gives the information about how all the inputs (or outputs) of an inefficient units shall be simulta-
neously scaled to obtain an efficient unit. This is a praised property, however, it shall be recalled that the efficiency
of an inefficient unit depends on the initial setup (i.e. shifting and scaling of input and output variables).

1.2 Data depth measures
Halfspace depth and its relation to DEA. In 1975, Tukey [16] proposed so-called halfspace median or Tukey’s
median as a multivariate generalization of the usual univariate median. The main purpose is to somehow measure
“centrality” or “being inside” for a given point in a dataset.

In the univariate case, a median is a point that is the deepest in the data set – if one wants to leave the data
set in either direction from the median, he meets at least one half of points of the dataset. Tukey’s idea was quite
similar. Halfspace depth of a given point U with respect to dataset U = {U1, . . . , Up ∈ Rq} is the minimal number
of points from U contained in a halfspace H containing U . The normal vector of the halfspace H can be viewed as
the direction of leaving the dataset; a point in the dataset “is met” if it belongs to the halfspace H . The less points,
the shallower U is, the more points, the deeper U is. In the univariate case, there are only two possible normals
(towards to −∞ and towards to +∞), in the multivariate case, the best normal from the whole Rq has to be taken
into account.
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This is actually quite similar to DEA. DEA measures “distance” in the convex hull of the whole dataset in a
direction that maximizes outputs and minimizes inputs. An analogy offers here: let’s restrict halfspace depth (or
any other suitable data depth) such that it will measure depth only in the suitable orthant, and consider depth as the
“distance”.

The definition of halfspace depth follows. The notation is used to match the notion of units and their inputs and
outputs. Definition 2 is the standard definition of halfspace depth, Definition 3 is the definition which measures
the depth only in a specified orthant.

Definition 2 (Halfspace depth). Consider a dataset U = {U1, . . . , Up ∈ Rq}. A number

min
x∈Rq

|{U` ∈ U | UT` x ≥ UTk x}| (1)

is called halfspace (or Tukey’s) depth of Uk.

Notation intermezzo. For a real vector a, the symbol diag(a) denotes diagonal matrix of a. The symbol conv(S)
denotes the convex hull of S. For two sets S1, S2 ⊆ Rq , the sum is defined as follows: S1 +S2 := {s1 + s2 | s1 ∈
S1, s2 ∈ S2}. Let Sq := {−1, 1}q be the space of sign vectors of length q. An orthantOs := {ξ ∈ Rq|diag(s)ξ ≥
0} can be associated to every s ∈ Sq .
Definition 3 (Orthant-specific halfspace depth). Consider a sign vector s ∈ Sq and a dataset U = {U1, . . . , Up ∈
Rq}. A number

T sk := min
x∈Os

|{U` ∈ U | UT` x ≥ UTk x}| (2)

is called halfspace (or Tukey’s) depth of Uk in orthant s.

Other concepts. Through the decades from the Tukey’s initial concept, many various ideas were proposed, e.g.
Oja’s depth, simplicial depth or regression depth. We refer to quite recent surveys on data depth [12, 15]. All the
concepts possess some advantages or disadvantages. Among them, halfspace depth together with regression depth
exhibits desirable properties, such as affine equivariance, vanishing at infinity, monotonicity and robustness, see
[6, 14, 17]. This, together with its suitable geometric interpretation, makes halfspace depth the most suitable for
our purposes.

Convex hull peeling depth. Aside from halfspace depth, so-called convex hull peeling depth is also of interest,
since it is closely interconnected with DEA models. Convex hull peeling depth was introduced by Barnett [3].

Definition 4 (Convex hull peeling depth). Assume a dataset U = {U1, . . . , Up ∈ Rq}.
(a) We define jth convex hull layer, denoted by Lj , as

Lj := {U` ∈ U | U` is an extremal point of conv(U \ ∪i−1k=1Lk)}. (3)

(b) A convex hull peeling depth of a point Uk is the number j of the convex hull layer Lj satisifying Uk ∈ Lj .

Note that every data point is associated to a layer. The DEA-alike modification of convex hull peeling depth
follows. The convex hull is now sought only in one orthant. This is ensured by adding the orthant O−s to the
convex hull of units.

Definition 5 (Orthant-specific convex hull peeling depth). Consider a sign vector s ∈ Sq and a dataset U =
{U1, . . . , Up ∈ Rq}.
(a) We define jth orthant-specific convex hull layer, denoted by Lsj , as

Lsj := {U` ∈ U | U` is an extremal point of the set Hs
j := (conv(U \ ∪j−1k=1L

s
k) +O−s)}. (4)

(b) A convex hull peeling depth in orthant s of a point Uk, denoted by P sk , is the number j of the orthant-specific
convex hull layer Lsj satisifying Uk ∈ Lsj .

2 Properties and computation of orthant-specific halfspace depth
Here, we examine several properties of both the forementioned depth measures and discuss the complexity of their
computation.

We recall our notation: Uk is q-dimensional vector, q = n+m, first m elements are inputs, the last n elements
are outputs. Since our DEA setup defines one orthant that is of our interest, we set

s∗ := (

m︷ ︸︸ ︷
−1, . . . ,−1,

n︷ ︸︸ ︷
1, . . . , 1).

From now on, we will write Tk := T s
∗
k and Pk := P s

∗
k . Also, we repeat the assumption that p > q and no d + 1

units are affinely dependent.
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Lemma 1 (Equivalence of efficiency). The following statements about a unit Uk are equivalent:
(a) Uk is efficient in the DEA-sense, i.e. Ek = 1,
(b) Uk has orthant-specific halfspace depth Tk = 1,
(c) Uk has orthant-specific convex hull peeling depth Pk = 1.

Proof (sketch).
• (a)⇒ (b). If Uk is efficient, then the program (Pk) has an optimal solution (x∗, θ∗) with θ∗ = 1. This means

that it is not possible to build a fictional unit from a convex combination of units in U , that is strictly better than
the unit Uk in all the variables. Since no d + 1 units are affinely dependent, Uk has to be a vertex of convex
hull of U , hence, its depth is 1.

• (b)⇒ (c). Denote by x∗ the minimizer in (2). Such an x∗ witnesses that Uk is a vertex of Hs∗
1 from (4).

• (c)⇒ (a). If Uk is a vertex of Hs∗
1 , it means that (Pk) is feasible with θ = 1 and x set to kth unit vector. This

means that for these values, it is optimal and Uk is efficient in the DEA sense.

Lemma 2 (Interpretation of Tk). The number t = Tk − 1 is the least number of units to be removed for Uk to
become efficient in the DEA sense.

Proof. Assume x∗ is minimizer in (2). Then, after removing units from the set {U` ∈ U | UT` x∗ > UTk x
∗}, the

vector x∗ witnesses that the new depth is 1.

On the other hand, removing less than t units is not sufficient, since the halfspace depth does not decrease
to 1.

Complexity of computation of Pk. Lemma 1 offers a way to compute peeling depths. One can run DEA analysis
to identify Ls

∗
1 . Then, Pk of all the efficient units can be set to 1 and these units can be removed. This can be

iterated for the second and every other convex-hull layer.

At least one unit does have to be in every layer. This means that there are at most p layers. In every layer, all
the remaining units must be tested for efficency. This gives an upper bound on number of linear programs of form
(Pk) to be solved: p(p− 1)/2.

Complexity of computation of Tk. By transformation to densest hemisphere problem ([11]), halfspace depth
is know to be NP-comlete problem. The restriction to one orthant does not help much. Nevertheless, there are
several algorithms to compute it. We are especially interested in the algorithms that compute halfspace depth by
enumeration of cells of a hyperplane arrangement. Such a method was probably firstly mentioned by Eppstein [9].
The idea is the following. Consider (1). Assume we are computing halfspace depth of Uk. Consider a unit U`.
The hyperplane {ξ | UTk ξ = UT` ξ} dissects Rq to two halfspaces. In one of them points contribute to halfspace
depth of Uk, in the other they don’t. Hence, such hyperplanes dissect the space of all possible minimizers of (1)
(i.e. Rq) to (convex) polyhedral regions with the same halfspace depth, so-called cells. Since we have no d + 1
affinely dependent units, all the regions of interest are fulldimensional. By [4], the number of fulldimensional cells
of a hyperplane arrangement in Rq of p hyperplanes is O(pq). However, these cells can be enumerated as a stream
using output-sensitive algorithms [1, 13], which enables to employ promising heuristics that could help in some
cases.

To adapt the algorithm of [13] for orthant-specific depth, it is actually sufficient to restrict the enumeration to
cells which have nonempty intersection withOs∗ . This is what we did in our implementation used for experiments
in Section 3. For more details about the original algorithm, see [13].

3 Computational experiments
We compared all the above ranking methods on real world agricultural data. The description of the data and results
itself follow. Actually, the design of the experiment follows up and builds on the conference talk [10].

3.1 Data
Data source. The data comes from Farm Accountancy Data Network (FADN) [8]. FADN is a big database,
maintained under auspices of European Commission. Every “commercial” agricultural farm is obliged to send its
data to a national branch of FADN (so-called liaison agent), which transmit the data to the global FADN database
and is responsible for the international comparability of the data (i.e. the methodology of the collecting the data
shall be the same in every EU country). A farm is considered commercial if it meets some size criteria.

In total, FADN covers 5 000 000 farms, grouped in 80 000 holdings. These farms maintain about 90 % of the
total utilized agricultural area in EU and also produce about 90 % of agricultural output. The farms are categorized
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using several criteria, such as the major area of production among others.

The database consists of ∼ 1000 economic and other variables on annual basis.

The FADN data are confidential and are not publicly available. However, fortunately, one of the authors
has obtained a subset of data for his research under the project of University of Economics, Prague, no. IGA
F4/58/2017, with a restricted access and conditions laid on manipulating with the data. For this reason, the data
cannot be presented in the paper and we can provide only the results of the computation.

Variables and units.

The set of units with a moderate size was selected. The common property of the units is that they are farms from
Czech Republic with livestock production focused on pigs. According to FADN categorization, this is fulfilled by
38 farms.

The criteria were selected to reflect the fact that the farms are focused on production – as inputs, four variables
are used, corresponding to usual production factors. As the output, the amount of product was used. The variables
are summarized in Table 1. Total labour input is measured in annual work units. Total farming overheads account
for costs linked to production and the workflow of the farm, but not linked to a concrete production line. For more
detailed description of the variables, see FADN documentation [7].

FADN code Name Unit Type

SE010 Total labour input AWU input
SE206 Total output livestock & livestock products EUR output
SE336 Total farming overheads EUR input
SE365 Total external factors EUR input
SE441 Total fixed assets EUR input

Table 1 The variables used. A more comprehensive description in text.

3.2 Results
The results of the computational experiments are presented in Table 2. Note that for confidentiality reasons, the
units are ordered at random. For every unit, we provide the following: its DEA efficiency Ek, its orthant-specific
halfspace depth Tk and its orthant-specific peeling depth Pk. Also, we provide rankings according to these criteria,
rEk

, rTk
, rPk

. The meaning of rankings is the following. If a unit Uk has a ranking r according to some criterion,
it reads that there are r − 1 units better than Uk.

The results are in compliance with Lemma 1 – if a unit is efficient in the DEA sense, it has depths equal to 1.
Also, note that there are only 4 convex hull layers, while the maximal halfspace depth is 11. Some of the units
expose the disadvantages of DEA: for example, unit 16 has depths equal to 2, however, its DEA efficiency is only
0.45.

4 Conclusion
We discussed modified halfspace depth as a measure of efficiency of units. We show that a unit is efficient in the
DEA sense if and only if it has halfspace depth equal to 1. We also discuss convex hull peeling depth, which is
quite similar to DEA; DEA can actually be used as a subprocedure to compute this kind of depth measure.

The modified halfspace depth provides a more robust information about units. In particular, it says how many
units have to be removed for a unit to become efficient. On other hand, the modified halfspace depth needs
exponential time to be computed.
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Condition of Order Preservation in Pairwise Comparisons
Matrix With Fuzzy Elements

Jaroslav Ramı́k1

Abstract. In this paper we deal with Preference Order Preservation (POP) condition
of pairwise comparisons (PC) matrix with fuzzy elements. Fuzzy elements are appro-
priate whenever the decision maker (DM) is uncertain about the value of his/her eval-
uation of the relative importance of elements in question, or, when aggregating crisp
pairwise comparisons of a group of decision makers in the group DM problem. We
formulate the problem in a general setting investigating pairwise comparisons matri-
ces with fuzzy elements from Abelian linearly ordered group (alo-group). Such an ap-
proach enables extensions of traditional multiplicative, additive or fuzzy approaches.
Then we propose new order preservation concept based on alpha-cuts. We define the
concept of consistency of PC matrix with fuzzy elements (PCF matrices), generalize
the concept of the preference order preservation condition (POP condition) to PCF
matrices defining weak POP and strong POP condition and derive sufficient condi-
tions for POP condition to be met. Finally, we discuss a numerical example in order
to illustrate the proposed concepts and properties.

Keywords: multi-criteria optimization, pairwise comparison matrix, fuzzy elements,
strong consistency, alo-group.

JEL classification: C44
AMS classification: 90C15

1 Introduction
The problem we consider here is motivated by a standard decision making problem (DM problem). Let A =
{a1, a2, ..., an} be a finite set of alternatives (n > 1). The goal is to rank the alternatives from the best to the worst
(or, vice versa, which is equivalent), using information given by the decision maker in the form of an n×n pairwise
comparisons matrix. The ranking of the alternatives is determined by the priority vector of positive numbers
w = (w1, w2, ..., wn). This vector, if normalized, is called the vector of weights. There exist various methods how
to calculate the vector of weights based on the DM problem, particularly, on the pairwise comparisons matrix, see
e.g. [3].

Fuzzy sets as the elements of the pairwise comparisons matrix can be applied in the DM problem whenever
the decision maker is not sure about the preference degree of his/her evaluations of the pairs in question. Fuzzy
elements may be useful also as aggregations of crisp pairwise comparisons of a group of decision makers in the
group DM problem. A recent extensive review of various relevant aspects of the pairwise comparison matrices can
be found in [3].

The Eigenvalue Method (EVM) introduced by T. Saaty, [7], is, however, criticized by many researchers for
some unpleasant properties, see e.g. [1], [8]. The Preservation of Order Preference condition, (POP condition for
a PC matrix), claims that the ranking result in relation to the given pair of alternatives and priority vector should
not break with the expert judgment. Verifying whether for a certain set of pairwise comparisons POP condition
is met or not requires rating of alternatives. Therefore, the question arises whether the relationship between POP
condition and inconsistency is of a general nature and if so, how does this relationship look like? In the presented
work we generalize the concept of POP condition defining α-Weak POP and α-Strong POP condition. Similarly,
as in [4], we propose the global error index. Finally, we discuss a numerical example in order to illustrate the
proposed concepts and properties.

2 Preliminaries
The fundamental concept of this paper, the pairwise comparisons matrix with fuzzy elements, is based on the
concept of level sets (or, alpha-cuts) of its elements. Therefore, it will be useful to describe the fuzzy sets as
special nested families of subsets of a set, particularly, the families of level sets, for details see [6].

Hence, a fuzzy subset of a nonempty set X (or a fuzzy set on X) is a family A = {Aα}α∈[0;1] of subsets of X
satisfying special conditions, see e.g. [5]. The membership function of A is the function µA from X into the unit
1Silesian University in Opava/School of Business Administration in Karvina, Dept. of Informatics and Mathemat-
ics, University Sq. 1934/3, 73340 Karvin, Czech Republic, ramik@opf.slu.cz
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interval [0; 1] defined by µA(x) = sup{α | x ∈ Aα}. Given α ∈]0; 1], the set [A]α = {x ∈ X | µA(x) ≥ α} is
called the α-cut of fuzzy set A.

We say that a fuzzy subset A of R∗ = R ∪ {−∞} ∪ {+∞} is a fuzzy interval whenever its membership
function µA satisfies the following condition: there exist a, b, c, d ∈ R∗, −∞ ≤ a ≤ b ≤ c ≤ d ≤ +∞,
such that µA(t) = 0 if t < a or t > d, µA is strictly increasing and continuous on [a; b], µA(t) = 1 if b ≤ t ≤
c, and , µA is strictly decreasing and continuous on the interval [c; d].

A fuzzy interval A is bounded if [a; d] is a bounded interval. For α = 0 we define the zero-cut of A as
[A]0 = [a; d]. A bounded fuzzy interval A is the triangular fuzzy number if b = c. We denote it by A = (a, b, d).
If b < c, then A is usually called the trapezoidal fuzzy number. We denote it by A = (a, b, c, d). Notice that
each crisp number, or, bounded crisp interval, is also a bounded fuzzy interval A = (a, b, c, d). Hence, pairwise
comparisons in our approach cover also evaluations of pairs by interval values, (and crisp values).

In order to unify various approaches and prepare a more flexible presentation, we introduce mathematical
structures called alo-groups, defined bellow, where only a single binary operation is necessary. An abelian group,
[2], is a set, G, together with an operation � (read: operation odot) that combines any two elements a, b ∈ G
to form another element in G denoted by a � b, see [2]. The symbol � is a general placeholder for a concretely
given operation. (G,�) satisfies the following requirements known as the abelian group axioms, particularly:
commutativity, associativity, there exists an identity element e ∈ G and for each element a ∈ G there exists an
element a(−1) ∈ G called the inverse element to a. An ordered triple (G,�,≤) is said to be abelian linearly
ordered group, alo-group for short, if (G,�) is a group, ≤ is a linear order on G, and for all a, b, c ∈ G : a ≤
b implies a � c ≤ b � c. G is naturally equipped with the order topology induced by ≤ and G × G is equipped
with the related product topology. We say that G is a continuous alo-group if � is continuous on G×G.

By the associative property, the operation � is extended by induction to n-ary operation. G is divisible if for
each positive integer n and each a ∈ G there exists the (n)-th root of a denoted by a(1/n), i.e.

(
a(1/n)

)(n)
= a.

In [5], [6], we presented the well known examples of alo-groups, i.e. Additive alo-group R = (R,+,≤),
Multiplicative alo-group R+ = (R+, •,≤), Fuzzy additive alo-group Ra=(R,+f ,≤), and, Fuzzy multiplicative
alo-groupRm=(]0; 1[, •f ,≤).

3 PCF matrices, consitency, transitivity
Now, we shall investigate an n × n pairwise comparisons (PC) matrix where each element is a bounded fuzzy
interval of the divisible and continuous alo-group G = (G,�,≤) over an interval G of R, (where R is the set of
real numbers). Moreover, we assume that all diagonal elements of this matrix are crisp, particularly they are equal
to the identity element of G. We also assume that this matrix is reciprocal, (which will be defined bellow). We will
call this matrix shortly a PCF matrix, where the letter F denotes the reference to fuzzy elements.

In practice, the type of alo-group will depend on the particular DM problem. Notice that elements of PCF
matrices may be crisp and/or fuzzy numbers, and/or fuzzy intervals, and/or fuzzy intervals with bell-shaped mem-
bership functions, triangular fuzzy numbers, trapezoidal fuzzy numbers etc. Such fuzzy elements may be either
evaluated by individual decision makers, or, they may be made up of crisp pairwise evaluations of decision makers
in a group DM problem.

Let C = {c̃ij} be a crisp PCF matrix, simply called PC matrix, where cij ∈ G ⊂ R for all i, j ∈ {1, 2, ..., n}.
C = {cij} is said to be �-reciprocal, if the following condition holds: For every i, j ∈ {1, 2, ..., n}

cij � cji = e, or, equivalently, cji = c
(−1)
ij . (1)

A crisp PCF matrix C = {cij} is �-consistent, if for all i, j, k ∈ {1, 2, ..., n}

cik = cij � cjk, or, equivalently, cij � cjk � c(−1)ik = e. (2)

Remember that an�-consistent PC matrixC = {cij} is�-reciprocal, but not vice-versa. The following equivalent
condition for consistency of PC matrices is well known, e.g. in AHP, see [7], or [5].

Proposition 1. A crisp PC matrixC = {cij} is�-consistent if and only if there exists a vectorw = (w1, w2, ..., wn),
wi ∈ G, such that

wi ÷ wj = cij for all i, j ∈ {1, 2, ..., n}. (3)

Here, by ÷ we define the inverse operation satisfying wi ÷ wj = wi � w(−1)
j .

Now, we extend the above stated definition of �-consistency to non-crisp matrices with fuzzy elements, (see
also [6]). Particularly, we introduce a new concept of consistency based on α-cuts: α-�-consistency. We start,
however, with the definition of the α-�-reciprocity.
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Definition 1. Let α ∈ [0; 1], let C = {c̃ij} be a pairwise comparisons matrix with elements being bounded fuzzy
intervals. C is said to be α-�-reciprocal, if the following conditions hold:
(i) For each i ∈ {1, 2, ..., n} it holds:

cLii(α) = cRii(α) = e. (4)

(ii) For each i, j ∈ {1, 2, ..., n} it holds:
cLij(α)� cRji(α) = e. (5)

From now on, we shal assume that each PCF matrix C = {c̃ij} is α-�-reciprocal for all α ∈ [0; 1].

Remark 1. In Definition 1, (i), we assume that all diagonal elements of the PCF matrix are crisp, particularly they
are equal to the identity element of G. An interpretation of this assumption is natural: comparing an alternative
with itself, the result is equal, expressed by the identity element e.
In (ii) we assume that each PCF matrix is α-�-reciprocal in the usual sense: the reciprocal element of the left side
of α-cut is the inverse of the right side of the symmetric α-cut with respect to the operation �, and vice-versa.
Now, we define the concept of consistency of PCF matrices. We start with the definition of α-�-consistent PCF
matrix.

Definition 2. Let α ∈ [0; 1]. A PCF matrix C = {c̃ij} is said to be α-�-consistent, if the following condition
holds: There exists a crisp matrix C ′ = {c′ij} with c′ik ∈ [c̃ik]α, c′ij ∈ [c̃ij ]α, c′jk ∈ [c̃jk]α, such that for each
i, j, k ∈ {1, 2, ..., n} it holds

c′ik = c′ij � c′jk, or, equivalently, c′ij � c′jk � c′(−1)ik = e. (6)

The PCF matrix C is said to be �-consistent, if C is α-�-consistent for all α ∈ [0; 1].
If for some α ∈ [0; 1] the PCF matrix C is not α-�-consistent, then C is called α-�-inconsistent.

Remark 2. In other words, Definition 2 says that a PCF matrix C = {c̃ij} is α-�-consistent if there exists a crisp
consistent matrix C ′ = {c′ij}, such that c′ik ∈ [c̃ik]α, c′ij ∈ [c̃ij ]α, c′jk ∈ [c̃jk]α.

Remark 3. Let α, β ∈ [0; 1], α ≥ β. Evidently, if C = {c̃ij} is α-�-consistent, then it is β-�-consistent. The
next proposition gives two necessary and sufficient conditions for a PCF matrix to be α-�-consistent, see also [6].
Condition (ii) is an extension of Proposition 1.

Proposition 2. Let C = {c̃ij} be a PCF matrix, α ∈ [0; 1], [c̃ij ]α = [cLij(α), c
R
ij(α)] be an α-cut, i, j ∈

{1, 2, ..., n}. The following three conditions are equivalent.
(i) C = {c̃ij} is α-�-consistent.
(ii) There exists a vector w = (w1, w2, ..., wn) with wi ∈ G, i ∈ {1, 2, ..., n}, such that for each i, k ∈
{1, 2, ..., n}, it holds:

cLik(α) ≤ wi ÷ wk ≤ cRik(α). (7)

(iii) For each i, j, k ∈ {1, 2, ..., n}, it holds:

cLik(α) ≤ cRij(α)� cRjk(α), (8)

cRik(α) ≥ cLij(α)� cLjk(α). (9)

Remark 4. Property (iii) in Proposition 2 is useful for checking α-�-consistency of PCF matrices. For a given
PCF matrix C = {c̃ij} it can be easily calculated whether inequalities (8) and (9) are satisfied or not.

4 Preservation of Order Preference (POP) condition for PCF matrix
The goal of the pairwise comparisons method is ranking the alternatives. For this purpose, we set up a function that
assigns positive values to the alternatives. After that, ranking (and/or ordering) the alternatives is a simple task.

Definition 3. Let A be a finite set of alternatives A = {a1, a2, ..., an}. The ranking function of A (the ranking
of A) is a function w : A → R+ that assigns to every alternative from A a positive value from R+. We denote it
by vector w = (w(a1), ..., w(an)).

In other words, w(a) represents the ranking value for a ∈ A. The w function is usually denoted in the form of
a vector of weights w = (w1, ..., wn) and it is called the priority vector.

Let C = {cij} be a crisp PCF matrix on alo-group G = (G,�,≤), i.e. cij ∈ G for all i, j ∈ {1, 2, ..., n},
called simply PC matrix, and let ai, aj ∈ A. Let us define the relations of dominance � and ' on the set A of
alternatives by:

ai � aj if cij > e, ai ' aj if cij = e. (10)

If ai � aj , we say that ai strictly dominates aj , whereas if ai ' aj we say that ai and aj are indifferent. We
denote ai � aj if (ai � aj or ai ' aj). If ai � aj , we say that ai dominates aj .
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Definition 4. A (crisp) PC matrix C = {cij} is �-transitive, if the following conditions (11) and (12) hold:

if cij > e and cjk > e, then cik > e, (11)

if cij = e and cjk = e, then cik = e. (12)

Proposition 3. Let C = {cij} be �-transitive, then there exists a priority vector w = (w(a1), ..., w(an)), with
w(ai) ∈ G for all i ∈ {1, 2, ..., n}, such that

ai � aj if and only if w(ai) ≥ w(aj). (13)

In [1] Bana e Costa and Vansnick formulate two conditions of order preservations for PC matrix, which is not
necessarily consistent, or, transitive.

The Preservation of Order Preference condition, (POP condition for a PC matrix C = {cij} and priority vector
w), claims that the ranking result in relation to the given pair of alternatives ai, aj and priority vector w should not
break with the expert judgment, i.e.:
If for a pair of alternatives ai, aj ∈ A it holds ai � aj , or, equivalently, cij > e, then

w(ai) > w(aj), or, equivalently, w(ai)÷ w(aj) > e. (14)

The POP condition (14) is, in fact, weaker than (13), in Proposition 3, which holds, however, for transitive matrices
and corresponding priority vectors. Now, we are going to define the POP condition for a PCF matrix C = {c̃ij}.
Definition 5. Let ai, aj ∈ A, C = {c̃ij} be a PCF matrix on alo-group G = (G,�,≤), α ∈ [0; 1].

(i) ai α-weakly dominates aj , if there exists cij ∈ [c̃ij ]α, such that it holds cij > e.
Moreover, ai weakly dominates aj , if ai α-weakly dominates aj , for all α ∈ [0; 1].
(ii) ai α-strongly dominates aj , if for each cij ∈ [c̃ij ]α, it holds cij > e.
Moreover, ai strongly dominates aj , if ai α-strongly dominates aj , for all α ∈ [0; 1].

Proposition 4. Let ai, aj ∈ A, C = {c̃ij} be a PCF matrix on alo-group G, α ∈ [0; 1], let [c̃ij ]α = [cLij(α), c
R
ij(α)]

be an α-cut.
(i) ai α-weakly dominates aj , if and only if cRij(α) > e.

(ii) ai weakly dominates aj , if and only if cRij(1) > e.

(iii) ai α-strongly dominates aj , if and only if cLij(α) > e.

(iv) ai strongly dominates aj , if and only if cLij(0) > e,

Definition 6. Let ai, aj ∈ A, C = {c̃ij} be a PCF matrix on alo-group G = (G,�,≤), w = (w1, w2, ..., wn),
wi ∈ G, be a priority vector, α ∈ [0; 1].

(i) We say that the α-weak preservation of order preference condition (α-WPOP condition) is satisfied:
if ai α-weakly dominates aj , then wi > wj .
(ii) We say that the weak preservation of order preference condition (WPOP condition) is satisfied:
if ai weakly dominates aj , then wi > wj .
(iii) We say that the α-strong preservation of order preference condition (α-SPOP condition) is satisfied:
if ai α-strongly dominates aj , then wi > wj .
(iv) We say that the strong preservation of order preference condition (SPOP condition) is satisfied:
if ai strongly dominates aj , then wi > wj .

Remark 5. Notice, that the concepts of satisfaction of α-weak or α-strong preservation of order preference condi-
tion (i.e. α-WPOP condition, resp. α-SPOP condition) is introduced for a given PCF matrix C and given priority
vector w. If C = {c̃ij} is a crisp PCF matrix, then α-WPOP, WPOP, α-SPOP, and SPOP conditions coincide with
the usual POP condition (14).
By Definition 6, WPOP condition implies α-WPOP condition for any α ∈ [0; 1]. Analogically, SPOP condition
implies α-SPOP condition for any α ∈ [0; 1]. It is evident, that α-SPOP condition implies α-WPOP condition,
where α ∈ [0; 1], but not vice versa. Analogically, SPOP condition implies WPOP condition, but not vice versa.

Definition 7. Let C = {c̃ij} be a PCF matrix on alo-group G = (G,�,≤). For each pair i, j ∈ {1, 2, . . . , n}, and
a priority vector w = (w1, w2, ..., wn), wi ∈ G, and α ∈ [0; 1]. Let us denote:

εL(i, j, w, α) = cLij(α)� wj ÷ wi, εR(i, j, w, α) = cRij(α)� wj ÷ wi. (15)

Further, let
εL(i, j, w, α) = max{εL(i, j, w, α), (εL(i, j, w, α))(−1)}, (16)

εR(i, j, w, α) = max{εR(i, j, w, α), (εR(i, j, w, α))(−1)}. (17)

Moreover, define the n× n matrices of local error indexes εL(w,α) and εR(w,α) as

εL(w,α) = {εL(i, j, w, α)}, εR(w,α) = {εR(i, j, w, α)}. (18)
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By reciprocity of C we obtain
εL(w,α) = εR(w,α)T . (19)

Definition 8. The global error index E(C,w, α), for PCF matrixC = {c̃ij} and a priority vectorw = (w1, . . . , wn),
is defined as the maximal element of matrix of local errors εL(w,α), i.e.

E(C,w, α) = max
i,j∈{1,...,n}

εL(i, j, w, α), (20)

Now, we present the main results of this paper, the proofs are omitted.

Proposition 5. Let C = {c̃ij} be a PCF matrix, i, j ∈ {1, 2, . . . , n}, α ∈ [0; 1].
(i) If C is α-�-consistent, then there exists a priority vector w(α) = (w1(α), w2(α), . . . , wn(α)), such that α-
SPOP condition is satisfied, i.e. cLij(α) > e implies wi > wj .
(ii) If C is �-consistent, then there exists a priority vector w = (w1, w2, . . . , wn, such that SPOP condition is
satisfied, i.e. cLij(0) > e implies wi > wj .

The following proposition gives a sufficient condition for satisfying the SPOP and WPOP conditions with
respect to the value of global error index (20).

Proposition 6. Let C = {c̃ij} be a PCF matrix, w = (w1, w2, . . . , wn) be a priority vector, i, j ∈ {1, 2, . . . , n}.
(i) If cLij(α) > E(C,w, α), then α-SPOP condition is satisfied, i.e. cLij(α) > e implies wi > wj .
(ii) If cRij(α) > E(C,w, α), then α-WPOP condition is satisfied, i.e. cRij(α) > e implies wi > wj .

5 Priority vectors, measuring inconsistency
In the previous propositions, there is no assumption concerning the method for generating priority vector w =
(w(a1), . . . , w(an)). Now, we propose a general method for calculating the priority vector of PCF matrix for
rating the alternatives. This method is based on Proposition 2, (ii), particularly on the optimal solution of the
following optimization problem:

(P ) α −→ max; (21)

subject to

cLij(α) ≤ wi ÷ wj ≤ cRij(α) for all i, j ∈ {1, 2, ..., n}, (22)
n⊙

k=1

wk = e, (23)

0 ≤ α ≤ 1, wk ∈ G, for all k ∈ {1, 2, ..., n}. (24)

If optimization problem (P) has a feasible solution, i.e. system of constraints (22) - (24) has a solution, then (P)
has also an optimal solution. Let α∗ and w∗ = (w∗1 , ..., w

∗
n) be an optimal solution of problem (P). Then α∗ is

called the �-consistency grade of PCF matrix C, denoted by g�(C), i.e. g�(C) = α∗. Here, w∗ = (w∗1 , ..., w
∗
n)

is the �-priority vector of PCF matrix C.

If optimization problem (P) has no feasible solution, then we define g�(C) = 0. In that case, the priority vector
is not defined. Then either a procedure described in [5], or, [6] can be applied, or, the DM is asked to reconsider
the problem and newly evaluate some elements of PCF matrix.

6 Example
Consider the multiplicative alo-groupR+ = (R+, •,≤) with � = •, where • is the usual operation of multiplica-
tion. Let PCF matrices C = {c̃ij} be given as follows:

C =




(1, 1, 1, 1) ( 23 , 1, 2, 3) (6, 7, 8, 9)

( 13 ,
1
2 , 1,

3
2 , ) (1, 1, 1, 1) (2, 3, 9, 12)

( 19 ,
1
8 ,

1
7 ,

1
6 , ) ( 1

12 ,
1
9 ,

1
3 ,

1
2 , ) (1, 1, 1, 1)


 ,

or, equivalently, using α-cuts, for α ∈ [0; 1] we obtain

C =




[1; 1] [ 2+α3 ; 3− α] [6 + α; 9− α]
[ 1
3−α ;

3
2+α ] [1; 1] [2 + α; 12− 3α]

[ 1
9−α ;

1
6+α ] [ 1

12−3α ;
1

2+α ] [1; 1]


 .
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Here, C is a 3× 3 PCF matrix, particularly a PCF matrix with trapezoidal fuzzy elements, and the corresponding
piecewise linear membership functions.
Solving problem (P), it can be easily shown that C is α-•-consistent for 0 ≤ α ≤ α∗ = 0, 828.
The priority vector is calculated as w∗ = (0, 575; 0, 314; 0, 111).
First, we calculate the 3× 3 matrices of local error indexes by (15) εL(w∗, α∗) and εR(w∗, α∗) as

{εL(i, j, w∗, α∗)} =




1 2+α∗

3 .
w∗

2

w∗
1

(6 + α∗).w
∗
3

w∗
1

1
3−α∗ .

w∗
1

w∗
2

1 (2 + α∗).w
∗
3

w∗
2

1
9−α∗ .

w∗
1

w∗
3

1
12−3α∗ .

w∗
2

w∗
3

1


 =




1 0.515 1.318

0.843 1 1.000

0.634 3.949 1


 ,

and

{εR(i, j, w∗, α∗)} =




1 (3− α∗).w
∗
2

w∗
1

(9− α∗).w
∗
3

w∗
1

3
2+α∗ .

w∗
1

w∗
2

1 (12− 3α∗).w
∗
3

w∗
2

1
6+α∗ .

w∗
1

w∗
3

1
2+α∗ .

w∗
2

w∗
3

1


 =




1 1.186 1.577

1.942 1 3.364

0.7598 1.000 1


 .

By (18) we obtain the left and right matrices of local error indexes, εL(w∗, α∗) and εR(w∗, α∗), as

εL(w∗, α∗) = {εL(i, j, w∗, α∗)} =




1 1.942 1.318

1.186 1 1.000

1.577 3.949 1


 = {εR(i, j, w∗, α∗)}T .

Notice, that εL(w∗, α∗) = εR(w∗, α∗)T . The global error index EL(C,w∗, α∗), for the PCF matrix C, priority
vector w∗ and α∗ is calculated by (20) as E(C,w∗, α∗) = 3.363.

7 Conclusion
This paper deals with pairwise comparisons matrix with fuzzy elements which consists of pairwise comparisons
of a finite set of alternatives. We generalized the concept of the preference order preservation condition (POP
condition) to PCF matrices defining α-Weak POP and α-Strong POP and derived several sufficient conditions for
POP condition to be met. Finally, we discuss a numerical example in order to illustrate the proposed concepts and
properties.
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Taxonomic Measure of Development with Entropy Weights in 
Assessment of Entrepreneurial Conditions in Poland  

Elżbieta Rogalska1 

Abstract. Entrepreneurial conditions are an important factor supporting regional growth and 
regional convergence process. Good conditions for entrepreneurs are an effective stabiliser of 
regional economy and contribute to its sustainable socio-economic development. Therefore, the 
research regarding entrepreneurial conditions is an important scientific problem. In the current 
article the pointed phenomenon was analysed for Poland at regional level (NUTS 2). The 
entrepreneurial conditions were assessed with application of five diagnostic variables provided by 
Statics Poland (Local data bank). Therefore, the entrepreneurial conditions were treated as a 
multiple-criteria problem. In the multiple-criteria research a dilemma relating to applying 
appropriate weights for variables is often the source of controversy. As a result, in current study in 
order to propose objective rating of NUTS 2 regions a taxonomic measure of development with 
entropy weights was used. The research was done for the years 2011 and 2017. The current 
research enabled to verify the differences in importance of the diagnostic variables. Additionally, it 
showed stable in time disparities between regions in Poland, which should be taken in into 
consideration in the process of forming regional development policy.     

Keywords: entrepreneurship, Poland, NUTS 2 regions, entropy weights, taxonomic measure of 
development 

JEL classification: C38, R11 

AMS classification: 91C20 
 
1 Introduction 
Entrepreneurial conditions are an important factor influencing regional growth. Favourable conditions for 
entrepreneurs can help to stabilise regional economy during the crisis and contribute to its sustainable socio-
economic development and convergence process, which is especially important for Central and Eastern 
European economies [19; 40].  

Therefore, the main aim of the article is to assess  entrepreneurial conditions in Poland at NUTS 2 level in the 
years 2011 and 2017. The current research is a continuation of previous studies of the author, where in [34] the 
entrepreneurship conditions at NUTS 3 level were analysed with application of zero-unitarization method, and in 
[35] this phenomenon was quantified with application of taxonomic measure of development based on median 
vector Weber. In the case of both mentioned papers in the multiple-criteria analysis no weights for the diagnostic 
variables were applied. However, there are many arguments in favour of the view that in the case of 
entrepreneurial conditions not all factors forming the phenomenon have the same importance [32; 45]. 
Therefore, some proposals suggesting approaches for assessing weights for the research concerning 
entrepreneurial conditions are needed. As a result, in current paper taxonomic measure of development based on 
Hellwig’s method with entropy weights was applied. Thus, the main contribution of the article relates to fact that 
it enabled to verify the differences in importance of the diagnostic variables, which can be used for assessing 
entrepreneurial conditions in Poland at regional level.  
 

2 Taxonomic measure of development with entropy weights 
The article concentrates on the problem of quantifying entrepreneurship conditions in Polish NUTS 2 regions. 
The literature review concerning factors influencing the entrepreneurship conditions enables to point at vide 
vector of determinants that can influence entrepreneurship, which can relate to obstacles and support for SMEs 
[12; 13; 16; 10], effectiveness of financial markets influencing availability of financing [18; 6; 24; 25; 26]; 
situation on labour market, which creates incentives for being entrepreneur [14; 29; 33; 36]; attitudes and quality 
of human capital in a country [42; 2; 37; 22], innovative potential and availability of digital infrastructure [9; 5; 
7], effectiveness of institutions both at regional and national level [11; 20; 21; 4].  

The provided literature review indicates that the entrepreneurship and entrepreneurial conditions should be 
considered as a multiple-criteria phenomenon  [23; 17; 44; 1; 41]. In order to measure this type of phenomena, a 
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taxonomic measure of development (TMD) proposed by Hellwig [15] can be applied. TMD is a tool, which 
belongs to the group of linear ordering methods [8]. The values of TMD measure in current research are assesed 
by Hellwig’s procedure, which is modified with application of entropy weights [3; 31; 43; 39; 27]. The 
modification enabled to assess the differences in importance of diagnostic variables, which can be used to 
describe  entrepreneurship conditions at regional level. The applied pocedure of entropy weights is based on the 
definition of Shannon entropy [38; 3; 31].  

 The Hellwig’s procedure with entropy weights can be given with the following steps: [3; 31]: 

1. Adoption of a set of examined objects Oi (i=1,2,...,m) and a set of diagnostic variables Xj (j=1,2,..,n; 
t=1,2,...,T) for the analysed phenomenon. 

2. Transferring of all the diagnostic variables into stimulants [15]. 

3. Assessing of a set of entropy weights2 wj for variable Xj based on the entropy value ej [43], which can be 
given with the following equations: 
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4. Standardization of diagnostic variables Xj, which can be done with application of classic standardisation 
based on the mean value and standard deviation. As a result, the set of variables Zj is obtained. Then a set of 
variables with weights Yj is assessed with the equation: 

jtijtijt wzy =
     (2)

 

5. Assessment for every object Oi a distance to the pattern of development for a given time t with the equation:  
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2
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where the pattern of development for the variables is assesed with the formlula:  

ijt
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jt yy max0 =
.     (4)

 

6. Assessment for every object Oi value of TMDit with application of the equation: 
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3 Assessment of Weights  

In order to calculate TMD with entropy  weights for entrepreneurship conditions, five diagnostic variables were 
determined, which are presented in Table 1. The selection of the variables was based on the previous literature 
review [34; 35] and the literature presented in the previous section. All the variables should be considered as 
stimulants. The main restriction for the selection of the variables was the availability of data for Poland at NUTS 
2 level. The data was obtained form Statics Poland (Local data bank).  

Next, on the basis of the variables values separately for the year 2011 and 2017 weights  based on entropy 
value were determined (Table 2). For both periods, the largest weights were assigned to variable x5 (Gross value 
of fixed assets in enterprises per capita) and variable x4 (Capital expenditures in enterprises per capita). It is 

                                                           
2 The sum of entropy weights wj is equal to 1. 
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interesting that in the year 2011 the variable x5 had the highest influence on entrepreneurship conditions, and in 
2017 the variable x4, which would can indicate a change in the economic and institutional situation in Poland. 
 
Variable Character Description 

x1 Stimulant Number of entities included in the REGON registration per 10 thousand inhabitants 

x2 Stimulant Natural persons conducting economic activity per 1 thousand inhabitants 

x3 Stimulant 
Share of new registered companies form creative industry in the total number of new 
registered commercial law companies 

x4 Stimulant Capital expenditures in enterprises per capita 

x5 Stimulant Gross value of fixed assets in enterprises per capita 
Table 1 Diagnostic variables for entrepreneurial conditions in Poland at regional level 

 
2011 year 

x1 x2 x3 x4 x5 

0,114 0,091 0,095 0,276 0,424 

2017 year 

x1 x2 x3 x4 x5 

0,093 0,065 0,059 0,494 0,289 
Table 2 Entropy weights for the year 2011 and 2017 

 

4 Empirical results 
In accordance with the adopted objective of the article, an analysis of entrepreneurial conditions in Poland at 
NUTS 2 level was carried out for the years 2011 and 2017. In order to quantify the phenomenon TMD was used,  
where weights for particular variables were determined on the basis of entropy value. The values of the TMD 
were determined based on equations 3-6 for the Hellwig’s procedure, where the standardization of variables was 
based on the arithmetic mean and standard deviation. For both years 2011 and 2017 a constant values of pattern 
of development was applied, which was a condition for comparability of the results. The obtained TMD allowed 
to rank the NUTS 2 regions in terms of the entrepreneurship conditions. Then, on the basis of the natural breaks 
method, the regions were assigned to three classes (Table 2). 
 

2011 year 2017 year 

NUTS 2 Region TMD Rank Class TMD Rank Class 

MAZOWIECKIE 0.881 1 1 0.904 1 1 

DOLNOŚLĄSKIE 0.598 2 2 0.796 2 1 

OPOLSKIE 0.316 9 2 0.770 3 1 

WIELKOPOLSKIE 0.428 4 2 0.650 4 2 

ŚLĄSKIE 0.492 3 2 0.648 5 2 

POMORSKIE 0.427 5 2 0.555 6 2 

ŁÓDZKIE 0.381 6 2 0.529 7 2 

LUBUSKIE 0.328 8 2 0.489 8 2 

MAŁOPOLSKIE 0.296 10 3 0.451 9 2 

KUJAWSKO-POMORSKIE 0.340 7 2 0.321 10 3 

PODKARPACKIE 0.247 13 3 0.315 11 3 

ZACHODNIOPOMORSKIE 0.274 11 3 0.313 12 3 

PODLASKIE 0.241 14 3 0.239 13 3 

WARMIŃSKO-MAZURSKIE 0.154 15 3 0.226 14 3 

LUBELSKIE 0.150 16 3 0.177 15 3 

ŚWIĘTOKRZYSKIE 0.256 12 3 0.152 16 3 
Table 2 TMD values for entrepreneurial conditions in Poland at regional level 
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Both in 2011 and 2017 to the first class with the best entrepreneurship conditions Mazowieckie province was 
assigned. In this region the capital city of Poland is located, which naturally makes it economically the most 
attractive NUTS. It should be emphasized that the situation regarding entrepreneurship conditions in Poland 
improved in the analysed period, and in 2017 Dolnośląskie and Opolskie were classified in the class 1. In the 
class 2 with an average entrepreneurship conditions, in 2011 the following NUTS were found: Dolnośląskie, 
Opolskie, Wielkopolskie, Śląskie, Pomorskie, Łódzkie, Lubuskie and Kujawsko-pomorskie. NUTS 2 with the 
worst entrepreneurship conditions have been assigned to class 3. In the class 3 in 2011, the following NUTS 
were found Podlaskie, Warmińsko-mazurskie, Lubelskie and Świętokrzyskie. Most of these NUTS are located 
on the Eastern part of Poland, which confirms the traditional economic disparities in the country [28; 30; 31]. In 
2017, there were slight changes in class 3, Małopolskie was rated in the class 2, while Kujawsko-pomorskie was 
degraded to grade 3. 
 

 
Figure 1 Entrepreneurial conditions in Poland at regional level in the years 2011 and 2017 

 
5 Conclusions 
The objective of the research was to assess  entrepreneurial conditions in Poland at NUTS 2 level in the years 
2011 and 2017. To reach that aim taxonomic measure of development method based on the procedure proposed 
by Hellwig with entropy weights was applied. The main empirical contribution of the article relates to the 
verification of  the differences in importance of the diagnostic variables, which can be applied for assessing 
entrepreneurial conditions in Poland at regional level.  

From the policy guidelines perspective the article confirmed relatively stable regional disparities between 
Western and Eastern part of Poland in regard to entrepreneurial conditions. It can indicate that the funds devoted 
to regional policy with the objective of reducing the disparities between NUTS 2 regions in Poland do not bring 
the results, which are often expected. As a result, in the future the problem of structural disparities in 
entrepreneurial conditions can become a significant growth burden for Polish economy, therefore it should be the 
issue of special attention for Polish policy decision makers both at national and regional level.   
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Technological Progress at the Sectoral Level: the Sato
Production Function Approach

Lenka Roubalová1, David Hampel 2, Lenka Viskotová3

Abstract. The main aim of this paper is to reveal the relationship between the eco-
nomic output, labour and capital, and to determine technological progress type in the
four sectors of the manufacturing industry in selected Central European countries dur-
ing the period 1995–2015. The methodology is based on the Sato production function
which is a not frequently used case of the non-CES production function. For this
purpose, the original Sato specification is modified by adding the time variable that
allows us to observe how the relationship between the production and the input fac-
tors changes over time. The Nonlinear Least Squares method with an appropriate
initial values setting is used to estimate its parameters. Based on these parameters the
isoquant maps are depicted and the borders of the economically efficient region are de-
termined. Within that area, the isoquant slope development described by the values of
the marginal rate of technical substitution is used to identify the type of the technolog-
ical progress in the investigated sectors for each country. In spite of some individual
characteristics the results also prove the common features of the development.

Keywords: MRTS, Nonlinear Least Squares, Sato production function, technological
progress

JEL classification: C51, D24, O47
AMS classification: 62J02, 91B38

1 Introduction
The history of production function (PF) is associated with the classical economics. Since then, various specifica-
tions and ways how to use it have developed, see [4]. Among other things, the production functions are used as
a tool of technological progress (TP) measuring. This approach is associated with Keynesians or rather Neokey-
nesians. Famous names like Solow or Hicks should be mentioned here [3], [9]. Another author [5] focused on PF
and Data Envelopment Analysis to evaluate the technological progress of the smart grid or [19] investigated the
TP via Cobb-Douglas PF and Constant Elasticity of Substitution (CES) PF.

In the long run, the concept of technological progress assumes the production function is not fixed, but it
reflects the changes in a production process. In particular, technological progress decreases the quantity of inputs
needed to achieve given level of output. Economic theory classifies technological progress into three types based
on Hicks [9]. For the neutral technological progress the marginal rate of technical substitution (MRTS) is kept
unchanged along the ray from the origin. It means that the isoquants corresponding to the given level of output
shift inward but the isoquant slope keeps unchanged. If MRTS of capital for labour is increasing, the isoquants in
the LK-plane become steeper, because the absolute value of the isoquants slope is increasing. Marginal product of
labour (MPL) increases at the faster pace than marginal product of capital (MPK), that is typical for capital-saving
TP. Likewise, if the time series of the MRTS is decreasing, the isoquants become flatter, because the absolute value
of the isoquants slope is decreasing. It indicates the MPL increases at the slower pace than the MPK. Such kind of
development characterizes labour-saving TP [3].

The original version of the Sato function is based on the assumption that its two parameters a, b, are constant.
This function exhibits constant returns to scale and it is linearly homogeneous. Initially, it was proposed by Sato
[16], [15] who based his work on the modification of the CES function, that can be extended to the n-input case and
to the variable elasticity substitution case, if the elasticity of substitution depends on the output level. For the Sato
function, the elasticity of substitution is constant along an isoquant, but it varies across the isoquants as the output
varies. It is possible when an isoquant in LK-plane is of Cobb-Douglas shape or CES shape, but the another one
can be non-homotethic CES. Therefore, the Sato function contains rather a kind of non-CES production functions.
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The main objective of this research is to reveal the relationship between the economic output, and multiple
inputs, labour and capital, via the time augmented Sato PF proposed here. It is the way how to determine the
technological progress type in the four sectors of the manufacturing industry in the Czech Republic (CZ), Slovakia
(SK), Austria (AT) and Germany (D) during the period 1995–2015.

2 Material and Methods
The Sato production function is given by the equation

Y = L2K2/(aL3 + bK3), (1)

where Y represents production, K, L are input factors, capital and labour, and a, b are its parameters, where a > 0,
b > 0. To obtain an adequate tool to capture the development over time, we propose using of the augmented Sato
function. Parameters a, b, are supposed to be a function of time at = a0 + a1t, bt = b0 + b1t, where t means time
(usually t = 1, ..., T ). Then, both parameters can vary over time which implies the production function and the
marginal product of the individual inputs vary as well. Such time augmented function is given by the equation

Y = L2K2/(a0L
3 + a1tL

3 + b0K
3 + b1tK

3), (2)

where a0, a1, b0, b1 are its parameters (while a and b are decomposed into a0, a1, b0, b1). This modification makes
the analysis dynamic and it allows us to observe the development of the relationship between production and the
input parameters continuously, year by year over the whole period.

The NLS technique is used to estimate the parametres for all four sectors of all four countries. As the function
is non-linear in parameters, this method appears to be the most appropriate. Another way how to estimate the
parameters of the function non-linear in parameters is to linearize it and then use linear techniques, e.g. OLS metod.
However, obtained results can differ from the parameters estimated by NLS, because using of the linearization and
OLS estimation can lead to the model with the residual variance that is not minimized in fact. As criteria to select
the best estimated model we use R2 coefficient of determination and Theil’s U [17] to compare models from the
point of view of the accuracy of the forecast. Theil’s U has a minimum of 0, the more accurate the forecast is, the
lower is the Theil’s U value. The nonlinear model estimation is computed in iterations using numerical methods,
see [10] or [12]. To run this procedure correctly it is required to set suitable initial values of all parameters.
Therefore, the total count of the iterations leading to the final model estimation is also the criterion we evaluate.
Although the end of the estimating procedure should not be based on the number of iterations, it is assumed
that the less iteration is needed, the more stable the model is. Models with statistically significant parameters
(α = 0.05) are preferred, but slightly insignificant parameter should not be excluded as the main aim is to find the
best estimation of all Sato production function parameters and keep it complete.

Based on the estimated parameters we depict isoquants in LK-plane to define the economically efficient region
of production. In that area the isoquants are downward sloping and the production costs leading to the given
production of output are minimized. The suitable part of each isoquant curve is located between the point where
the slope of the tangent line is either zero or equal to ∞. These points satisfy the equations MPL = 0, MPK = 0,
where MPL and MPK are marginal product of labour and marginal product of capital which are obtained as the
partial derivatives of the production function.

Generally, the curves representing borders of the economically efficient region can be derived, see [3]. In the
case of the Sato function the borders are straight lines going through the origin of the LK-plane, given by the
equations

K =
3

√
2a

b
L, K = 3

√
a

2b
L. (3)

Then, the MRTS of capital for labour can be calculated to identify the technological progress type in each
sector. The MRTS is given by the ratio of MPL and MPK. We use an average production of each sector of each
country and the estimated parameters of each individual sector to obtain the isoquant of the average production.
Then, a straight line from the origin representing a ray identifying the tangent point of the isoquant and its tangent
can be constructed and the MRTS (the negative of the isoquant slope) can be calculated for the selected isoquant
of each year.

The dataset consists of the annual time series for the period from 1995–2015 (T = 21) sourced from the EU
KLEMS database (EU KLEMS, 2018) including data of four sectors of the manufacturing industry: processing
of food, beverages and tobacco (FOOD); wood and paper products, printing and reproduction of recorded media
(WOOD); basic metals and fabricated metal products, except machinery and equipment (METAL); machinery and
equipment (MACHINERY). As variables we use gross output at current basic prices for Y , the nominal gross fixed
capital formation for K, both in millions of the national currencies and the total sum of hours worked for L.
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3 Results
The results for individual countries are summarized below in Tab.1–Tab 4. All the estimates meet the condition
of a > 0, b > 0. For each sector of each country the best estimated (from the view-point of R2 coefficient and
Theil’s U value) model is presented here. Based on the estimated parameters the isoquant curves can be depicted
in the LK-plane for each year. In all cases we revealed the isoquants shift inward and the isoquant slope changes.
It means that for the same production less inputs are needed, so the marginal productivity of inputs increases. As
an example of the development, see results for the Czech food processing sector presented in Fig. 1.

Figure 1 LK-plane for the Czech food sector in years 1995, 2005 and 2015. The straight lines define the econom-
ically efficient region.

Looking at the results for SK in Tab. 2, we can see the highest Theil’s U for all sectors in comparison with
the other countries. Further analysis shows that these models are not able to describe the relationship between
production and inputs properly as its development is not consistent during the whole period. By computing the
borders of the economically efficient region and investigating the intersection of the isoquant and the economically
efficient region for particular years we reveal that there is an empty intersection in some cases, especially for SK.
The production is not efficient in these years so this periods are not taken into account for further analysis based on
MRTS. Especially, this is the issue of the food processing sector (years 2009–2015), the wood processing sector
(years 2014, 2015) and the metal processing sector (years 1995, 1996) in Slovakia and wood processing sector
(years 2013, 2014, 2015) in the Czech Republic.

FOOD WOOD METAL MACHINERY
â0 2.248 · 10−3 4.672 · 10−3 4.106 · 10−3 5.456 · 10−3

â1 −6.849 · 10−5 −1.663 · 10−4 −1.402 · 10−4 −1.975 · 10−4

b̂0 7.447 8.784 4.501 10.116

b̂1 −9.120 · 10−2 3.252 · 10−2 1.296 · 10−1 −2.392 · 10−1

R2 45.407 % 93.520 % 80.087 % 95.458 %
U 2.107 1.542 1.268 0.722

Table 1 Estimated parameters of the Sato function for the Czech Republic, coefficient of determination, Theil’s U .

FOOD WOOD METAL MACHINERY
â0 1.108 · 10−4 1.998 · 10−4 5.172 · 10−5 1.104 · 10−4

â1 −5.772 · 10−6 −6.875 · 10−6 1.223 · 10−6 3.700 · 10−6

b̂0 6964.970 3481.240 4542.11 8775.25

b̂1 −83.750 −57.860 −143.514 −355.239

R2 77.096 % 36.826 % 69.223 % 91.883 %
U 2.410 3.473 2.394 1.235

Table 2 Estimated parameters of the Sato function for Slovakia, coefficient of determination, Theil’s U .
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FOOD WOOD METAL MACHINERY
â0 7.909 · 10−5 1.654 · 10−4 1.651 · 10−4 2.454 · 10−4

â1 −6.206 · 10−7 −2.925 · 10−6 −3.444 · 10−6 −2.444 · 10−6

b̂0 1332.100 1150.030 946.860 640.858

b̂1 −28.097 −25.477 −15.193 −11.046

R2 95.627 % 50.355 % 81.249 % 92.540 %
U 0.768 1.068 0.955 0.771

Table 3 Estimated parameters of the Sato function for Germany, coefficient of determination, Theil’s U .

FOOD WOOD METAL MACHINERY
â0 1.237 · 10−4 2.586 · 10−4 4.181 · 10−4 3.031 · 10−4

â1 −2.322 · 10−6 −7.773 · 10−6 −1.453 · 10−5 −1.621 · 10−6

b̂0 1516.4 786.037 545.004 670.735

b̂1 −47.465 −14.917 −6.676 −16.493

R2 97.372 % 91.912 % 94.918 % 93.992 %
U 0.731 0.752 0.691 0.729

Table 4 Estimated parameters of the Sato function for Austria, coefficient of determination, Theil’s U .

Further, the MRTS trend is calculated in all years with respect to the isoquant of the same production, see Fig. 2
and Fig 3. Looking at the issue from the point of view of countries, we can summarize the results as follows. For
CZ in all sectors capital-saving TP is identified. The MRTS trend is increasing, the MPL increases at the faster
pace than the MPK so the labour force is more productive and the technological change goes through the labour
force, e.g. increasing skill level and qualification.

In the case of SK and D, mainly labour-saving TP is identified. The two sectors for which capital-saving TP is
detected are described in Discussion. These results suggest the technological change is driven by the improvement
of the capital equipment, because the MPK increases at the faster pace than the MPL. Meanwhile in the case of
Germany the MRTS development dynamics is very similar for all sectors, for Slovakia a sharp rise of MRTS for
the food processing sector and sharp decline for the metal processing sector can be observed.

Figure 2 The graphs describing the MRTS trend during the observed period in each sector (MRTS on the vertical
axis, time t on the horizontal axis). The Czech Republic on the left-hand side, Germany on the right-hand side.

For AT the results are diverse. On the first hand, the development of food processing and machinery industry is
very similar indicating that technological progress was driven by the continuously increasing marginal productivity
of capital. On the other hand, increasing MRTS can be observed for the wood and the metal processing sector, but
the dynamics of these cases differs. Firstly, the MRTS growth is very slow then, after 2010 it increases rapidly. In
other words, the MPL growth was much more faster than the MPK growth in these two sectors.
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Figure 3 The graphs describing the MRTS trend during the observed period in each sector (MRTS on the vertical
axis, time t on the horizontal axis). Austria on the left-hand side, Slovakia on the right-hand side.

4 Discussion
For CZ, the results show that technological progress in all selected sectors of manufacturing industry is driven
by the labour force performance. There is an evidence of upgrading knowledge in manufacturing industry for
the period 2007–2012, see [8]. These results are partly supported by the paper [18] focused on innovations in
manufacturing industry in CZ between 1999–2008. It was proved that multinational companies lead the innovation
and the most hampering factors of the innovations are the innovation costs and lack of information and lack of
skilled workers. As we proved in [14], also labour costs are one of the aspects significantly affecting labour
productivity in the European countries.

Based on our results we can also conclude, that this kind of progress is characteristic for metal processing indus-
try in general. For D, this is the only sector where capital-saving progess is detected. For SK and D labour-saving
technological progress was found. These findings are in accordance with [6] arguing that machinery industry is the
largest and the most innovative industry in Germany and it is considered to be a leader of the technological devel-
opment. Authors state that mainly automotive manufacturers have been substantially investing in modernization,
capacity expansion and new technologies, mainly since 2010. Moreover, publication [6] explains the demand for
robotics is also being felt for example in food sector.

Based on the growth accounting approach, in Baran [2] states that capital was the most significant growth input
during 1995–2010 in Central Europe. Moreover, her results show, that at the country level, capital contribution
to the growth was the most distinct in Slovakia. Similarly, our results revealed that the marginal productivity of
capital grows at the faster pace than the marginal productivity of labour for Slovakia and Germany. The food
processing industry is an only exception in SK for which capital-saving TP is identified but only for the period
1995–2008. Further analysis proved that there are no economically effective combinations of inputs correspond-
ing to the isoquants based on the estimated parameters for period 2009–2015. The reason may be found in the
continuous decrease of capital for the food processing industry after 2007 followed by the most sinificant sharp
decline in 2012. Such completely different developement probably causes that the model does not fit for all this
period. In [13] we can find the statement that both years, 2009 and 2012, correspond with the trough phase of the
crisis.

Our results proved the time augmented Sato PF is suitable for analysis at the sectoral level. With respect to the
estimated model we confirmed the time can be considerated to be an important input factor and this augmented
version is an adequate tool of measuring the development of the output and input relationship. Despite the fact
the Sato PF is not frequently used tool in economics, the research [11] can be given as an example of using this
function. Their results confirm that the Sato production function is suitable for analysis either at the aggregate level
or in the microeconomic field.

5 Conclusion
We proved it is possible to capture the marginal productivity development (with use of MRTS) via the augmented
Sato function which is suitable for the description of the reationship of Y , K, L. The results also show the time
variable is an important input factor. Moreover, we can say that in the case of some SK and CZ sectors, there
are periods for which the production is not efficient. In general, it can be concluded that technological progress
is driven by labour force quality in the Czech manufacturing industry and by the technical advance in capital
equipment in Slovakia and Germany. For Austria the results are heterogeneous. However, this should not be
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generalized absolutelly. It is probable that at the aggregate level the development can be different due to the other
sectors not included in this analysis. Further research may be focused on country level to reveal common features
of labour, capital and output relationship development. It might be compared with the results obtained via analysis
focused on sectoral level. Another way could be the comparison with the results obtained via Cobb-Douglas
production function estimates.
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Ekonomický ústav Slovenskej akadémie vied.
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Optimal Loan Performance Management via Stochastic
Programming

Tomáš Rusý1

Abstract. Companies, whose business consists of providing loans to clients, must
make numerous decisions during the life of their loans. They need to make an of-
fer to the client and decide on how to finance such a loan. During these decisions,
the profitability as well as all the credit and interest rate risks must be taken into ac-
count. We develop a non-linear, decision dependent randomness stochastic program
which allows us to find the optimal sequence of decisions. We also discuss specific
peculiarities of this loan type such as loan prepayments and client defaults.

Keywords: stochastic programming, decision dependent randomness, consumer loan.

JEL classification: C610
AMS classification: 90-04, 90C15, 90B50

1 Introduction
Stochastic programming is a quickly developing area of mathematical optimization, which finds its application in
many different fields. Especially the area of financial planning and control has seen plenty of implementations
of stochastic programming models. One such an application arose in 1986, when Kusy and Ziemba published
their famous paper dealing with a bank asset-liability model [9]. Two years later, Dempster and Ireland [2] have
introduced a different model where they focused on immunisation of liabilities and hence they for the first time
took into account risks, which are associated with financial problems. Between other contributions, Carino et al.
[1] presented a very first asset-liability model for an insurance company, which was lately followed by many others.
We should mention at least some focused on insurance companies [7, 10], and pension funds [3, 6], as these two
were the most popular types of financial companies where stochastic programming was used.

These works however did not exhausted the potential of applications of stochastic programming in finance.
Dupačová and Kopa [4, 5] have proposed to investigate the robustness of program’s solution by scenario con-
tamination. Other possibility was to analyse the effect of new, modern risk constraints on the optimal solution;
for example Kopa et al. [8] have applied a second-order stochastic dominance constraint. An important aspect of
the modelling exercise is to focus on the accuracy of the model formulation. Vitali et al. [11] have paid a lot of
attention to this part, as they aimed to cover all possibilities, how an insurance company could invest. They also
focused on the credibility of cash-flow dynamic in the company and to the scenario generation procedure.

In our work, we focus on a stochastic programming formulation of a loan management problem, where we
aim to maximise the value of a loan for the company. The program describes a whole life-cycle of a loan, which
begins once client expresses his desire to borrow money and ends at the agreed time of maturity. We implement
the impact of a client default and a loan repayment onto the value of a loan. In this short paper, in Section 2, we
describe formulation of the model and our approach of generating scenarios. Thereafter, in Section 3, we show
results of this program for one parameters’ setting. There, we also talk about possible extensions of the program.

2 Model Formulation
We assume that a client comes to the company and wants to borrow N0 amount of money for the period of T
months. Such a consumer loan is repaid regularly each month t, t = 1, . . . , T. In our program, we model payments
to be exchanged at each such a month t. Our multi-stage stochastic program will consists of K+1 ≤ T +1 stages,
0 = t0 < . . . < tK = T. In these times, scenarios of random quantities will be observed and the company will be
allowed to make decisions.

2.1 Interest Rate Decision, Instalment and Principal
First, we derive the value of the instalment, which is constant over the whole period. The (annual, monthly
compounded) interest rate, which is offered by the company to the client is denoted r and it is a decision variable.
From there, we can derive the monthly instalment π, which client pays every month, as in (1). Next, we denote
Nt, t = 1, . . . , T , the principal which stays on the account after the instalment at time t. We can calculate the

1Charles University, Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics,
Sokolovská 83, 186 75, Praha 8, rusy@karlin.mff.cuni.cz
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interest credited as from month t − 1 to t as Nt−1 · (r/12), while the amortization equals π − Nt−1 · (r/12).
Moreover, we can easily figure out value of N1 and by induction also other principal amounts Nt, t = 1, . . . , T.

N0 =

T∑

t=1

π

(1 + r/12)t
⇒ π = N0(r/12)

(
1− (1 + r/12)−T

)−1
(1)

Nt = N0(1 + r/12)t
(1 + r/12)T−t − 1

(1 + r/12)T − 1
, t = 1, . . . , T. (2)

Obviously, the principal behaves in the way we calculated only in the case when the loan is repaid as agreed at
the beginning of the contract. In case of a default of the client or a full/partial repayment of the loan, the evolution
would be different. This will be discussed later at the end of Section 2.2.

2.2 Scenarios of Random Elements
This section is devoted to the description of all random elements which affect the life of a loan. We will talk about
their implementation into the model and shortly also about the scenario generation. Randomness influencing our
consumer loan can be divided into four parts. We will discuss all of them.

First, once the company offers client the loan with certain interest rate, he has the opportunity to either accept
or reject the loan. This random effect gets more complicated by the fact that client’s decision depends on the
value of interest rate he is offered. The probability that the client closes the contract will be denoted by p(r). This
function could be client specific and his other characteristics can affect it too. We think of such a function to be
estimated by logistic regression, where one of the regressors would be the offered rate to the client. Hence in our
program, we employed a function

p(r) =
exp{b0 + b1r}

1 + exp{b0 + b1r}
=

1

1 + exp{−(b0 + b1r)}
, (3)

where b0 and b1 are some (client-dependent) parameters, with b1 ≤ 0, as increase in offered interest rate should
decrease client’s probability of accepting the loan. As this decision comes before issuing the loan, we can express
the objective function (which will be discussed later) as a sum of two parts — the value of the program when the
loan is and is not closed. These would be then weighted by the corresponding probabilities p(r) and 1− p(r).

Next, we will talk about interest rates which express the cost of money at the market. We denote yτt the annu-
alized, risk free interest rate with time-to-maturity τ at time t. For t > 0, this quantity is random. We also denote
mτ
t the rates, for which the company can borrow from a bank. We define: mτ

t = yτt +m(τ).

Quantity m(τ) represents the differences between the risk free rates and the rates a bank charges the company.
Hence it can be interpreted as the mark-up of the bank. In the model, we generate scenarios of interest rate from the
Hull - White model, which is calibrated to the observed market data. We generate regular scenario tree often seen
in multi-stage stochastic programming — one where in each stage every node has the same number of successors.
Such a tree has all scenarios equiprobable. We will denote Si the set of nodes of the interest-rate tree in a decision
stage ti and ai(sj) the time ti ancestor of a node sj ∈ Sj , i < j. We will denote yτti(si) the risk free interest rate
and mτ

ti(si) = yτti(si) +m(τ) the rates for the company at the scenario node si ∈ Si.
Let us now move to the final two types of randomness, which enter the program. These are loan prepayments

and client defaults. In general, such events are something the company cannot really affect so we take them as
exogenous. First, let us describe what we want to take into account by including these effects into the model.

Client defaults are generally considered as the biggest risk factor affecting the profitability of a loan. That is
simply because it can happen that the client becomes unable to fulfill his commitments. Under such an event, the
company loses not only the interest rate charged to the client, but also a part of the principal. Such a proportion is
called loss given default, and we include it into the model as a fixed parameter, denoted as lgd. If client defaults at
time tk, the company is modelled to receive (1 − lgd)Ntk−1

as the recovered part of the loan. Scenarios of client
defaults will be added to the model. Thereafter, we assign them probabilities so they match our initial assumption
about the hazard rate h(tk) — the probability of default at time tk given that the loan survived up to time tk−1.

Prepayments can be considered as the complete opposite of client defaults, as it means client repays more
money than as agreeed in the contract. Usually, such a prepayment comes from one of the two following reasons:

• Client has spare money which he can afford to use for loan repayment.
• Client finds an opportunity how to borrow money cheaper and he refinances the loan.

The first reason is kind of completely random to us and it is not really connected to other decision variables or
random quantities in the problem. On the other hand, the second reason is closely related to interest rate, as when it
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decreases, companies offer lower rates which makes the probability of refinancing the loan higher. Similarly with
client defaults, we add scenarios of loan prepayments into the problem and assign them some probabilities in a
way we match our assumptions on hazard rate g(tk, sk) at time tk of loan prepayment at the node sk ∈ Sk. Such a
hazard rate is node specific because of its connection to interest rate. We should clarify that by loan (p)repayment,
we mean only full repayment of the loan.

Next, let us discuss how we implement the scenarios of loan prepayments and client defaults into the program.
First, we should realise that we have |SK | interest rate scenarios from the initial decision period to the maturity
of the loan. Take one scenario as fixed, then at each node/stage, loan prepayment or client default can occur. We
should also note that during the life of the loan, only one client default or only one loan repayment can take place.
Hence each program scenario can be defined as a pair of interest rate scenario and the event specification. Events in
this case are loan prepayments/client defaults at any stage tk 6= t0. We should also mention that loan prepayment
at time tK = T corresponds to the loan being repaid as initially agreed.

Mathematically speaking, we define set E as a set of all possible events. For event e ∈ E, we define t(e) to be
the time when the event occurs, d(e) an indicator function taking 1 when the event is client default and 0 when the
event is full repayment. So for example for event of client default at the final stage T, we have t(e) = T, d(e) = 1.
Scenario of a program is then uniquely defined by a pair (s, e), s ∈ SK , e ∈ E.

What is important to realise under this parametrisation is that at time tk, we cannot distinguish between two
scenarios (s, e1), (s, e2), s ∈ SK , e1, e2 ∈ E such that tk < min{t(e1), t(e2)}. That is simply from the reason that
by the time tk, we do not observe which event from E has happened. Such a property will lead us to the inclusion
of non-anticipativity constraints into the program.

In the final part of this section, we will comment on how we calculate probabilities of scenarios p(s, e), s ∈
SK , e ∈ E. These are obtained iteratively by multiplication of marginal (transition) probabilities in each node.
Before the time when event e ∈ E takes place we make use of hazard ratesf(tk) and g(tk, sk), otherwise, proba-
bilities are distributed equally depending on branching of the interest rate tree. The formula looks as follows:

p(s, e) =

K∏

k=1

(
I[t(e)=tk]d(e)h(tk) + I[t(e)=tk]

(
1− d(e)

)
g
(
tk, ak(s)

)

+ I[t(e)<tk]
(
1− h(tk)− g(tk, ak(s))

)
+ I[t(e)>tk]

)(
|Sk−1|/|Sk|

)
, s ∈ SK , e ∈ E.

We require that ∀s ∈ SK and ∀k ∈ 1, . . . ,K it holds h(tk) ≥ 0, g(tk, ak(s)) ≥ 0,
(
1−h(tk)−g(tk, ak(s))

)
≥ 0.

Moreover, in the last stage, we must have g(tK , s) = 1 − h(tK),∀s ∈ SK . Under such conditions, scenarios’
probabilities are non-negative and sum up to one.

2.3 Cost of Financing the Loan
Another aspect, which needs to be considered is the cost of financing such a loan. The company can decide how to
form the liability side to obtain funds to provide the loan. We will give the company a whole panoply of options.
Consider now two time instances ti and tj , ti < tj of the program, where possibly tj > TK . In each node of
every scenario (si, e), si ∈ Si, e ∈ E, i ∈ 1, . . . ,K, the company will have two possibilities how to borrow money
from a bank. It could choose either to borrow from ti to tj such that the loan is repaid continuously at each month
t, ti < t ≤ tj or such that all the money is repaid at once at time tj . We will denote such amounts uti,tj (si, e)
and vti,tj (si, e) respectively. We can calculate the amount uti,tj (t; si, e) repaid at time t, ti < t ≤ tj from a loan
uti,tj (si, e) as

uti,tj (t; si, e) =
uti,tj (si, e)∑tj−ti

τ=1

(
1 +mτ

ti(si)/12
)−τ , t = ti + 1, . . . , tj . (4)

On the contrary, at time tj , the company pays back vti,tj (tj ; si, e) such that

vti,tj (tj ; si, e) = vti,tj (si, e)
(

1 +m
tj−ti
ti (si)/12

)tj−ti
. (5)

We also make it possible to the company to invest spare money and gain some interest. We denote wti,tj (si, e) the
amount of money lend to others for the market risk free yield ytj−titi (si). This money will be repaid at time tj , as
the company would receive amount wti,tj (tj ; si, e) :

wti,tj (tj ; si, e) = wti,tj

(
1 + y

tj−ti
ti (si)/12

)tj−ti
. (6)
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Summing all the equations up, we can express both the amount of the company’s income (I) and expenditures (J)
at time instance tk, tk = 1, . . . , T from third party providers (excluding the client). These have the following form:

Itk(sk, e) =
∑

ti:ti<tk

wti,tk(tk; ai(sk), e) +
∑

tj :tk<tj

utk,tj (sk, e) +
∑

tj :tk<tj

vtk,tj (sk, e), (7)

Jtk(sk, e) =
∑

tj :tk<tj

wtk,tj (sk, e) +
∑

t,ti,tj :
ti≤tk−1<t≤tk≤tj

uti,tj (t; ai(sk), e) +
∑

ti:ti<tk

vti,tk(tk; ai(sk), e). (8)

2.4 Constraints and Objective Function
In the following section, we will go through all the constraints implemented in the model. Let us denoteBtk(sk, e)
the amount of money the company has on its account immediately after time tk in scenario (sk, e) andCtk the com-
pany’s operating costs of such a loan from time tk to tk+1. In the formulation of the equation for the company’s
cash account, we need to be aware of the time and type of the event e ∈ E. That information defines the cash-flow
the company receives from the client.

Btk(sk, e) = Btk−1
(ak−1(sk), e)− Ctk + Itk(sk, e)− Jtk(sk, e)− I[k=0]N0 (9)

+ I[tk<t(e)](tk − tk−1)π + I[tk=t(e)]&[d(e)=1]lgd ·Ntk−1
+ I[tk=t(e)]&[d(e)=0] ((tk − tk−1)π +Ntk) ,

for k = 0, . . . ,K, where B−1 = 0, and also CtK = 0. The relationship on the first line of (9) expresses the initial
exchange of notional and the cash-flows between the bank and the company. On the second line, the amount of
funds the company receives from the client in different stages under the scenario e are described.

The definition of company’s cash account brings us to a very natural survival condition such that the company
cash account must not be lower than 0.We require it only in stages from 0, . . . ,K−1 as in the last stage, the loan is
concluded and we look at the final balance, its performance thorough its life and asses its profitability. We require

Btk(sk, e) ≥ 0, e ∈ E, sk ∈ Sk, k = 0, . . . ,K − 1.

Also at time T, the loan is matured, and the company is not allowed to lend or borrow money. We impose:

utK ,tj (sK , e) = 0, vtK ,tj (sK , e) = 0, wtK ,tj (sK , e) = 0, ∀tj ≥ tK , sK ∈ SK , e ∈ E.

Next, we move to the cash-flows which take place between decision stages. The company has to make sure it
has enough money to cover its expenditures up to the next decision stage. Such a constraint can be implemented
only by checking whether the company has enough funds in the month before the next decision stage as all the
cash-flows in between the decision stages are the same every month. The constraint looks as follows:

0 ≤ Btk(sk, e) + I[tk<t(e)](tk+1 − tk − 1)π −
∑

t,ti,tj :
ti≤tk<t<tk+1≤tj

uti,tj (t; ai(sk), e), k = 0, . . . ,K − 1. (10)

The next step is to express the value of a loan in each scenario. Such a value is calculated as the discounted
cash-flows from loans running at the given scenario. Let us denote P (tk, tl; sk) the discount factor from time tk
to time tl at scenario sk ∈ Sk. For easier formulation, we divide payments between assetsAtk(sk, e) and liabilities
Ltk(sk, e). These can be calculated as follows:

Atk(sk, e) =
∑

ti,tj :
ti≤tk<tj

P (tk, tj ; sk)wti,tj (tj ; ai(sk), e) + I[tk<t(e)]
∑

t:tk<t≤T
P (tk, t; sk)π,

Ltk(sk, e) =
∑

t,ti,tj :
ti≤tk<t≤tj

P (tk, t; sk)uti,tj (t; ai(sk), e) +
∑

ti,tj :
ti≤tk<tj

P (tk, tj ; sk)vti,tj (tj ; ai(sk), e).

Bringing these formulas together with the amount of money left on current account Btk(sk, e) gives us value
of the portfolio Vtk(sk, e) at scenario (sk, e). That reads as

Vtk(sk, e) = Btk(sk, e) +Atk(sk, e)− Ltk(sk, e).
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This leads us to the formulation of the objective function f(r, u, v, w), which expresses the value of the loan at the
final time horizon. We have

f(r, u, v, w) = p(r) ·
∑

sK∈SK ,e∈E
p(sK , e)VtK (sK , e), (11)

where variables u, v, w symbolically stand for the sets of decision variables as defined above.

To complete the model formulation, we need to specify the final set of constraints. It will consists from the
already mentioned non-anticipativity constraints, as we need to make sure that the decisions of the company in
times and scenarios, where the event has not been revealed yet are the same. We impose

uti,tj (si, e1) = uti,tj (si, e2) vti,tj (si, e1) = vti,tj (si, e2) wti,tj (si, e1) = wti,tj (si, e2),

∀si ∈ Si, e1, e2 ∈ E : ti < min{t(e1), t(e2)}, tj > ti, i = 0, . . . ,K.

This leads us to a formulation of a stochastic program

max
r,u,v,w

f(r, u, v, w), s.t.
(
uti,tj (si, e), vti,tj (si, e), wti,tj (si, e)

)
∈ Θ(si, e), i = 0, . . . ,K,

where Θ(si, e) represents the set of feasible decisions defined by the above-specified constraints for each (si, e).

3 Numerical Results
In this part, we will shortly summarise one set of results which we obtained. These will be most importantly used
to stating other research questions which could be later investigated. We set the time horizon to be 5 years with
decisions once a year and we enabled to the company to borrow and lend money for a period of one to five years.
The branching was chosen to be 5− 4− 3− 2− 1, leading to |SK | · |E| = 120 · 10 = 1200 scenarios. Notional
was set to 50000 CZK. The prepayment and default probabilities were set according to market data.

The optimal solution of the program was to offer to the client a rate r = 7.056%, with p(r) = 0.486, while
the expected value solution suggested the one of r = 7.415% with p(r) = 0.398 to be the most profitable.
Expected value problem was formulated as an optimization problem where client cash-flows were weighted by
their probabilities and the company replicated client’s loan. The optimal borrowing and lending strategy of the
company was basically to close only one year loans and if spare money were available, then the company should
have lend them for the longest period possible (until the final time horizon). That strategy came as a no surprise,
as it holds for a loan the shorter, the cheaper. The optimal value of the program was 1153 CZK, while expected
value solution had objective value of 657 CZK.

To analyse results, we investigated loan performance in different interest rate scenarios for different events.
First, we divided interest rate scenarios into three groups — high, middle, low, depending on their first-stage node
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Figure 1 Interest rate and the optimal loan value evolution in time.
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(see topleft figure in Figure 1). Then, we looked into performance when the client complied with the original
terms of the loan. Because of the one-year borrowing strategy, the company profits on interest rate decrease and
it loses money when it increases. However, the company uses high interest rate environment to compensate a bit
for the initial loss by borrowing money earned from the loan and it earns high interest. Bottom figures in Figure 1
show performance of a loan when it is fully repaid/defaulted in the first year. There, one can see that high interest
rate environment is preferred for loan repayment, because company then can reinvest money for higher interest.
Unfortunately, as we mentioned earlier, these scenarios have lower probability (full repayments are more likely to
occur when interest rate decreases). It is a complete opposite for the case of client defaults, as then the company is
required to borrow additional money to finance its liabilities and that costs more in higher interest rate environment.

4 Conclusion
We formulated a non-linear multi-stage decision-dependent-randomness stochastic program describing a life cycle
of a consumer loan. We found that the here-and-now solution to borrow money only for one year allows more
flexibility when dealing with full prepayments and although the proposed optimal offered rate to the client was
lower than the one of the expected value solution, the optimal value was almost twice as large. This underlines the
usability of stochastic programming in finance, especially in asset-liability management.

We have also investigated the performance of the optimal solution in stochastic program’s scenarios and we
identified places which shall be addressed in a goal to improve interest rate risk and credit risk parameters of such a
loan. Under a word interest rate risk, we mean to control the difference in loan performance between high and low
rates, and also for some extreme interest rate movements, for the same events. On the other hand, we could imagine
that credit risk would mean to impose some constraint on possible losses which would be caused by client default.
These could be incorporated for example by a limit on capital requirement stemming from such a loan or by some
penalty which would be imposed for having too large exposure to client default by the company. Implementation
of various risk constraints or other modifications to control for risks faced during the life of a loan are required for
efficient use of the program. Another natural extension which would be very useful is reformulating the program
in order to comply with usual rules of mortgages; i.e. most importantly, to implement the refix property into the
program. This extension appears very challenging to us as it would rapidly increase the complexity of the program.
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Application of two distributions mixture to testing hypothesis
in auditing
Grzegorz Sitek1

Abstract. The considered problem can be treated as a particular topic in the field of
testing some substantive hypothesis in financial auditing. The main theme of the paper
is the well-known problem of testing hypothesis on admissibility of the population
total of accounting errors amounts. In auditing, some population elements contains no
errors, whereas other population elements contains errors of varying amounts.
Usually, statistical inference considered in auditing is focused on estimation of the
total or the mean error amount. The inference is based on data observed in samples
drawn from a population of documents. An audit sample delivers two pieces of infor-
mation: the book (recorded) amount and the audited (correct or true) amount. Let us
note that a value of the book amount can be a sum of smaller book amounts. The book
values will be treated as observation of a random variable distributed according to
mixture of two probability distribution. The mixing coefficient is equal to the propor-
tion of the items with non-zero errors amounts. The well-known method of moments
is proposed to estimate mixtures of probability distribution. It let us construct some
statistic to test the outlined hypothesis. We use the Monte Carlo method in estimating
the power of a test.

Keywords: accounting error, mixture of probability distribution, Monte Carlo tests,
statistical auditing.

JEL classification: 60E05
AMS classification: 62P99

1 Introduction
Financial accounting is concerned with the collection of data about the economic activities of a given firm and
the suumarizing and raporting of them in the form a financial statements. Auditing, on the other hand, refers to
the independent verification of the fairness of these financial statements. The auditor collects data that useful for
verification from several sources and by different means. An item audit sample produces two pieces information,
namely the book (recorded) amount and the audited (correct) amount. The difference between two is called the
error amount. The foregoing studies provide some insight into the evidence on the characteristics of errors in au-
diting populations. Stringer[5] and Kaplan[4] shows, that the accounting populations are highly positively skewed,
and there is considerable diversity in the characteristics of error amounts in accounting populations across the ac-
counting subsystem. The studies suggest that there is considerable variation in each account type, error amount
distribution as well as in error rates and balance of errors between overstatement and understatement. Moreover,
it means that correlation coefficient between the sample mean and variance of book amounts is proportional to
positive value of the third central moment of the book amounts distribution. We can see it in [1] and [3]. Hence,
that is why distributions of accounting amounts, expenditures or income are modelled e.g. by means of gamma,
Poisson or lognormal probability distributions. Below we consider a problem of testing appropriately formulated
statistical hypotheses about admissibility of the total or the mean accounting errors.

2 Auditing error modeling using mixtures
In [7] Wywial proposed following model. Let U be the population of accounting documents of size N where
accounting amounts are observed. Some of them are contaminated by errors. In the population U there are book
amounts xi observed for each population element i ∈ U . Let xT = [x1, . . . , xN ] ∈ RN+ be the observation
of the random vector XT = [X1, . . . , XN ]. The true (without errors) accounting amounts are denoted by the
values yi, i ∈ U and let yT = [y1, . . . , yN ] ∈ RN+ be the value of the random vector Y T = [Y1, . . . , YN ]. The
vector of accounting amounts contaminated by errors will be denoted by wT = [w1, . . . , wN ] and w is a value of
WT = [W1, . . . ,WN ]. Finally, let ZT = [Z1, . . . , ZN ], where Zi = 0 (Zi = 1) if Xi = Yi (Xi 6= Yi), i ∈ U .

Let F0(y|θ0) be the probability distribution function of the random variable Y , whose values are true account-
ing and θ0 ∈ Θ0 where Θ0 is the parameter space. The distribution function of W is denoted by F1(w|θ1), where

1University of Economics in Katowice, Faculty of Management, Department of Statistics, Econometrics and Math-
ematics, grzegorz.sitek@ue.katowice.pl
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θ1 ∈ Θ1. Moreover, let Θ = Θ0 ∪ Θ1. We assume that an accouting errors apperrs with probability p. We can
write Z = 1 when an accouting error occurs P (Z = 1) = p and Z = 0 when it does not occur P (Z = 0) = 1−p.

Let the values of the random variable X be the observation of acounting amounts generated as follows. The
conditional distribution functions of X will be defined by: F (X|Z = 0) = F0(y|θ0) and F (X|Z = 1) =
F1(w|θ1). According to the well-known total probability thorem we have: F (x) = F (x | Z = 0)P (Z = 0) +
F (x | Z = 1)P (Z = 1) and finally

F (x|θ) = (1− p)F0(x|θ0) + pF 1(x|θ1) (1)

where θ = θ0 ∪ θ1 and θ ∈ Θ = Θ0 ∪ Θ1 is the parameter space. Hance, the probability distribution of the
observed accounting amounts is a mixture of the distribution function F0(x|θ0) of the true amounts and the
distribution function F1(x|θ1) of the amounts contamineted by errors. When the random variables Y and W are
continuous, by differentiating both sides of equation (1) we have

f(x|θ) = (1− p)f0(x|θ0) + pf1(x|θ1) (2)

Therefore, the probability density of the observed accouting amounts is a mixture of density f0(x|θ0) of the true
amounts and density f1(x|θ1) of the amounts contaminated by errors. Let R and Y be independent where R is the
accounting error. Hence W = Y +R, X = Y + ZR, X = (1− Z)Y + ZW .
The basic moments of the random variable X are:

E (X) = (1− p)E(X|Z = 0) + pE(X|Z = 0) = (1− p)E (Y ) + pE(W ) (3)

V (X) = p (1− p) (E (W )− E (Y ))
2

+ pV (W ) + (1− p)V (Y ) (4)

In practice, all values of X are known before auditing process. Observations x of X are treated as a specific
auxiliary data. Auditing process leads to observation of values Zi, Yi and Wi, i ∈ U . Let X = 1

N

∑
i∈U Xi,

Y = 1
N

∑
i∈U Yi, W = 1

N

∑
i∈U Wi. Their values will be denoted x, y, w. Let an auditor arbitrary selects the

sample s of the size n from U . Hence, Xs is the subvector of X , n ≤ N . The random vector Xs is observed in s
where the objects are controlled. After the auditing process the sample s is split into two disjoint sub-samples s0
and s1 where s = s0 ∪ s1. The set s1 is of size n1 = k and the set s0 is of size n0 = n − k. In the sub-sample
s0 here are observed accounting amounts without errors. They are values of the random variables denoted by
{Xi = Yi, i ∈ s0}. In the subsample s1 accounting amounts contaminated by errors are observed as values of the
random variables {Wi, i ∈ s1}. Hence, before auditing process we have observations of the following data:

X = (Xi : i ∈ U) = (Xs, XU−s)

where
Xs = (Xi : i ∈ s) , XU−s = (Xi : i ∈ U − s)

After the auditing process we have observations of the following data:

ℵU = (ℵs, XU−s) , ℵs = (Xi, Zi) : i ∈ s) = (Ys0 , Ws1)

In the context of model approach our purpose is to test the hypothesis about the expected value of the following
difference of the sum of observed in the population accounting amounts and the sum of the true values. On the
basis of the equation (3) we have:

τ = E
(
X − Y

)
= E (X)− E (Y ) = p(E (W )− E (Y ))

or
τ(θ) = E (X|θ)− E (Y |θ0) = p(E (W |θ1)− E (Y |θ0)) (5)

In [7] and [6] Wywiał described model of two Poisson distributions and mixture of gamma probability distributions
respectively. Below the mixture of gamma and sum gamma and normal probability distributions is taken into
account. Let Y ∼ G(a, c) and R ∼ N(µ, σ) be independent and W = Y +R.

f(x|a, c, µ, σ) = (1− p)f0(x|a, c) + pf1(x|a, c, µ, σ) (6)

where f1(x|a, c, µ, σ) is the density of the variable W and

f0 (x | a, c) =
ca

Γ(a)
xa−1e−cx x > 0 (7)

Based on expressions (3)-(4) we obtain:

E(X) =
a

c
+ pµ V (X) = p(1− p)µ2 + pσ2 +

a

c2
(8)

In the next sections parameters of the distributions mixture will be estimated by means of the well-known method
moments.
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3 Hypothesis in auditing
Let τ = E(X − Y ) be the expected mean accounting error. Audit purpose is inference on τ or on the expected
total accounting error Nτ = E(

∑
i∈U Xi −

∑
i∈U Yi) . In particular, when we assume that τ0 is the admissible

mean accounting error then the inference reduces to testing the following hypothesis:

H0 : τ ≤ τ0 H1 : τ > τ0 (9)

Below the probability distribution of Xi is treated as the mixture of distributions of Xi and Yi, i ∈ U .

3.1 Inference based on sample moments
Now let us consider the hypotheses denoted by the expression (9) about the function of the parameters τ(θ) =
τ(p, a, c, µ, σ). In our case on the basis of the expressions (5) and (8) we have:

τ(µ, p) = E(X|a, c, µ, σ, p)− E(Y |a, c, p) = pµ (10)

We assume that n−k > 0, k > 0 andN−n > 0. In this situation after the auditing process we have observations
of data ℵU where s 6= ∅ and s1 6= ∅. In this case it is possible to simplify the estimation of the parameter in the
following way: 




E (X) = a
c + pµ

E (Y ) = a
c

E (R) = µ

V (X) = a
c2

V (R) = σ2

(11)

Let ysi = 1
ni

∑
k∈si yk vsi = 1

ni

∑
k∈si (yk − ysi)2. After replacing the moments E(X), V (X), E(Y ), E(R),

and V (Y ) with the sample moments XU−s, VU−s(X), Y s0 , Rs1 = W s1 − Y s1 and Vs0(Y ), respectively, the
appropriate algebraic operations let us evaluate the following estimators of parameters p, a, µ, c and σ.





PU =
XU−s−Y s0

Rs1

As0 =
Y

2
s0

Vs0
(Y )

µs1 = Rs1

Cs0 =
Y s0

Vs0 (Y )

σ2 = R2
s1 −R

2

s1

(12)

provided denominators of the above fractions are positive. In this case the unbiased estimator of τ is as follows:

τ̂2 = XU − Y s0 (13)

This let us construct the following test statistic of hypothesis H0

Ĝ2 =
τ̂2 − τ0√

VU (x)
N−n +

Vso (Y )
n0

(14)

where n0 = n − k. On the basis of the well known properties the probability distribution of sample moments we
can prove that Ĝ2 ∼ N(0, 1) when H0 is true, N →∞, n0 →∞. We can see it in [1].

3.2 Monte Carlo tests
In case of moderate and small sample sizes the hypotheses can be tested by means of Monte Carlo procedure.
We can see Monte Carlo procedure in [2]. In order to apply this method all of the considered models should be
reparametrised. This let us simplify the inference on total error amount.

Our purpose is testing hypothesis H0 : τ = τ0 against alternative hypothesis H1 : τ > τ0. Parameter a, c, σ, p
and τ are estimated by means of statistics defined by expressions (12) and (13).
• On the basis of the equation τ = pµ we replace the parameter µ = τ

p

• We transform the model, given by (6), to the following:

f(x|a, c, τ, σ, p) = (1− p)f0(x|a, c) + pf1(x|a, c, τ, σ)
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• We generate data ℵ0,i =
(
Y 0,i
s0 , W

0,i
s1 , X

0,i
U−s

)
for i = 1, . . . ,m according to densities f0(y|as0 , cs0),

f1(w|as0 , cs0 , τ0, σs) and f(x|as0 , cs0 , τ0, σs, pU ) and data ℵ1,i =
(
Y 1,i
s0 , W

1,i
s1 , X

1,i
U−s

)
for i = 1, . . . ,m

are generated based on f0(y|as0 , cs0), f1(w|as0 , cs0 , τ1, σs) and f(x|as0 , cs0 , τ1, σs, pU )

• We evaluate the following: ĝ(e,i)2 = τ(e,i)−τ0√
vU (X(e,i))

N−n +
vso (Y (e,i))

n0

τ (e,i) = X
(e,i)

U−s − Y
(e,i)

s0 e=0,1

• The sequence
{
ĝ
(e,i)
2 , i = 1, . . . ,m

}
approximates the distribution of the test statistic Ĝ2 under the assump-

tion that He is true, e = 0, 1.
• p-value of the test denoted by Dufour and Khalaf in [2] by α̂

α̂ = ηe, e = 0, ηe =
mwe
m+ 1

, we =
1

m

m∑

i=1

I
(
ĝ
(e,i)
2

)
,

I
(
ĝ
(e,i)
2

)
=

{
1 if g > ĝ2
0 if g < ĝ2

• When α̂ < α hypothesis H0 is rejected but this decision can be wrong with the risk of incorrect rejection equal
to probability α

• When α̂ > α hypothesis H0 is accepted and this decision can be wrong with the risk of incorrect acceptance
equal to

(
1− β̂

)

Example 1. The population of N = 4000 invoices from an anonymous firm is considered. The simple sample of
n = 200 invoices was selected in order to estimate parameters of the model. After auditing n1 = 62 and n0 = 138.
The hypotheses are: H0 : τ = τ0 against H1 : τ = τ1 = kτ0, k > 1.

α/k k=1.1 k=1.2 k=1.3
0.05 0.062 0.087 0.111
0.1 0.129 0.166 0.221
0.2 0.232 0.284 0.347

Table 1 Powers of the test n=200

The hypotheses are: H0 : τ = 800 against H1 : τ = 960 = 1.2 · 800. Value of the test statistic, defned by (14)
is: ĝ2 = 0.0008. Next, according to the simulation procedure the data were replicated 1000 times. This, under the
assessed significance levels 0.2 let us evaluate the critical values equal to 0.902. Hence, under these significance
levels hypothesis H0 is not rejected. For the considered sequence of significance levels the approximated powers
of the test is: 0.284. Therefore, for instance even for α = 0.2 the acceptance of H0 could be wrong decision with
probability 0.716. Hence, size of the sample should be increased.

Example 2. The population of N = 4000 invoices from an anonymous firm is considered. The simple sample
of n = 400 invoices was selected in order to estimate parameters of the model. After auditing n1 = 124 and
n0 = 276. The hypotheses are: H0 : τ = τ0 against H1 : τ = τ1 = kτ0, k > 1.

α/k k=1.1 k=1.2 k=1.3
0.05 0.081 0.118 0.181
0.1 0.146 0.231 0.318
0.2 0.287 0.379 0.493

Table 2 Powers of the test n=400

The hypotheses are: H0 : τ = 800 against H1 : τ = 960 = 1.2 · 800. Value of the test statistic, defned by (14)
is: ĝ2 = 0.002. Next, according to the simulation procedure the data were replicated 1000 times. This, under the
assessed significance levels 0.2 let us evaluate the critical values equal to 0.904. Hence, under these significance
levels hypothesis H0 is not rejected. For the considered sequence of significance levels the approximated powers
of the test are: 0.379. Therefore, for instance even for α = 0.2 the acceptance of H0 could be wrong decision
with probability 0.621. In the case of a larger sample, we obtained a higher test power, however the probabilities
of incorrect acceptance H0 hypothesis are still too high.
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4 Conclusions
Inference on the total error amount is based on appropriately evaluated confidence intervals. Of course they are
related closely to testing problems but not exactly. In this paper the decision-making process in auditing is treated
as a problem of testing appropriately formulated statistical hypotheses about admissibility of the total or the mean
accounting errors. This approach let us control not only significance level (risk of incorrect rejection) but also
probability of appearing the type II error (risk of incorrect acceptance) during testing the hypotheses. In this paper
it was shown how to estimate parameters of interest by means of the method of moments. We use the Monte Carlo
method in estimating the power of a test.
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Input-output analysis of Czech export 
Jaroslav Sixta1, Jakub Fischer2 

Abstract. Input-Output tables provide specific tools for deep economic analyses. A 

fundamental question is how exports contribute to the economic growth. Standard 

approach based on the analysis of the export share on gross domestic product be-

came not valid in the modern globalised world. This is more visible for the small 

and opened countries such as the Czech Republic. The approach developed by the 

OECD allows clear identification of the value added contained in exports. This ap-

proach can be extended to the level of the regions with respect to the developed re-

gional input-output tables. The paper provides an analysis of the contribution of ex-

ports to the economic growth in the Czech Republic and its regions. Used methods 

are based on input-output methodology with some specific extensions. 

Keywords: Input-Output, Exports, Regional. 

JEL Classification: C67, O11 

AMS Classification: 65C2 

1 Introduction 

Czech export belongs to the most discussed issue in our economy. The debates ranging from exports to gross 

domestic product ratio to the product structure and territorial composition. In a globalized world, exports are 

very linked to imports since lots of intermediates are required by globalized producers. It is useful to estimate 

composition of Czech exports in relation to imports. How much imports are required for exports? Among differ-

ent possibilities, we prefer input-output analysis since it is a suitable tool for these computations. In a simple 

extension, the input-output analysis allows to estimate both direct and indirect inputs. 

Similar analyses are being conducted on the national level but they can be easily enlarged to the regional lev-

el. When regional input-output tables are available, the analysis can be performed on both single regions and 

multiple regions matrices. The modern use of such phenomena relates mainly to the work of the OECD – Trade 

in Value Added (TiVA), [5] that comprise huge database of countries’ data. The data offered by the OECD com-

prise countries and similarly that can be extended to the regions of a specific country. In our case for the Czech 

Republic. 

Obvious dependency of the Czech Republic on exports can be distributed into the regions to asses which are 

the most involved regions. The basic data source is formed by the regional input-output tables (RIOTs) that are 

arranged into the form of inter-regional model. These 14 input-output tables come from the research of the Uni-

versity of Economics and can be downloaded for free, see kest.vse.cz. These academic based RIOTs were de-

signed to fit official symmetric input-output tables (SIOTs) regularly compiled by the Czech Statistical Office 

and can be regarded as an extension of available data source for regional analyses. RIOTs represent often aca-

demic exercise, see Többen and Konenberg [8]. The latest RIOTs for the Czech Republic are available for 2013 

even though national SIOTs currently exists for 2015, as well. The valuation is standard, basic prices and the 

dimension of 82 products is more than sufficient. The 14 RIOTs correspond to the regions of the Czech Republic 

on the level of NUTS 3. The tables were arranged into a form of inter-regional model by the Newton gravity 

approach, see Sixta and Šafr [6] 

2 Methodology and data 

The data comes from two sources, the first is the Czech Statistical Office with official figures for exports, SIOTs 

and national accounts, see [2]. The second source is based on the academic research of the University of Eco-

nomics that offers RIOTs and the inter-regional input-output model derived according to the Newton gravity 

approach [3]. 

The main approach to our analysis consists in the estimations of the share of gross value added in exports. It 

refers to value created with the country or regions. As other computations it refers to standard input-output anal-

ysis, see Miller and Blair [4]. It means that lots of exports contain direct or indirect imports in terms of interme-
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diates and this is a possible way, how to avoid it. The computation is based on the input-output multipliers. First-

ly, we computed multipliers of exports as  

 
=

=
n

i j

jm

ji

v

j
x

v
lm

1

,
, (1) 

where 

m.. Leontief multiplier of exports and upper index v stands for label – value added, 

l.. elements of Leontief invers matrix, 

v.. gross value added, 

x.. output.  

For computational purposes it can be rewritten into matrix form as: 

Lhm
T

)(
vv

= , 

j

jv

j
x

v
h = , 

(2) 

where 

m.. vector of Leontief multiplier of exports, 

L.. Leontief invers matrix, 

h.. auxiliary vector. 

 

The usage of the multipliers can be interpreted as the change of the indicator according to a given incentive. 

This is also used for the estimation of the contained gross value added in exports on the both regional and inter-

regional level. The difference lies in the fact that inter-regional model allows the interaction between all regions. 

For the nominal estimates, the multipliers must be multiplied by exports. 

3 Dependency on exports 

The Czech Republic is crucially dependent on exports, it is easy to prove it since the exports to gross domestic 

product ratio has been rising since 2000. The inflow of foreign direct investment led to the higher connection of 

resident companies to foreign trade. In 1990s the share was about 40% and in 2016 it is more that 80%. Such 

dependency is redeemed by both the increase of imports and outflow of primary incomes (dividends and rein-

vested earnings), see figure 1. 

 

Figure 1 Exports as a % of GDP 
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The structure of Czech exports plays important role since the highest share belongs to manufacturing indus-

try. Despite minor changes in the structure, the Czech economy became very dependent on the car industry. 

Simple structures derived from Czech supply and use tables (figure 2) illustrate that exports of the cars and relat-

ed products increased nearly fivefold between 2000 and 2016. On the contrary, exports of computers and similar 

IT products remained steady between 2010 and 2016. We can find lots of other products being exported from the 

Czech Republic, but cars are dominating. In 2006, exports of cars and related products took 24% of total Czech 

exports but only 15% in 2000. 

 

 

Figure 2 Selected exports product, current prices 

4 Regional contribution to exports 

4.1 Simple analysis of regional export contribution 

The dependency of the Czech Republic on exports can be easily illustrated but the different issue is the impact 

on the Czech regions. Exports can be directly linked to the regions of the origin. Another issue is the indirect 

impact (section 4.2). The contribution of Czech regions to exports is estimated rather simple, as a share of ex-

ports excluding inter-regional flows on total exports of the Czech Republic, see table 1. The data comes from 

regional input-output table, see Sixta and Vltavská [7]. 

 

Region Label 2011 2013 

Hlavní město Praha PHA 13.0% 11.3% 

Středočeský kraj STC 16.3% 16.7% 

Jihočeský kraj JHC 4.4% 4.5% 

Plzeňský kraj PLZ 5.3% 6.1% 

Karlovarský kraj KAR 2.0% 1.3% 

Ústecký kraj UST 7.1% 6.9% 

Liberecký kraj LIB 3.8% 3.9% 

Královéhradecký kraj KRH 5.3% 5.0% 

Pardubický kraj PAR 7.1% 6.9% 

Kraj Vysočina VYS 4.2% 4.2% 

Jihomoravský kraj JHM 8.6% 10.8% 

Olomoucký kraj OLM 4.1% 3.9% 

Zlínský kraj ZLN 5.5% 6.2% 

Moravskoslezský kraj MRS 13.4% 12.6% 

Czech Republic Total 100.0% 100.0% 

Table 1 Regional contribution to exports 
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The dominant position of Středočeský region increased from 16.3% to 16.7%. Besides we can find at least 

two other regions contributing significantly to exports (Prague and Moravskoslezský region) but their shares 

decreased. The highest increase is observed for Jihomoravský region where its share rose from 8.6% to 10.8%. 

The structure of products exported significantly differs among the regions. The most involved region, 

Středočeský region is mainly connected with car industry and car industry is also connected with Mo-

ravskoslezský region. For example Pardubický region is close connected with exports of the IT products. The 

capital Prague is connected mainly with exports of services ranging from trade to other business services. As 

seen below, the crucial information does not lie in the exports but in the value added embodied in exports. 

4.2 Input-Output analysis of regional exports 

More detailed approach offers input-output analysis of embodied value added in exports. In line with formula 2, 

we can compute export multipliers and when these multipliers are multiplied by the exports, the value added 

content of exports is observed. It means that dependency of the Czech Republic on exports can be easily illus-

trated by simple indicators but the different issue is the impact on the value added of both the country and the 

region. The estimates of valued added embodied in exports expressed as a share of regional gross value added 

are presented in Table 2. The figures are influenced by the size of regional value added and hence Prague and 

Středočeský region are not on the top. 

 

Region Label 

 Hlavní město Praha PHA 29.4% 

Středočeský kraj STC 31.3% 

Jihočeský kraj JHC 36.0% 

Plzeňský kraj PLZ 37.0% 

Karlovarský kraj KAR 39.0% 

Ústecký kraj UST 40.4% 

Liberecký kraj LIB 42.0% 

Královéhradecký kraj KRH 43.1% 

Pardubický kraj PAR 44.5% 

Kraj Vysočina VYS 45.9% 

Jihomoravský kraj JHM 46.0% 

Olomoucký kraj OLM 46.3% 

Zlínský kraj ZLN 46.8% 

Moravskoslezský kraj MRS 47.3% 

Czech Republic Total 29.4% 

Table 2 The share of value added embodied in exports on regional gross value added. 

On the contrary, if we describe value added embodied in exports in relation to exports, different explanation 

is provided, see Figure 3. It shows that higher value added connected with exports can be found in the capital 

Praha (PHA) and Středočeský region (STC). On the case of Středočeský region, we can easily describe the dif-

ference between exports and gross value added embodied in exports. The difference is very significant also for 

Moravskoslezský, Jihočeský and Ústecký regions. The estimates of gross value added embodied in exports in-

corporate also the links between all other regions. One of the highest differences can be found for Pardubický 

region where lots of IT products origin. The details about ICT products and services are deeply elaborated in 

Fischer and Vltavská [1]. In many cases, it is rather assembling from imported parts than knowledge-based IT 

production. The reasons for these differences can be different ranging high demand for imports in the supply 

chain of multinational enterprise to very simple assembling imported products. 
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Figure 3 Gross value added embodied in exports and regional exports 

 

5 Conclusion 

The input-output tools allow deep and detailed analysis of the economy. It is obvious that the data availability is 

a necessary precondition. The input-output tables belong to the standard set of economic information provided 

by national accounts, but its regional extension usually belongs to the area of research. That is also the situation 

in the Czech Republic. Regional input-output tables come from the research conducted at the University of Eco-

nomics in Prague, but they are very closely linked to official national data for the Czech Republic. 

The analysis of the Czech Economy from the perspective of exports’ contribution to gross value added brings 

additional information for exports strategies. It sounds logical that countries such as the Czech Republic should 

promote companies in the creation of business bring significant value added. The time when Central and East 

European countries supported multinational enterprises in creating low-wage jobs such as pure assembling with-

out any research has passed. The difference between exports and value added embodied in exports is significant 

in many cases. There are two issues that should be simultaneously tackled the first is connected with production, 

exports and value added and the second is connected with the heterogeneity of exports. The diversification of the 

production could potentially limit economic problems in the future. The emphasis of the Czech economy on the 

car industry may be dangerous once.  

The input-output tools and regional input-output tables provide powerful analytical options. Regional input-

output tables can be downloaded for free from kest.vse.cz. These tables for 2013 are being updated to fit the 

latest analytical necessities. 
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Exchange Offices Cash Delivery Planning: A Vehicle Routing 

Problem Application 
Veronika Skocdopolova1, Denisa Mouchova2 

Abstract. Exchange offices sell and buy notes of different currencies. To run their 

business they need to have enough cash every day. Distribution of cash has to respect 

some specific rules due to its safety. This paper deals with problem of cash delivery 

to 49 exchange offices in the Czech Republic using own cars and package sending by 

external company. The capacity of the available cars is large enough for the quantity 

of money that has to be distributed per day. Therefore it is not necessary to take the 

car capacity into consideration. 

The problem presented in this paper is solved using modified vehicle routing problem 

with time windows. Vehicle routing problem is a widespread model used for planning 

routes for goods distribution. It is an NP-hard problem. The modification used in this 

paper lies in an extension, that the money can be distributed not only by own cars of 

the exchange company, but it can be send by special type of package. The aim of the 

model is to decide, which offices should be supplied by cars and which by sending 

the special package, and plan the car routes with minimal total costs of the distribu-

tion. 

Keywords: Vehicle routing problem, time windows, integer programming, Gurobi. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

This paper deals with an application of a modified vehicle routing problem with time windows. The model is 

applied to cash distribution to exchange offices for a company in the Czech Republic.  

1.1 Exchange Offices 

The company we obtained the data from is a family company with solely Czech capital. It has been operating since 

1993. The company provides various services. As an exchange office it offers transactions with 40 different cur-

rencies, such as traditional Euro, American Dollar or British Pound or exotic currencies like Thai Baht, Israeli 

Shekel or Emirate Dirham. Beside the exchange services the company provides also cashless exchanges, payments 

abroad via bank accounts or via the WESTERN UNION service. 

At the exchange offices all over the Czech Republic the customers can buy the highway signs for European 

Countries (Czechia, Slovakia, Slovenia, Switzerland, Austria, Hungary), parking permissions for Viennese and 

Prague airport and also investment silver and gold. The company runs 49 branch offices in Czechia. 

1.2 Vehicle Routing Problem 

The Vehicle Routing Problem (VRP) is a NP-hard problem [1]. It is a modification of Travelling Salesman Prob-

lem (TSP). The objective of the TSP is to find the shortest cycle in the given graph that includes each node of the 

graph once only (the salesman has to visit all his customers and then go back home). Such a cycle is called Ham-

iltonian cycle. The VRP designs several routes from a single depot to a number of customers. The basic constraints 

of VRP are that each node (customer) is visited exactly once by exactly one vehicle and that each route starts and 

ends at the same depot. The objective is to design optimal delivery routes. The most common additional constraints 

of the VRP are linked to vehicle capacity restrictions, total time restrictions, time windows or precedence relations 

[4], [5]. If there are different vehicles available with different capacity and cost, the heterogeneous fleet vehicle 

routing problem is considered. The basic VRP model is defined in [2]. 
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2 Problem Description and Model Formulation 

The problem this paper deals with is to plan routes of company vehicles delivering cash to 49 exchange offices all 

over the Czech Republic. Beside delivering the cash by cars there is a possibility to deliver the money via a package 

sent through an external company.  

The company owns 4 passenger cars which can be used for cash distribution. These cars are at the garage at 

the company headquarters. This is the starting point of all the delivery routes. To deliver the cash with a car, the 

company needs two drivers and one member of a security service for each car. Each car is able to transport all the 

cash that has to be delivered to all the offices in one day. Therefore we do not have to take the car capacity into 

consideration. The advantage of using the company’s car for the distribution is the possibility of taking the spare 

amounts of currencies from the offices back to the headquarters or to transport them to another office on the route. 

On the other hand, the main disadvantage of this type of transport are high costs and time-consuming routes to 

distant offices. 

The other possibility of cash distribution is using an external service of package sending. This external com-

pany provides sending money to any of the offices for a uniform price. The main benefit of this way of distribution 

is that the price for sending a package is the same, when they send it to the office in a neighboring town as well as 

to the office at the other end of the republic, where the costs for delivering by car would be several times higher. 

The drawback is less flexibility of the packages. The external company will not take the spare currencies back to 

the headquarters. 

Nowadays, the company plans the distribution without any sophisticated tool. There are two experienced em-

ployees who plan the routes every day. Due to a safety issue, the routes have to be changed regularly. This point 

of the problem is not taken into consideration in our model. 

The main goal of the problem the company would like to analyze is to minimize the total costs of the cash 

distribution. The result of the analysis has to consist of the decision which offices should be supplied via external 

service and which should be supplied by own cars of the company. Also the optimal distribution routes for the 

company’s car has to be planned. The cash has to be delivered to the offices within its opening hours. 

For solving this problem, we formulated the following mathematical model. It is a modification of the standard 

vehicle routing problem with time windows. The model operates with following variables and parameters: 

• 
k

ijx  – binary variable that is equal 1 when the vehicle k goes from the office i to office j, and 0 otherwise; 

i, j = 1, 2, …, n, where n is the number of exchange offices plus the starting point; 

• yi – binary variable that is equal 1, when the cash to the office i is delivered by a package, and 0 otherwise; 

• k

it  – arrival time of the vehicle k to the office i; 

• Cij – cost of the transfer from the office i to office j; 

• PP – price of sending a package to any of the offices; 

• Si – time needful for the operation at the office i; 

• Dij – time the vehicle spends on the way between the offices i and j; 

• M – large number; 

• Ai – beginning of the time window, when the vehicle has to arrive to the office i; 

• Bi – end of the time window, when the vehicle has to finish servicing of the office i and leave it. 

The objective of the model is to minimize the total costs of delivering the cash to branch offices: 

 𝑧 = ∑ ∑ ∑ 𝐶𝑖𝑗𝑥𝑖𝑗
𝑘

𝑛

𝑗=1

𝑛

𝑖=1

𝐾

𝑘=1

+ 𝑃𝑃 ∑ 𝑦𝑖

𝑛

𝑖=1

 (1) 

subject to several constraints. 

All the branch offices (i, j = 2, 3, …, n) has to be supplied with cash exactly once (via the car or a package): 

 ∑ ∑ 𝑥𝑖𝑗
𝑘

𝑛

𝑗=1

𝐾

𝑘=1

+ 𝑦𝑖 = 1 𝑖 = 2, 3, … , 𝑛, (2) 

 ∑ ∑ 𝑥𝑖𝑗
𝑘

𝑛

𝑖=1

𝐾

𝑘=1

+ 𝑦𝑗 = 1 𝑗 = 2, 3, … , 𝑛. (3) 
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Each vehicle k can leave the garage at most once: 

 ∑ 𝑥1𝑗
𝑘

𝑛

𝑗=2

≤ 1 ∀𝑘. (4) 

When the vehicle k arrives to office j, it has also to departure from the office: 

 ∑ 𝑥𝑖𝑗
𝑘

 𝑛

𝑖=1

= ∑ 𝑥𝑗𝑖
𝑘

 𝑛

𝑖=1

 𝑗 = 2, 3, … , 𝑛, ∀𝑘. (5) 

The cash has to be delivered to the offices within its opening hours. The opening hours are defined as time win-

dows. The following set of constraints (6) is a modification of so-called sub-tour breaking constraints, where the 

variable 
k

it  represents the arrival time of the vehicle k to the office i. If the vehicle k then continues to the office j, 

the arrival time to that office has to be higher (or at least equal) than the arrival time to office i increased by the 

time need for operation at the office i and time need for the way between the offices i and j: 

 𝑡𝑖
𝑘 + 𝑆𝑖 + 𝐷𝑖𝑗 − 𝑀(1 − 𝑥𝑖𝑗

𝑘 ) ≤ 𝑡𝑗
𝑘 ∀𝑖, ∀𝑗, ∀𝑘. (6) 

The vehicle k has to arrive to each office within its opening hours (the time window <Ai; Bi>): 

 𝐴𝑖 ∑ 𝑥𝑖𝑗
𝑘

 𝑛

𝑗=1

≤ 𝑡𝑖
𝑘 ≤ (𝐵𝑖 − 𝑆𝑖) ∑ 𝑥𝑖𝑗

𝑘

 𝑛

𝑗=1

 𝑖 = 2, 3, … , 𝑛, ∀𝑘. (7) 

Each vehicle starts its route at the time point 0: 

 𝑡1
𝑘 = 0 ∀𝑘. (8) 

Decision variables 
k

ijx  and yi are binary variables: 

 𝑥𝑖𝑗
𝑘 ∈ {0, 1} ∀𝑖, 𝑗, 𝑘, (9) 

 𝑦𝑖 ∈ {0, 1} ∀𝑖. (10) 

3 Conclusions 

The presented model was used for optimization of cash distribution with data provided by the exchange company. 

The data set consists of costs of the transfer between each pair of offices, times needed for transfer between each 

pair of offices, estimated times needed time for the operation at each office, and opening hours of each office. We 

have calculated with 49 offices and with the garage as a starting point of the car routes, and with 4 company’s cars. 

The mathematical model was written in MPL user interface and solved with the Gurobi solver. As was mentioned 

in the introduction part, vehicle routing problem is an NP-hard problem. Therefore we expected problems with 

finding an optimal solution for the problem. 

We stopped solving the problem after 16 hours without obtaining the optimal solution. We have obtained only 

a feasible solution, where the gap between the best solution found and the best bound was approx. 20 %. Never-

theless also this feasible solution give as satisfactory results. The total expanses of the routes planned by the model 

were approx. 10 % lower than the real costs. The package was send to 5 offices from 49. The other offices were 

supplied by three of the company’s cars. A conclusion of this result can be, that the company can sell the fourth 

car and save therefore some money. 

When we discuss the results with the manager of the company, he admits that it is usually impossible to dis-

tribute the money in one day with only three cars. The difference between reality and the results of our model can 

be caused by several reasons: 

• The operation at each office can often take more time than the estimated times in our data sets. 

• The times needed for the transfer between offices were calculated for smooth operation. If a traffic jam on 

the way occurs, the time can be longer. 

• The route planning by the model is more efficient than planning done by the employees. 

To include the first two reasons in the model, we can increase both the operation times and transfer times for 

some percent in the data set. To assure some time reserve at each route, we can reduce the time window of each 

office (by moving the end of the time window to an earlier time). Another opportunity to assure some time reserve 

is to use all four cars. This can be assured by changing the constraint (4) from inequality to equation. 

Veronika Skocdopolova, Denisa Mouchova

495



We have also tested the model on a smaller data set with only 15 offices (plus the garage) and two cars. Within 

an hour we have obtained an optimal solution, where only one car was used, and three offices were supplied via 

package. 

In our future research we would like to focus on an extension of this model. We would like to add some 

constraints that will help with regular change of the routes according to some parameters set. Another improvement 

needed is to make the model solvable. We would like to try some methods based e.g. on [3]. 
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Risk-sensitive and Mean Variance Optimality
in Continuous-time Markov Decision Chains

Karel Sladký1

Abstract. In this note we consider continuous-time Markov decision processes with
finite state and actions spaces where the stream of rewards generated by the Markov
processes is evaluated by an exponential utility function with a given risk sensitivity
coefficient (so-called risk-sensitive models). If the risk sensitivity coefficient equals
zero (risk-neutral case) we arrive at a standard Markov decision process. Then we
can easily obtain necessary and sufficient mean reward optimality conditions and the
variability can be evaluated by the mean variance of total expected rewards. For the
risk-sensitive case, i.e. if the risk-sensitivity coefficient is non-zero, for a given value
of the risk-sensitivity coefficient we establish necessary and sufficient optimality con-
ditions for maximal (or minimal) growth rate of expectation of the exponential utility
function, along with mean value of the corresponding certainty equivalent. Recall that
in this case along with the total reward also its higher moments are taken into account.

Keywords: Continuous-time Markov decision chains, exponential utility functions,
certainty equivalent, mean-variance optimality, connections between risk-sensitive
and risk-neutral models

JEL classification: C44, C61
AMS classification: 90C40, 60J10

1 Introduction
The usual optimization criteria examined in the literature on stochastic dynamic programming, such as a total
discounted or mean (average) reward structures, may be quite insufficient to characterize the problem from the
point of a decision maker. To this end it may be preferable if not necessary to select more sophisticated criteria that
also reflect variability-risk features of the problem. Perhaps the best known approaches stem from the classical
work of Markowitz (cf. [9]) on mean variance selection rules, i.e. we optimize the weighted sum of average or
total reward and its variance.

In the present paper we restrict attention on undiscounted continuous-time Markov decision chains models
with finite state spaces where the variability is measured either by a given non-zero value of the risk-sensitivity
coefficient or in the class of long-run average optimal policies by choosing policies with minimal mean-variance.
Observe that in the former case along with the total reward also its higher moments are taken into account.

The article is structured as follows. Section 2 contains notations and summary of basic facts on continuous-
time Markov reward processes. The heart of the paper are sections 3 and 4. Markov models with exponential
utility function (called risk-sensitive Markov chains) are studied in section 3 along with the corresponding mo-
ment generating functions. Section 4 is devoted to mean-variance optimality in continuous-time Markov decision
chains; the results are mostly adapted from [17]. Section 5 summarized algorithmic procedures for finding optimal
decisions. Conclusions, including comparison of reported results with similar results in the literature, are made in
Section 6.

2 Notations and Preliminaries
In this note we consider Markov decision processes with finite state space I = {1, 2, . . . , N} in continuous-time.
In particular, the development of the considered Markov decision process X = {X(t), t ≥ 0} (with finite state
space I) over time is governed by the transition rates q(j|i, a), for i, j ∈ I, depending on the selected action
a ∈ Ai. For j ̸= i q(j|i, a) is the transition rate from state i into state j, q(i|i, a) =

∑
j∈I,j ̸=i q(j|i, a) is the

transition rate out of state i. As concerns reward rates, r(i) denotes the rate earned in state i ∈ I, and r(i, j) is the
transition reward accrued to a transition from state i to state j.

Let ξ(t) :=
∫ t

0
r(X(τ)dτ +

∑N(t)
k=0 r(X(τ−), X(τ+)), obviously ξ(t) is the (random) reward obtained up to

time t, where X(t) denotes the state at time t, X(τ−), X(τ+) is the state just prior and after the kth jump, and N(t)

1Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věžı́ 4,
182 08 Praha 8, Czech Republic, sladky@utia.cas.cz
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is the number of jumps up to time t. Similarly ξ(t′, t) :=
∫ t

t′ r(X(τ))dτ +
∑N(t)

k=N(t′) r(X(τ−), X(τ+)) is the
total (random) reward obtained in the time interval [t′, t); hence ξ(t+∆) = ξ(∆)+ξ(∆, t+∆) or ξ(t+∆) =
ξ(t) + ξ(t, t + ∆).

In this note we shall suppose that the obtained random reward, say ξ, is evaluated by an exponential utility
function, say uγ(·), i.e. utility functions with constant risk sensitivity depending on the value of the risk sensitivity
coefficient γ. In case that γ > 0 (the risk seeking case) the utility assigned to the (random) reward ξ is given
by uγ(ξ) := exp(γξ), if γ < 0 (the risk averse case) the utility assigned to the (random) reward ξ is given by
uγ(ξ) := − exp(γξ), for γ = 0 it holds uγ(ξ) = ξ (risk neutral case). Hence we can write

uγ(ξ) = sign(γ) exp(γξ) (1)

and for the expected utility we have (E is reserved for expectation)

Ū (γ)(ξ) := Euγ(ξ) = sign(γ)E[exp(γξ)], where E [exp(γξ)] =

∞∑

k=0

E
1

k!
(γξ)k. (2)

Then for the corresponding certainty equivalent Zγ(ξ) we have

uγ(Zγ(ξ)) = sign(γ)E[exp(γξ)] ⇐⇒ Zγ(ξ) = γ−1 ln{E [exp(γξ)]}. (3)

From (2),(3) we immediately conclude that

Zγ(ξ) ≈ Eξ +
γ

2
Var ξ. (4)

In this note we focus attention on properties of the expected utility and the corresponding certainty equivalents
if the stream of rewards generated by continuous-time Markov reward chain is evaluated by exponential utility
functions. Recall that exponential utility function is separable, i.e. uγ(ξ(1) + ξ(2) = sign(γ)uγ(ξ(1)) · uγ(ξ(1)),
what is very important for sequential decision problems. For what follows we shall need some more notions and
notation.

A (Markovian) policy controlling the decision process is given as a piecewise constant right continuous function
of time. In particular, π = f(t), is a piecewise constant, right continuous vector function where f(t) ∈ F ≡
A1 × . . . × AN , and fi(t) ∈ Ai is the decision (or action) taken at time t if the process X(t) is in state i. Since π
is piecewise constant, for each π we can identify the time points 0 < t1 < t2 . . . < ti < . . . at which the policy
switches; we denote by f i ∈ F the decision rule taken in the time interval (ti−1, ti]. Policy which takes at all times
the same decision rule, i.e. π ∼ f , is called stationary; Q(f) is the transition rate matrix with elements q(j|i, fi).

Let for f ∈ F Q(f) = [qij(fi)] be an N × N matrix whose ijth element qij(fi) = q(j|i, fi) for i ̸= j and
for the iith element we set qii(fi) = −q(i|i, fi). The sojourn time of the considered process X in state i ∈ I is
exponentially distributed with parameter [q(i|i, fi)]. Hence the expected value of the reward obtained in state i ∈ I
equals r̃i(fi) = [q(i|i, fi)]

−1 r(i) +
∑

j∈I,j ̸=i q(j|i, fi) r(i, j) and r̃(f) is the (column) vector of reward rates at
time t.

Recall that the row sums of a transition rate matrix Q(f) are equal to null. Hence ρ(f) = 0 is an eigenvalue of
Q(f), the corresponding eigenvector is a unit vector. Moreover, the real part of every other eigenvalue of Q(f) is
negative. In particular, if for some i ∈ I and f ∈ F it happens that

∑
j ̸=i qij(fi) < qii(fi) on reaching state i the

process X stops with probability qii(fi) = −∑
j ̸=i qij(fi) and if Q(f) is irreducible then for the spectral radius

of Q̃(f) = Q(f) it holds ρ̃(f) < 0 and the real part of every other eigenvalue of Q(f) is less than ρ̃(f). Observe
that [I − Q̃(f)]−1 =

∑∞
k=0[Q̃(f)]k exists2. It can be shown (see e.g. Gantmakher [1]) that the matrix Q̃(f) is

nonsingular.

Using policy π = f(t) means that if the Markov chain X was found to be in state i at time t, the action chosen
at this time is fi(t), i.e. the ith coordinate of f(t) ∈ F . For any policy π = f(t) the accompanying set of transition
rate matrices {Q(f(t)), t ≥ 0} determines a continuous-time (in general, nonstationary) Markov process.

Let P (·, ·, π) be the N × N matrix of transition functions associated with Markov chain X , i.e. for each
0 ≤ s ≤ t the ijth element of P (·, ·, π), denoted Pij(s, t, π), is the probability that the chain is in state j at time
t given it was in state i at time s and policy π is followed. Obviously, by the well-known Chapman–Kolmogorov
equation P (s, t, π) =

∑
u∈I P (s, u, π)P (u, t, π) for each 0 ≤ s < u < t. The values P (s, t, π) are absolutely

continuous in t and satisfy the system of differential equations (except possibly where the piecewise constant policy
switches)

∂P (s, t, π)

∂t
= P (s, t, π)Q(f(t)),

∂P (s, t, π)

∂s
= −Q(f(s))P (s, t, π) (5)

2In this note the symbol I is reserved for unit matrix, similarly e is reserved for a unit column vector.
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where P (s, s, π) = I . In what follows it will be often convenient to let P (t, π) = P (0, t, π). By (5) we then
immediately get for any t ≥ 0

dP (t, π)

dt
= P (t, π)Q(f(t)) along with P (t, π) = I +

∫ t

0

P (u, π)Q(f(u))du. (6)

Moreover, if the considered time horizon t tends to null, i.e. if for any piecewise constant policy π = f(t) the
considered time horizon ∆ ↓ 0, for the ij-th element of P (∆, π) we have

Pij(∆, π) =

{
1 + qii(fi(t))∆ + o(∆2) for i = j

qij(fi(t))∆ + o(∆2) for i ̸= j
(7)

It is well known that for any stationary policy π ∼ f there exists limt→∞ P (t, π) = P ∗(π) and, moreover,
that for any t ≥ 0 (for stationary policy π ∼ f we write f instead of π)

P (t, f) P ∗(f) = P ∗(f) P (t, f) = P ∗(f) P ∗(f) = P ∗(f), (8)

Q(f) P ∗(f) = P ∗(f) Q(f) = 0 where P (t, f) = exp(Q(f)t) =
∞∑

k=0

1

k!
[Q(f).t]k. (9)

3 Exponential Utility and the Corresponding Moments
Supposing that stationary policy π ∼ f is followed, let U (γ)

i (t, f) := Ef
i eγξ(t) and by (2) Ū

(γ)
i (t, f) := Ef

i uγ(ξ(t))
be the expected value of the random reward evaluated according the exponential utility function uγ(·) earned up
to time t if the process starts in state i (obviously Ū

(γ)
i (t, f) = sign(γ) U

(γ)
i (t, f)). Recall that E f

i [exp(γξ(t))] =

U
(γ)
i (t, f) is also the moment generating function of ξ(t). Hence (cf. (2)) for the k-th moment of ξ(t) it holds

M
(k)
i (ξ(t), f) :=

dk

dγk
E f

i [exp(γξ(t)))]|γ=0 = E f
i ξ(t))k−1 (10)

and the Taylor expansion around γ = 0 reads

U
(γ)
i (ξ(t), f) = 1 +

∞∑

k=1

γk

k!
M

(k)
i (ξ(t), f) for |γ| < h. (11)

Since uγ(·) is separable and multiplicative we have

uγ(ξ(t) + ∆) = sign(γ) uγ(ξ(∆)) · uγ(ξ(∆, t)), or uγ(ξ(t + ∆)) = sign(γ)uγ(ξ(t)) · uγ(ξ(t, t + ∆)).

On taking expectations we immediately conclude that for U
(γ)
i (t, f) := Ef

i {eγξ(t)} we have (δij is the Kronecker
symbol)

U
(γ)
i (t + ∆, f) =

N∑

j=1

Pij(∆, f) · [eγr(i)∆δij + eγr(ij)(1 − δij)] · U
(γ)
j (t, f). (12)

Since

eγr(i)∆ = 1 + γr(i)∆ + o(∆2), Pij(∆, f) =

{
1 + qii(fi)∆ + o(∆2) for i = j

qij(fi)∆ + o(∆2) for i ̸= j

on letting ∆ → 0+ we conclude that

U
(γ)
i (t + ∆, f) = (1 + qii(fi)∆)eγr(i)∆U

(γ)
i (t, f) +

N∑

j=1, j ̸=i

qij∆eγr(ij) · U
(γ)
j (t, f) + o(∆2). (13)

Since the process X is time homogeneous and (1 + γr(i)∆)(1 + qii(fi)∆) = 1 + (qii(fi) + γr(i))∆ + o(∆2)
after some manipulation we arrive at

dU
(γ)
i (t, f)

dt
= (qii(fi) + γr(i))U

(γ)
i (t, f) +

N∑

j=1,j ̸=i

qij(fi)e
γr(ij) · U

(γ)
j (t, f) (14)
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that can be also written in matrix form as

dU (γ)(t, f)

dt
= Q̄(γ)(f) · U (γ)(t, f) (15)

where U (γ)(t, f) = [U
(γ)
i (t, f)] is a (column) vector, and Q̄(γ)(f) = [q̄

(γ)
ij (fi)] is an N × N matrix with nonneg-

ative off-diagonal elements

q̄
(γ)
ij (fi) =

{
qii(fi) + γ · r(i) for i = j

qij(fi) · eγ r(i,j) for i ̸= j

Hence by (15) if U (γ)(0, f) = e

U (γ)(t, f) = exp[Q̄(γ)(f).t] · e =
∞∑

k=0

1

k!
[Q̄(γ)(f).t]k · e. (16)

To study asymptotic behavior of U (γ)(t, f) first recall (cf. Gantmakher [1]) that for any matrix with non-negative
off-diagonal elements there exists a positive eigenvalue (called the dominant eigenvalue) such that the real part of
any other eigenvalue is nongreater than the dominant eigenvalue. In addition, the corresponding eigenvector can be
selected positive and even strictly positive if the considered matrix is irreducible or at least unichain. In particular,
let σ(γ)(f) be the dominant eigenvalue of Q̄(γ)(f) and v(γ)(f) the corresponding eigenvector, i.e.

Q̄(γ)(f) · v(γ)(f) = σ(γ)(f) · v(γ)(f).

Observe that if the matrix Q(f) is unichain then Q̄(γ)(f) remains unichain at least if risk-sensitive coefficient γ is
sufficiently close to null.

4 Mean Variance Optimality
Another approach how to handle variability-risk features in continuous-time Markov decision processes is based
on mean variance selection rules, i.e. we optimize the weighted sum of average or total reward and its variance. To
this end, we focus attention on undiscounted continuous-time Markov decision chains, i.e. we assume that the risk
sensitive coefficient γ = 0, hence the corresponding utility u(0)(ξ) = ξ and the expected utility Ū (0)(ξ) := Eξ.
Hence for the selected long-run stationary policy the variability is measured either by the ratio of long-run average
reward and long run average variance. Of course, it is optimal in the class of policies with a fixed average reward
to select policy with minimal average variance. This method that transforms finding minimal variance to finding
minimal average reward of suitably transformed Markov decision process was initially suggested in [7] for discrete-
time Markov decision chains, similar procedure for continuous-time models were used in [3],[4],[17].

To begin with, we start with well-known approach for evaluating and finding optimal average policy for
continuous-time Markov decision processes (see e.g. [5, 2]). Similar approach can be also used for finding second
moment and the corresponding variance of the considered Markov reward chain.

Considering the risk-neutral models, on taking expectations we conclude that for U
(0)
i (t, f) := Ef

i {ξ(t)} we have

U
(0)
i (t + ∆, f) = r(i) · ∆ + (1 + qii(fi) · ∆)U

(0)
i (t, f) + ∆

N∑

j=1,j ̸=i

qij(fi)[r(ij) + U
(0)
j (t, f)] + o(∆2) (17)

Since the process X is time homogeneous, after some manipulations, on letting ∆ → 0+, we arrive at

dU
(0)
i (t, f)

dt
= r(i) +

N∑

j=1,j ̸=i

qij(fi) · r(ij) +
N∑

j=1,j ̸=i

qij(fi) · [U
(0)
j (t, f) − U

(0)
i (t, f)] (18)

It is well-known from the literature if the considered continuous-time Markov chain has a single class of
recurrent states that the long-run average reward is independent on the initial state and g(f) = limt→∞ 1

t U
(0)
i (t, f)

exists and is independent of the starting state. In addition, it is well-known that there exist vector w(f) (with
elements wi(f)) such that

U
(0)
i (t, f) = g(f) · t + wi(f) − [P (t, f)w(f)]i ([w]i denotes the ith entry of the column vector w).

Risk-sensitive and Mean Variance Optimality in Continuous-time Markov Decision Chains

500



In what follows we shall be also interested in the second moment and the corresponding variance of random
reward ξ(t). Since Ef

i [ξ(t + ∆)]2 = Ef
i [ξ(t)]2 + 2 · Ef

i ξ(t) · ∆ + Ef
i [∆]2, for the second moment of ξ(t), say

Si(f)(ξ) := Ef
i (ξ)2, we get

Si(t + ∆, f) = (1 + ∆ · qii(fi))
{

2∆ · r(i)U
(0,f)
i (t, f) + Si(t, f)

}

+∆
∑

j∈I,j ̸=i

qij(fi)
{

[r(ij)]2 + 2r(ij)U
(0)
j (t, f) + Sj(t, f)

}
+ o(∆2). (19)

Hence (similarly to (18) for ∆ → 0+ from (18) we get

dSi(t, f)

dt
= 2r(i)U

(0)
i (t, f) +

∑

j∈I,j ̸=i

qij(fi)
{

[r(ij)]2 + 2r(ij)U
(0)
j (t, f)

}

+
∑

j∈I,j ̸=i

qij(fi)[Sj(t, f) − Si(t, f)]. (20)

Since σi(t, f) = Si(t, f) − [U
(0)
i (t, f)]2 we thus obtain:

d

dt
σi(t, f) =

d

dt
Si(t, f) − 2U

(0)
i (t, f)

d

dt
U

(0)
i (t, f)

= 2r(i)U
(0)
i (t, f) +

∑

j∈I,j ̸=i

qij(fi)
{

[r(ij)2 + 2r(ij)U
(0)
j (t, f)

}
+

∑

j∈I,j ̸=i

qij(fi)[Sj(t, f) − Si(t, f)]

−2U
(0)
i (t, f)



r(i) +

∑

j∈I,j ̸=i

qij(fi)r(ij) +
∑

j∈I,j ̸=i

qij(fi)[U
(0)
j (t, f) − U

(0)
i (t, f)]



 (21)

By substituting Sj(t, f) = σj(t, f) + [U
(0)
j (t, f)]2 (21) can be rewritten as:

d

dt
σi(t, f) =

∑

j∈I
qij(fi)σj(t, f) − 2U

(0)
i (t, f)





∑

j∈I,j ̸=i

qij(fi)r(ij) +
∑

j∈I
qij(fi)U

(0)
j (t, f)



 (22)

Using a more detailed analysis (see [17]) it can be shown that

G(f) := lim
t→∞

1

t
σi(t, f) (23)

exists and is independent of the initial state i. For unichain models the values G(f) of the average variance can be
calculated as average reward of a continuous time Markov chain where one stage reward in state i, say si(f), is
equal to

si(f) =
∑

j∈I,j ̸=i

qij(fi){[r(ij) + wj(f)]2 − [wi(f)]2} + 2[r(i) − g(f)]wi(f), or (24)

s
(1)
i (f) =

∑

j∈I,j ̸=i

qij(fi){[r(ij) + wj(f)]2 − [wi(f)]2} + 2r(i)wi(f), or (25)

s
(2)
i (f) =

∑

j∈I,j ̸=i

qij(fi){[r(ij)]2 + 2r(ij)} + 2r(i)wi(f). (26)

5 Finding optimal control policy
Considering continuous-time Markov decision processes, it has been shown in section 3 that the growth of risk-
sensitive optimality is governed by matrices with nonnegative off-diagonal elements. Recalling that for any matrix
with nonnegative off-diagonal elements there exists a real eigenvalue (called the dominant eigenvalue) such that
the real part of any eigenvalue of the matrix is nongreater than the dominant eigenvalue, for maximizing the risk-
sensitive average reward it suffices to find stationary policy defining feasible matrix with maximum possible real
eigenvector. To this end we can employ policy iteration or value iteration specified in [14]. This methods also
enable to generated upper and lower estimates on the maximum possible dominant eigenvalue in each iteration
step.
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Another approach for finding optimal policies was studied in section 4. Using this approach the decision
maker selects by standard policy or value iteration methods the set of all (non-randomized) stationary policies with
maximal average reward. In the next step in the class of stationary policies maximizing the average reward the
decision maker selects the policy with minimal average variance. Observe that the construction of the policy with
minimal average variance is limited only on the class of optimal policies (resp. another selected class of policies)
since the formulas for construction the policy with minimal variance heavily employ values of some coefficients
constructed for optimal policies (cf. formulas (24)–(26)). Up to now we looked for policies with minimal variance
in the class of policies with maximal total reward. However, considering stationary policy (even randomized), not
maximizing the average reward, policy and value iteration methods can be used for finding policies guaranteeing
the desired reward with minimal possible variance.

6 Conclusions
In this note we studied risk-sensitive average optimality in risk-sensitive continuous-time Markov decision chains.
The obtained results extend some older result reported for uncontrolled models in [13] and are overlapping with
recent results reported in [18] obtained by different methods and are similar to the results reported in [3] and [4].

The obtained result are also confronted with so-called mean-variance optimality criterion for finding policies
with minimal average variance in certain class of policies (usually in the class of policies with maximal average
reward). The results reported in section 4 are similar to Thm. 10.5 in [2], or Thm.3.4 in [10] (in these references
no transient rewards are considered).
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Abstract. This article focuses on the estimation of technical efficiency of the 

selected companies within the development of buildings projects sector in the Czech 

Republic. Data envelopment analysis method was selected to calculate the 

efficiency. We use annual accounting data of the companies that are available in the 

Amadeus database of Bureau van Dijk. Material costs, costs of employees, capital 

and assets are selected as input variables. Operating revenue (turnover) and added 

value represents output variables. The dataset contains financial data of 46 

companies in three periods. Efficiency rating models are compiled for constant 

returns to scale as well as for variable returns to scale. This makes it possible to 

evaluate the area of the scale efficiency. All models are radial input oriented and 

constructed separately for each of the three monitored periods. Recommendations 

are given to selected companies to remedy their situation. 

Keywords: company accounting data, data envelopment analysis, efficiency, linear 

programming. 
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AMS Classification: 90B50, 90C08  

1 Introduction 

Prior to 1950, economists believed that companies are always making effective use of their resources in order to 

make a profit. Later did the concept of efficiency be associated with the use of resources in such a way as to 

maximize production. Farrell's work has been a major shift in efficiency field, see [5]. Since then, researchers 

have begun to distinguish between technical and allocative efficiency.  

Two different approaches are used to measure efficiency: the parametric and the non-parametric approach. 

Parametric methods rely on statistical techniques to estimate the parameters of a production function. This 

approach is criticized mainly for these two points: the assumption that the production function has the same 

functional form for all the companies; the fact that econometric estimation of efficiency can produce inconsistent 

parameter estimates. Non-parametric methods compare the observed inputs and outputs of each firm with that of 

the most performing firms in the information dataset without having information about the production function. 

The data envelopment analysis (DEA) method is the most used one from the non-parametric methods for 

evaluating relative efficiency. The basis of the DEA method is based on Farrell's work [4]. Later, different 

models were developed on this basis. The three most used DEA models are: the CCR model (with constant 

returns to scale assumption) by Charnes, Cooper, and Rhodes [10]; the BCC model (that considers variable 

returns to scale) by Banker, Charnes, and Cooper [2] and the Additive model (which combines both inputs and 

outputs orientations) by Charnes et al. [9].  

This article focuses on the comparison of relative technical efficiency in the selected construction sector. The 

construction industry is an important (and traditional) part of the Czech economy as well as a significant 

component of the GDP. This sector is very different from other sectors of the national economy. The specifics of 

the building sector are the especially seasonal nature of production, depending on the natural conditions, the 

mobility of place of production etc. This means that companies in this sector has to deal with constantly 

changing external factors. 

Due to the nature of our dataset, the DEA method is suitable for the purpose of evaluating efficiency. This 

method is widely used to analyze efficiency in sectors with homogeneous units, for example the banking (like 

[7] and [8]) and healthcare (see [11] and [12]). Another suitable area for this method is construction industry. 

Recent studies in this industry are [6] and [14]. Development of building projects sector is a sector with strong 
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competition that is caused by the struggle for customers as well as limited natural resources. Companies have 

similar technology available and have the same social and legal environment within the Czech Republic. 

2 Material and Methods 

The financial (annual accounting) data are collected from the Amadeus database of Bureau van Dijk. We deal 

with companies within the development of buildings projects sector (NACE code 411) from the Czech Republic 

with data available in years 2013, 2014 and 2015. A total of 46 companies were included in the efficiency 

evaluation. With regard to the theory, we choose six characteristics representing both production and cost 

characteristics often used for efficiency assessment, see Table 1. The DEA models are constructed separately for 

particular years. In Table 1, there are basic characteristics of financial variables used in our analysis. 

  Char. 

Capital 

Costs of 

employees 

Material 

costs Total assets 

Added 

value 

Operating 

revenue 

(Input) (Input) (Input) (Input) (Output) (Output) 

2013 

Min 3.64 3.54 0.84 221.57 -782.44 1.46 

Median 72.9 147.65 53.34 4971.59 293.52 1405.97 

Max 364559.97 4192.22 3682.01 203800.65 30986.25 124121.08 

2014 

Min 3361 0.79 0.47 303.79 -2799.76 13.20 

Median 72314 108.47 54.99 7366.51 355.38 1272.80 

Max 360786341 4423.58 4656.64 201382.92 61721.13 143098.71 

2015 

Min 0.00 0.74 1.15 234.55 -142.60 0.00 

Median 74.00 107.16 51.54 5833.09 401.89 1312.11 

Max 370089.74 4939.23 9370.13 260636.31 40011.1 160917.14 

Table 1 Minimum, maximum and median of each selected variable in thousands EUR in individual years 

The input CCR models with the constant returns to scale (CRS) assumption and also input BCC model assuming 

variable returns to scale (VRS) were used for the efficiency evaluation. Based on input (X) and output (Y) 

variables it can be measured the input oriented efficiency of each company o by solving n times the following 

CCR model: 

min
𝜃,𝜆

𝜃 

 𝜃𝑥𝑜 ≥ 𝑋𝜆 

𝑌𝜆 ≥ 𝑦𝑜 

𝜆 ≥ 𝑜. 

The input-oriented BCC model also evaluates the efficiency of company o (o = 1,…,n), the only difference with 

the CRS model (1) is the addition of the condition 

∑ 𝜆𝑗 = 1𝑛
𝑗=1 .  

This procedure makes it possible to evaluate the area of the scale efficiency. Scale efficiency can be expressed as 

the ratio of the CRS efficiency to the VRS efficiency. Efficiency under VRS is pure technical efficiency. 

Efficiency under CRS is overall technical efficiency – it is the combined effect of scale and pure technical 

efficiency. Scale efficiency measures the proportion VRS efficient output levels relative to what output would 

company have if this unit moves to most productive scale size. 

 To calculate the technical efficiency, a radial measurement method was used. To obtain the possible input 

excesses and output shortfalls, the second stage problem, that incorporates calculation of the optimal value of 

CRS/VRS and corrects radial inefficiency, was solved. In these models the additional input excesses and output 

shortfalls can be defined by so-called slack vectors to obtain feasible solution. We use the Malmquist 

Productivity Index presented for example in [3] to represent the results of company's progress or decline in 

different years, similarly to [13]. Technical details about all above stated models can be found in [1]. All 

calculations were performed in computational system Matlab R2017b.  

(1) 

(2) 
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3 Results 

Technical efficiency results under CRS and VRS during the whole time period are summarized in Table 2. 

Efficiency scores based on models under VRS show that more than half of the companies in this selected 

industry are not working effectively. In the case of CRS efficiency, the number of effective companies is 

decreasing. The largest decline is visible in 2015, when the number of effective companies within the CRS is 

reduced by more than half in comparison with VRS. Although it is not possible to judge trends for just three 

years, it is worthwhile to notice that the number of least-performing and fully effective companies is relatively 

stable. 

It was found that only four companies are labeled as effective at all three periods and all DEA models. 

Namely, these companies are Moravská stavební – INVEST, a.s., Portland Trust, s.r.o., Benti-byty, s.r.o. a K–

STAVBY, a.s. A common factor for all these companies is, in particular, long-term functioning on the market. 

Portland Trust, s.r.o. has been operating in the Czech Republic since 1997. It can be assumed that management 

experience has been reflected in the resulting efficiency values. Besides, these companies operate mainly in 

Prague and Brno. These large cities give them more opportunities in a relatively small area. 

 2013 2014 2015 

Efficiency CRS (%) VRS (%) CRS (%) VRS (%) CRS (%) VRS (%) 

[0; 20) 23.91 2.17 21.74 4.35 19.57 4.35 

[20; 40) 21.74 10.87 21.74 15.22 19.57 17.39 

[40; 60) 6.52 15.22 13.04 17.39 13.04 6.52 

[60; 80) 13.04 8.70 13.04 6.52 13.04 8.70 

[80; 1) 8.70 15.22 2.17 8.70 13.04 17.39 

1 26.09 47.83 28.26 47.83 21.74 45.65 

Table 2 Distribution of companies' efficiency under CRS and VRS in all three periods 

Figure 1 shows the situation of all companies
3
 with regard to their resulting efficiency score under CRS and 

VRS. The circle symbol represents results of 2013, the square symbol represents results of 2014 and the triangle 

symbol denotes the results of 2015. Companies whose final score is projected near the green line are 

characterized by a high level of scale efficiency. If the resulting score of the enterprise is moving away from this 

line, the scale efficiency is decreasing.  

 

Figure 1 Efficiency score under CRS and VRS in all periods 

                                                           
3
 Companies with the same results – for example, the fully efficient company, which represents point [1; 1] – 

overlap each other.  
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The Scale inefficiency is due to the company dimension. The biggest scale inefficiency can be found with 

companies that find themselves on the graph at the top left. Its size of operations is not optimal so that 

modifications on its size can render the unit more efficient. The division of companies in the picture is relatively 

stable. In 2014, companies that undertake high or full efficiency in the DEA model under VRS, but have low 

scale efficiency, are much more separated.  

Figure 2 represents the development of 46 company's efficiency in 2014. Based on Malmquist Productivity 

Index it can be generally said that companies achieving values higher than one achieved technical efficiency 

improvements. Values of less than one indicate deterioration in efficiency (i.e. greater inefficiency). 

 
Figure 2 Companies efficiency score under CRS and VRS in 2014 

Figure 3 shows the efficiency change in 2015. Based on the general results coming from Figure 2 and 3, it is 

obvious that some companies have improved over the period under review, but others are getting worse. In each 

period, at least one company rapidly improved its effectiveness - for example, OXES, s.r.o. (number 41) in 2014, 

CZ STAVEBNÍ HOLDING, a.s. (number 21) in 2015. This rapid change is caused by several factors. For 

example, in the case of CZ STAVEBNÍ HOLDING, a.s., the following factors are involved: recovery after the 

crisis, completion and sale of several major projects and, last but not least, a merger of a purpose-built company, 

which led a separate accounting. 

 
Figure 3 Companies efficiency score under CRS and VRS in 2015 
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As mentioned above, most companies have been identified as inefficient by the model. It was also found that 

most of these inefficient businesses, even after proportional reductions in inputs, cannot reach the efficiency 

frontier (i.e. to its efficient target). In these cases, slacks are needed to push the inefficient companies to the 

frontier. Table 3 represents the percentage of inefficient companies and inefficient companies with slacks in all 

three periods.  

 
Model 2013 2014 2015 

Percentage of inefficient companies related to all companies (%) 
CRS 73.91 71.74 78.26 

VRS 52.17 52.17 54.35 

Percentage of inefficient companies with slacks related to all 

inefficient companies (%) 

CRS 70.59 84.85 80.56 

VRS 87.50 91.67 88.00 

Table 3 Percentage of inefficient companies and inefficient companies with slacks in all three periods 

Some companies just need to significantly reduce (or increase) one input (output) to remove the slack. In 

general, change is needed in two or more areas. In Table 4, there are frequencies of slacks in individual 

variables. The most common problem was the company's capital. The capital structure is usually planned with 

regard to the company's strategy. According to the Ministry of Industry and Trade, the construction sector is 

following a relatively unbalanced financial structure with a slight upward trend on the side of liabilities as 

financial sources in 2014. Companies with a more conservative funding strategy are therefore considered 

ineffective in the DEA models. 

  Model 

Capital 

Costs of 

employees 

Material 

costs Total assets 

Added 

value 

Operating 

revenue 

(Input) (Input) (Input) (Input) (Output) (Output) 

2013 
CRS 18 6 4 5 11 2 

VRS 10 5 8 4 7 6 

2014 
CRS 17 4 13 5 13 9 

VRS 9 2 9 3 6 11 

2015 
CRS 18 12 1 4 12 6 

VRS 11 9 3 4 9 9 

Table 4 Number of slacks in individual models in all three periods 

4 Discussion  

This article has produced interesting results in the field of company efficiency in the Development of building 

projects sector in Czech Republic. Unfortunately, there are no studies to compare the results for the sector so 

specified in the Czech Republic or other countries. For a more insight into the inefficiency of these companies, 

it would be appropriate to extend the period under review. Some companies in this sector have long-term 

contracts that exceed one or more accounting periods. This makes analysis of efficiency more complicated – 

because it is not easy to see the amount of unsold unfinished projects in the financial statements. This 

information can often be included in annual company reports. However, this information (if available) needs to 

be searched outside the Amadeus database and individually for each company. In addition, with an appropriate 

period setting, DEA Window analysis could bring interesting results. 

5 Conclusion 

In this paper, we compared technical efficiency of companies in the development of buildings projects sector in 

three periods. It was found that most units in this industry were identified as inefficient companies by the DEA 

model (under CRS as well as VRS). Their size of operations is not optimal; modifications on its size can render 

the inefficient company more efficient. However, most of these inefficient units, even after the proportional 

reductions in inputs, cannot reach the efficiency frontier. In these cases, slacks are needed to push these 

inefficiency companies to the frontier. Most often, companies were lagging behind in terms of capital and added 

value. Besides, it was found that the ratio of effective and inefficient companies is relatively stable over the 

reporting period. 

Michaela Staňková, David Hampel

507



Acknowledgements 

This article was supported by the grant No. PEF/DP/2018027 of the Grant Agency IGA PEF MENDELU. 

References 

[1] Álvarez, I. C., Barbero, J., Zofío, J. L. (2016). A Data Envelopment Analysis Toolbox for MATLAB, 

Working Papers in Economic Theory 2016/03, Universidad Autónoma de Madrid (Spain): Department of 

Economic Analysis. Available at: (https://ideas.repec.org/p/uam/wpaper/201603.html). 

[2] Banker, R., Charnes, A., Cooper, W. (1984). Some models for estimating technical and scale inefficiencies 

in data envelopment analysis. Management science, 30 (9), 1078–1092. 

[3] Cooper, W. W., Seiford, L. M., Tone, K. (2007). Data envelopment analysis: A comprehensive text with 

models, applications, references and DEA-solver software. 2
nd

 edition. New York: Springer Science & 

Business Media. 

[4] Farrell, M. (1957). The measurement of productive efficiency. Journal of the Royal Statistical Society, 120 

(3), 253–290. 

[5] Førsund, F. (2018). Economic interpretations of DEA. Socio-Economic Planning Sciences, 61, 9–15. 

[6] Hu, X., Liu, Ch. (2015). Managing undesirable outputs in the Australian construction industry using Data 

Envelopment Analysis models. Journal of Cleaner Production, 101, 148–157. 

[7] Huang, T., Lin, C., Chen, K. (2017). Evaluating Efficiencies of Chinese Commercial Banks in the Context 

of Stochastic Multistage Technologies. Pacific-Basin Finance Journal, 39, 68–77. 

[8] Haque, F., Brown, K. (2017). Bank ownership, regulation and efficiency: Perspectives from the Middle East 

and North Africa (MENA) Region. International Review of Economics& Finance, 39, 68–77. 

[9] Charnes, A., Cooper, W. W., Golany, B., Seiford, L., Stutz, J. (1985) Foundations of data envelopment 

 analysis for Pareto-Koopmans efficient empirical production functions. Journal of Econometrics 30 (1–2), 

91–107.  

[10] Charnes, A., Cooper, W., Rhodes, E. (1987). Measuring the efficiency of decision making units. 

Management science, 2 (6), 429–444. 

[11] Khushalani, J. Ozcan, Y. A. (2017). Are hospitals producing quality care efficiently? An analysis using 

Dynamic Network Data Envelopment Analysis (DEA). Socio-Economic Planning Sciences, 60, 15–23. 

[12] Mitropoulos, P., Talias, M. A., Mitropoulos, I. (2015). Combining stochastic DEA with Bayesian analysis 

to obtain statistical properties of the efficiency scores: An application to Greek public hospitals. European 

Journal of Operational Research, 243 (1), 302–311. 

[13] Rashidi, S. F., Barati, R., Kamali, Z. (2014). Measurement Efficiency by Malmquist Method in Data 

Envelopment Analysis. Trends in Applied Sciences Research, 9, 54–60. 

[14] Xue, X., Wu, H., Zhang, X., Dai, J., Su, Ch. (2017). Measuring energy consumption efficiency of the 

construction industry: the case of China. Journal of Cleaner Production, 107, 509–515. 

 

Efficiency Comparison in the Development of Building Projects Sector

508



A simulation analysis of the accuracy of median estimators for 

different sampling designs 
Tomasz Stachurski1 

Abstract. In the paper the problem of median estimation is considered. The median 

is a parameter of practical interest, especially in socio-economic research. There are 

analyzed different estimation strategies. We consider three median estimators includ-

ing estimator that does not use any auxiliary information, a ratio median estimator and 

also a proposition of a synthetic ratio estimator, that is applicable for any sampling 

design and can be used in small area estimation even though, the domain sample size 

equals zero. Furthermore, three different sampling designs are studied including a 

proposition of the sampling design, which is based on a distance measure between 

values of auxiliary variable and its median. In the design-based simulation study, the 

properties of proposed estimator and sampling design are considered.  

Keywords: median, bootstrap, survey sampling, Monte Carlo.  

JEL Classification: C83 

AMS Classification: 62D05 

1 Introduction 

Statistics is the field of science that has applications in many areas. Statistical methods are widely used in socio-

economic research. One of the problems that is considered in such studies is the measurement of the central ten-

dency. There are a lot of measures of central tendency - the most popular and widely discussed in literature is 

mean. However, mean is not always preferable as a typical parameter, because it can be strongly influenced by 

outliers – very small masses of points that situated long distances from the bulk of the distribution (see [1] p. 178). 

Some alternative of the measure of location is the median.    

Let 𝑥0 to be the point that divided the population into to equal parts, so that half of the population elements 

have values smaller or equal 𝑥0, whereas the other half have values greater or equal 𝑥0. Then 𝑥0 is called a median 

of the distribution (see [1] p. 178). It is worth pointing out that every distribution has at least one median, but it is 

not always uniquely determined. Let consider the population distribution function 𝐹(𝑦), which can be defined as 

a proportion of population elements not exceeding 𝑦𝑘  what can be written as (see [6] p. 197): 

 𝐹(𝑦) =
1

𝑁
(#𝐴𝑦) (1) 

where 𝐴𝑦 = {𝑖: 𝑖 ∈ Ω ∧ 𝑦𝑖 ≤ 𝑦} and by #𝐴𝑦 we denote the number of elements in the set 𝐴𝑦. If there is only one 

intersection of the cumulative distribution function 𝐹(𝑦) with straight line 𝑦 =
1

2
  then we have determined case 

and the median is uniquely defined. It is also possible that 𝐹(𝑦) has and line 𝑦 =
1

2
  have a whole closed interval 

in common. In that indeterminate case, each point in this common interval is a median.  

In order to estimate a median using only sample data 𝑦𝑖 ∈ 𝑠 in [6] pp. 197-198, there is shown a general 

procedure consisting of two steps: 

 estimation the cumulative distribution function �̂�(𝑦); 

 estimation the median as �̂� = �̂�−1(0,5). 

What is more, that procedure can be generalized to estimate any quantile of a distribution (median is the 50% 

quantile).  

Nowadays, researches are not only interested in population characteristics, but in some distinguished subpop-

ulation parameters (with small or even zero sample sizes) as well. Inference about subpopulation is especially 

useful in allocation some financial resources e.g. to ensure equitable growth for regions (see [2] p. 5]. That is why, 

in the paper there are presented methods of the median estimation in the population and subpopulations. Those 

methods belongs to the discipline called ‘small area estimation’, where small area is defined as “any domain for 

which using direct estimators (that uses information about studied variable only from the domain of interest) cannot 

produce estimates with satisfactory level of accuracy (see [5] p. 2). 
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The main purposes of this paper are: 

 presenting a proposition of the synthetic ratio estimator of the domain median; 

 introducing a sampling design using a distance measure between values of an auxiliary variable and its me-

dian; 

 a simulation-based analysis of the properties of the proposed estimator and sampling designs in comparison 

to other median estimators under simple and complex sampling design.  

Obtained results can be valuable for any practitioners who are interested in evaluating the average level of 

studied variable, especially when some economic variables are studied, which usually are asymmetrically distrib-

uted, what implies that using mean as the parameter of location is not appropriate.    

2 Estimation a population and subpopulation median 

Let define a sampling design. It is a function 𝑝(𝑠): 𝑆 → [0,1] based on sample space 𝑆, which assigns a probability 

of drawing to each sample. Moreover, this function has to fulfill two conditions: 

 probability of drawing each sample must be non-negative: 

 ⋀ 𝑝(𝑠) ≥ 0,

𝑠∈𝑆

 (2) 

 sum of probabilities for all samples 𝑠 form sample space 𝑆 is equal to 1:  

 ∑ 𝑝(𝑠) = 1

𝑠∈𝑆

. (3) 

The 𝑟-order inclusion probability is a probability that units denoted by 𝑖1, 𝑖2, … 𝑖𝑟 belong to the sample, what 

can be written as follows: 

 𝜋𝑖1,𝑖2,…𝑖𝑟
= ∑ 𝑝(𝑠)

{𝑠:𝑖1,𝑖2,…,𝑖𝑟∈𝑠)

. (4) 

 In [6] pp. 199-200, there is proposed a general procedure of estimation a median that is applicable of any 

sampling design. The first step is to arrange in non-decreasing order all of the sample elements 𝑦𝑖  as follows: 

𝑦1 ≤ 𝑦2 ≤ ⋯ ≤ 𝑦𝑛      (5) 

and the corresponding inclusion probabilities 𝜋𝑖: 

 𝜋1, 𝑦2, … , 𝜋𝑛 . (6) 

Inclusion probabilities 𝜋𝑖 can be obtained using any sampling design (also complex sampling designs), which 

are studied in more detailed in section 3.  

Let define cumulative sums that are necessary to estimate the population median. Set 𝐵0 = 0 and then: 

 𝐵1 =
1

𝜋1

; (7) 

 𝐵2 =
1

𝜋1

+
1

𝜋2

; (8) 

and so on that: 

 𝐵𝑙 = ∑
1

𝜋𝑖

𝑙

𝑖=1

. (9) 

Hence, 𝐵𝑛 = ∑
1

𝜋𝑖
= �̂�𝑛

𝑖  and the median estimator presented in [6] p. 200 can be written as (10): 

 �̂� = {
𝑦𝑙, if 𝐵𝑙−1 < 0,5�̂� < 𝐵𝑙

1

2
(𝑦𝑙 + 𝑦𝑙+1) if 𝐵𝑙 = 0,5�̂�

   . (10) 

Estimator (10) does not use any additional information about population units. It is very common, that there is 

available information about auxiliary variable for the whole population. Using such auxiliary information can lead 

to increase of the estimation accuracy (provided that auxiliary variable is highly correlated with variable under 

study).  
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A natural generalization of a widely known ratio estimator of the mean or the total is the ratio estimator for the 

median, which was firstly proposed in [4]. It was applicable for simple sampling designs. Simple modification of 

it presented in [8] p. 86 enables to use that ratio estimator for any sampling design. The ratio estimator of domain 

median is given by formula (11): 

 �̂�Ω𝑑

𝑅 =
�̂�𝑦Ω𝑑

�̂�𝑥Ω𝑑

𝑀𝑥Ω𝑑
 , (11) 

where �̂�𝑦Ω𝑑
 and �̂�𝑥Ω𝑑

 are obtained using estimator (10) and 𝑀𝑥Ω𝑑
 is the median of auxiliary variable 𝑋 in 𝑑th 

domain (it is assumed that values of 𝑋 are known for all the population elements). What is more, if in (11) we 

assume that Ω𝑑 = Ω, then we obtain the estimator of the population median.   

Ratio estimator given by (11) is a direct estimator. It means, that it is based on the information about variable 

under study only from the domain of interest (see [5] p. 1). That implies that (11) cannot be used for a domain 

where sample size is zero. Hence, it is proposed ratio synthetic estimator of a domain median which is given by 

formula (12):  

 �̂�Ω𝑑

𝑆𝑅 =
𝑀𝑥Ω𝑑

�̂�𝑥Ω

�̂�𝑦Ω 
, (12) 

where �̂�𝑦Ω 
, �̂�𝑥Ω

 are the estimators of the population median using (10) and 𝑀𝑥Ω𝑑
 is the known value of the pop-

ulation median of the auxiliary variable. Estimator (12) is a domain indirect estimator, because it uses information 

about the study variable also from domains another than domain of interest. Synthetic ratio estimator given by (12) 

can be also obtained using ratio estimator (for the population) given by formula (11) as follows: 

 �̂�Ω𝑑

𝑆𝑅 =
𝑀𝑥Ω𝑑

�̂�𝑥Ω

�̂�𝑦Ω
=

𝑀𝑥Ω𝑑

�̂�𝑥

�̂�𝑦 ∙
𝑀𝑥Ω

𝑀𝑥Ω

=
𝑀𝑥Ω𝑑

𝑀𝑥Ω

�̂�𝑦

�̂�𝑥

𝑀𝑥Ω
=

𝑀𝑥Ω𝑑

𝑀𝑥Ω

�̂�Ω
𝑅. (13) 

Even though synthetic ratio estimator is biased estimator of the median, it can be profitable to use it instead of 

direct domain estimators, because usually variances of direct estimators in domains (especially when domain sam-

ple size is small) are much more than variances of indirect estimators. Moreover, indirect estimators, e.g. synthetic 

ratio estimator of domain median given by (12) can be used even when domain sample size is zero.  

3 Algorithms of sampling 

There are a lot of different sampling designs. The basic division is based on equality or inequality first order 

inclusion probabilities in those sampling designs. In the paper there are studied two basic kinds of sampling de-

signs: 

 simple random sampling without replacement, where first-order inclusion probabilities are given by (14): 

 𝜋𝑖 =
𝑛

𝑁
 (14) 

where 𝑛 is the sample size and by 𝑁 it is denoted the population size; 

 sampling proportional to size where first-order inclusion probabilities are given by (15) 

 𝜋𝑖 =
𝑛𝑥𝑖

∑ 𝑥𝑖𝑖∈Ω

. (15) 

Sampling proportional to size it is profitable when the aim of the study is estimation the total value (in order 

to avoid underestimation the parameter). In our case, it is preferable to select units, which are as close as possible 

to the median of auxiliary variable. If the variable under study is highly correlated with the auxiliary variable, then 

we suppose that observations which values of the auxiliary variable are close to its median, their values of the 

studied variable should be also close it median of that variable. That is why, we propose to use sampling propor-

tional to a distance measure between values of auxiliary variable and its median as follows: 

 𝑧𝑖 =
1

|𝑥𝑖 − 𝑀𝑥| + 𝑐
 , (16) 

where 𝑐 is a positive constant determined by a researcher so as to avoid division by zero.  

Hence, inclusion probabilities are obtained using  
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 𝜋𝑖 =
𝑛𝑧𝑖

∑ 𝑧𝑖𝑖∈Ω

 . (17) 

It is worth noting, that variable 𝑧 takes higher value for units that are close to the median and lower values that 

are located long distances from the median. As a result it is more probable to sample elements that are located 

close to the median of an auxiliary variable.  

4 Estimation the variance of median estimators 

In order to measure the precision of an estimator, its variance must be calculated. In our study some bootstrap 

methods were used in order to estimate the variance of the presented in section 2 median estimators. Algorithm of 

bootstrap was proposed in [3]. This method has a lot of application including constructing confidence intervals, 

hypothesis testing and estimation the variance of an estimators (see [7] pp.145-147).  

In the paper there are considered two algorithms of estimation the variance using the bootstrap technique:  

1. Bootstap for the independent variables. This algorithm consists of the following steps: 

a) draw 𝐵 times sample with replacement from the original sample 𝑠; 

b) for each of 𝐵 bootstrap sample, calculate the parameter of interest �̂�𝑏
∗ in the same way as estimator �̂� was 

calculated for the original sample; 

c) the observed distribution of �̂�1
∗, … , �̂�𝐵

∗  can be treated as an estimation of sampling distribution of estimator 

�̂� and its variance can be obtained using formula (18) 

 𝑉(�̂�) =
1

𝐵 − 1
∑(�̂�𝑏

∗ − �̂�∗)
2

,

𝐵

𝑖=1

 (18) 

where �̂�∗ =
1

𝐵
∑ �̂�𝑏

∗𝐵
𝑖 .  

2. Bootstrap for complex sampling designs proposed in [6] pp. 443-444. It is a modification of procedure for 

independent variables, that takes into account inclusion probabilities of each element, that is why that algo-

rithm is applicable for any sampling design. The procedure consists of the following steps: 

a) construct artificial population denoted by Ω∗ composed of replicates of the sampled units. For each of the 

unit from the sample, we create 
𝑐

𝜋𝑖
 elements in the artificial population Ω∗. Due to the fact that quotients 

𝑐

𝜋𝑖
 does not always be integer, the constant 𝑐 must be determined so that those quotient were approximately 

integer (see [9] p. 88); 

b) draw resamples from the population Ω∗ (with replacement) with probabilities 𝑝𝑖 =
𝜋∗

𝑛
 for 𝑖 ∈ Ω∗; 

c) then follows steps (b)-(c) from the procedure 1.    

5 Simulation study 

In the section there are presented the results of the design-based simulation study, which was conducted using R. 

The aim of the study was analysis of the properties of considered median estimators (11)-(13) under three sampling 

designs: sampling proportional to size (denoted on Figures (1)-(5) by PPS), sampling proportional to a distance 

measure (denoted by PPD) given by (16) and simple random sampling without replacement (denoted by SWOR). 

For considered sampling strategies in the simulation study were analyzed: 

 relative biases of median estimators; 

 relative root of the mean square (RMSE) error of estimators; 

 relative biases of variances of the median estimators.  

The simulation study was conducted both for real and generated data. We use real data on municipalities in 

Sweden (dataset available in [6] pp. 652-69). The study variable was revenues from municipal tax in 1985 (in 

millions of kronor) and the auxiliary variable was the number of municipal employees in 1984. The correlation 

coefficient between those variables is above 0,99. From this dataset we remove three outliers, because they could 

have extremely strong influence on the results of the simulation study, especially if the number of iterations is not 

big enough. After removing those extreme values, both studied variables are strongly positively skewed. Moreover, 

we consider artificial data generated from the multidimensional normal distribution. We assume the same level of 

the correlation between variables and the same mean as in real dataset.  

In the first step, we analyzed relative biases of the median estimators (see Figure 1 and Figure 2). For the 

generated data for each of considered sampling strategies, values of simulation biases of domain and population 

median estimators were very close to zero. For the real data, more differences between estimators occurred. The 

A simulation analysis of the accuracy of median estimators for different sampling designs

512



median estimator given by (10) is highly biased, in one case the relative bias exceeds 100%. It is also worth noting, 

that using the proposed in the paper sampling design, where inclusion probabilities are given by (17) led to much 

decrease of relative biases comparing to other sampling designs. Ratio median estimator given by (11) and the 

proposed synthetic ratio estimator (12) has much better properties. Their relative biases ranges from about -10% 

up to 10%. It means that using ratio estimators of the median lead to significant decrease in relative biases in case 

of strongly skewed variables.  

Secondly, we analyzed accuracy of the median estimators by calculating their relative root mean square error 

(RMSE). For the generated data, for each sampling strategy RMSE were small – in most cases values of relative 

RMSE were below 0,4%. But the best results were obtained for the proposed synthetic ratio estimator. For the real 

dataset much greater values of relative RMSE were received. For the median estimator given by (10) relative 

RMSE in some domains were above 100%. Ratio estimators (given by (11) and (12)) are great alternative, because 

using them lead to substantial decrease of relative RMSE. For those ratio estimators, rRMSE does not exceed 25%. 

Due to the fact, the synthetic ratio estimator is intended for estimation domain median, then on figures (1)-(4) there 

are not presented its biases or RMSE in the population.  

 

Figure 1 Relative biases of the median estimators for the artificial data 

 

Figure 2 Relative biases of the median estimators for the real data 

 

Figure 3 Relative RMSE of the median estimators for the artificial data 
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Figure 4 Relative RMSE of the median estimators for the real data 

We also compared in table 1. relative biases of variances of median estimators estimated by bootstrap for 

independent variables and estimated by bootstrap for complex sampling designs. It means that estimation the var-

iance using bootstrap for complex sampling designs has better properties.   

ID of subpopulation / the population Bootstrap – technique I Bootstrap – technique II 

1 -37,27% -65,56% 

2 64,03% 222,7% 

3 83,77% -40,85% 

4 -50,09% 53,94% 

5 -47,99% -71,11% 

6 -62,48% -31,05% 

7 113,6% -33,45% 

the population -94,45% -83,16% 

Table 1 Relative biases of estimators of design-variance of the median ratio estimator for the real data 

6 Conclusion 

In the paper we conduct a comprehensive simulation-based analysis of properties of median estimators for simple 

and complex sampling strategies. We can conclude for the asymmetric variables (what is very common, especially 

in economic research) using ratio median estimators including the proposed synthetic ratio estimators leads to 

sustainable decrease of relative biases and relative root mean square error comparing to the estimator that does not 

use auxiliary information. Moreover, the proposed sampling design based on a distance between values of the 

auxiliary variable and its median can be profitable especially when we analyze the estimator which estimator does 

not use auxiliary information. The simulation study also shown that using bootstrap technique for complex sam-

pling design in order to estimate the variance of median estimators is more accurate that bootstrap for independent 

variables.  
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The Issue of Weights for Constructing  

the Composite Index of Social Inequalities 
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Abstract. Measurement of progress plays a crucial role in improving the prosperity 

in any territories. Several methods of evaluating the level of territorial development 

exist, most of the methods have their own limitations. There is no uniform methodo-

logical approach to the evaluation of territorial development and composites indices 

(CIs) are one of the suitable techniques that allow to aggregate and summarize the 

multidimensional characteristics. CIs are very common for benchmarking the mutual 

and relative progress of territories in a variety of policy domains. The proliferation of 

the production of CIs by all the major international organizations is a clear symptom 

of their importance in policy-making. Constructing CIs includes several steps that 

must be made and corresponding methods have to be chosen. Construction of CIs 

includes not only a problem of selection of indicators and quantitative method (nor-

malizing methods and aggregation formulas) of their processing but especially a ques-

tion of weights. The paper deals with the selection of relevant tool for determining the 

weights having a significant impact on the overall CI for measuring the social ine-

qualities and benchmarking framework of the EU NUTS 2 regions. The paper also 

explores the drawbacks of CIs, and questions whether these CIs can adequately serve 

as policy-setting mechanisms. 

Keywords: Composite index, European Union, NUTS 2 region, social inequalities, 

weights 

JEL Classification: C43, C82, R11, R12 
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1 Introduction 

If we look at the EU evolution over the past decades, substantial progress has been made in terms of building an 

internal market and an economic and monetary union, albeit not without problems, as the 2008 crisis has shown. 

It looks, as if the EU and its Member States were mostly thinking in economic terms, hoping that economic solu-

tions will fix all social problems at once. To negate the importance of social issues is to undermine the EU foun-

dations (Allmendinger, Driesch, 2014). Many politicians and economists believe that economic growth replaces 

or diminishes the need for social policies. However, the EU growth over the last decades has been accompanied 

by increase in inequalities in many countries. Inequalities threaten social cohesion and they threaten growth. The 

low growth performance in the EU over the recent decades has increased concerns regarding an increasing eco-

nomic dispersion, income inequality at large, and social exclusion. The recent economic crisis revealed many of 

the weaknesses of the current European economic policy, not least at the level of its fiscal policy, monetary policy, 

industrial policy, and social policy, and its inability to address problems related to inequality. Several factors can 

explain this widespread interest; especially the revival of growth theory (Romer, 1990; Aghion, Howitt, 1998) was 

contemporaneous with literature on economic convergence (Sala-i-Martin, 2006; Quah, 1997).  

The level of social inequalities belongs to important indicators influencing the socio-economic development 

and other processes taking place in the social and economic realm (Melecký, 2015). It should be mentioned that 

such multidimensional phenomena as income disparity and poverty might be analysed from many different per-

spectives, including the national and international, also within the EU. In this case the measurement of progress 

plays a crucial role in improving the prosperity. There exist several methods of evaluating the level of territorial 

development. However, they have their drawbacks. There is no uniform methodological approach to the evaluation 

of territorial development. The composites indices (CIs) are one of the suitable techniques that allow to aggregate 

and summarize the multidimensional characteristics. CIs are very common for benchmarking the mutual and rel-

ative progress of territories in a variety of policy domains. Constructing CIs includes several steps that must be 

made, and corresponding methods have to be chosen. Construction of CIs includes not only a problem of selection 
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of indicators and quantitative method (normalizing methods and aggregation formulas) of their processing but 

especially a question of weights. This paper focuses on the issue of selection of the relevant tool for determining 

the weights that have a significant impact on the overall CI for measuring the social inequalities and benchmarking 

framework of the EU NUTS 2 regions – the case of Visegrad Four (V4) countries. The paper also explores the 

drawbacks of CIs, and questions whether these CIs can adequately serve as policy-setting mechanisms.  

2 Methodological background of weighting in composite indices 

In general terms, an indicator is a quantitative or a qualitative measure derived from a series of observed facts that 

can reveal relative positions in a given area. Indicators are pieces of information that summarize the characteristics 

of a system or highlight what is happening in a system. CIs are useful in their ability to integrate large amounts of 

information into easily understood formats and are valued as a communication and political tool. They are often a 

compromise between scientific accuracy and the information available at a reasonable cost. However, the con-

struction of CIs suffers from many methodological difficulties (Nasierowski, 2016). There are several steps to be 

followed in constructing CIs, such as (1) developing a theoretical framework; (2) identifying and developing rel-

evant indicators; (3) assessing the quality of dataset and assessing the relationships among indicators; (4) stand-

ardizing indicators to allow comparisons; (5) weighting indicators and aggregation indicators; (6) testing for ro-

bustness and sensitivity. The quality of the aggregation convention is, yet, an important ingredient to guarantee 

the consistency between the assumptions used and the ranking obtained. Indeed, the overall quality of CI depends 

crucially on the way how mathematical model is embedded in the evaluated process. This is especially true for the 

choice of weights that remains the more important source of uncertainty and debate (Freudenberg, 2003). Compo-

site indicators are much like mathematical or computational models. As such, their construction falls under uni-

versally accepted scientific rules for encoding. The European Commission adopts a definition type of composite 

indicator developed in this chapter, i.e. a composite indicator based on sub-indicators that have no common mean-

ingful unit of measurement and there is no obvious way of weighting them (Saisana, Tarantola, 2002, p. 5).  

Weighting and aggregation systems have a crucial effect on the outcome of each composite index. There is not 

only one proper method. Generally, a composite index CI can be understood as weighted linear aggregation of a 

set of variables, see e.g. Munda, Nardo (2005) or Freudenberg (2003): 

1

N

i i

i

CI w X


                      (1) 

where Xi is normalized variable, wi is weight of variable Xi where
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Although various functional forms for the underlying aggregation rules of a composite indicator have been 

developed in literature, in standard practice a weighted linear aggregation rule applied to a set of variables. The 

evaluation of the criteria weights may be subjective, objective and integrated. The list of the most common 

weighting methods is summarised, for instance, in OECD (2008).  

2.1 Subjective weighting 

Essentially the decision maker can select to use equal weights. This imply that all indicators or sub-indices in the 

composite index have equal importance on the performance being measured. In many composite indices, equal 

weights are used for reasons of simplicity. With the equal weighting approach, there is the risk that certain perfor-

mance aspects will be double weighted (Freudenberg, 2003). Moreover, the results of an equally weighted index 

are still conditioned by the choice of the normalisation method. The most prominent substantive justification for 

equal weighting goes back to Occam’s razor. Since it is probably impossible to obtain agreement on weights, the 

simplest arrangement is the best choice. Stated differently, equal weighting may sometimes not even be an ade-

quate description of the debate in composite indices construction (Saisana, Tarantola, Schulze, Laurens, Moesen, 

Puyenbroeck, 2005, p. 30). Explicit weighting includes mostly three main methods: experts’ opinion, survey 

weighting (public opinion) and Analytic Hierarchic Process (AHP), see e.g. Sharpe, Andrews (2012), OECD 

(2008), Freudenberg (2003), Saisana, Tarantola (2002). Experts’ opinion is based on subjective personal judge-

ment. In survey weighting, people are asked to express their concern about certain problems measured by the 

indicators. The simplest way to replicate valuations of society relatively accurately is to collect a representative 

sample of the population. However, in many cases, there are no resources to conduct such a survey. Therefore, 

survey weighting remains the optimal solution to the weighting issue, but it is rarely achievable (Sharpe, Andrews, 

2012, p. 5). AHP is one of the most popular analytical techniques for complex decision-making problems. AHP 

enables to handle decision situations involving subjective judgments, multiple decision makers and to provide 

measures of consistency of preference. The AHP creates a hierarchical structure of the criteria. The weights of 

indicators within AHP can be determined by the pairwise comparison (Saaty’s method).  
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2.2 Statistical/objective weighting  

Although explicit weights have the favourable quality of being transparent, the options available often do not 

satisfy all necessary conditions. Given that the weights are chosen based on patterns in the data, the researchers 

cannot be criticized for a bias in their assignment of weights (Sharpe, Andrews, 2012, p. 5). The objective methods 

determine criteria weights by solving mathematical models automatically without any consideration of the deci-

sion. As common methods are considered e.g. Entropy method, CRITIC (The Criteria Importance through Inter-

criteria Correlation), literature review, mean weight, standard deviation, statistical variance procedure, see e.g. 

Minarčíková (2016). These are based on information on alternatives can be used only in case of a finite number of 

alternatives (Ginevičius, Podvezko, 2005). The data uncertainty can be captured using the entropy method. It re-

quires knowledge of the values of all the criteria for all variants in the matrix R. In the theory of information, the 

entropy is the criterion of uncertainty posed by a discrete probability distribution pi. This degree of uncertainty is 

expressed by [3] in the formula: 

 1 2

1

n

n i i

i

S(p , p ,..., p ) c . p .ln p ,


    (1) 

where c is a positive constant. Equation (1) express entropy in statistical concept, therefore entropy can be found 

as probability distribution pi and thus terms of entropy and probability are considered as synonyms. Suppose all pi 

equal, then for given i, 
1
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1 2 nS(p , p ,..., p )  maximum value. From matrix R we can determine share 

of the i-th variant on the sum of the j-th criteria for all criteria pij from the formula:  
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 For the j-th criterion entropy (sj) can be determined by formula:  
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 , then 0 1js  is guaranteed. Non normalized entropy weight of j-th criteria (dj) can be 

found in formula:  

 1 1 2j jd s , j , ,...,k,    (4) 

while respective normalized weights wi are obtained from the formula:  
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Given the availability of data for composite indices measures and their form, the entropy methods is appropri-

ate for weights estimation further into the paper. 

3 Empirical study 

An empirical study for determining the weights having a significant impact on the overall CI for measuring the 

social inequalities and benchmarking framework of the EU NUTS 2 regions was performed. The selection of 

adequate indicators of social disparities observed at the level of NUTS 2 regions has been identified within the 

Reports on Economic, Social and Territorial Cohesion, i.e. the EU Cohesion reports that evaluate the trends of 

disparities and cohesion in the EU Member States and their NUTS 2 regions (see European Commission, 2007, 

2010, 2014, 2017). The paper contribution to regional disparities in social inequality measurement is represented 

by the construction of the Index of Social Disparities (ISD) and the Weighted Aggregated Index of Social Dispar-

ities (WAISD) respectively, as presented in Figure 1. The procedure of ISD and WAISD is based on a combination 

of selected multivariate mathematical and statistical methods that lead to a unique model that includes an index of 

social disparities that can summarise a view of regional disparities in social inequality and more easily interpret 

than a set of many separate indicators, as presented in Table 1. ISD and WAISD respectively reduce the visible 

size of a selected set of regional social indicators without dropping the underlying information base. 
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Input data analysis: Collection of convenient indicators of regional disparities for 35 NUTS 2 regions of the V4 

countries » Data normalisation (Z-score transformation) » Dataset of normalised variables for selected V4 35 

NUTS 2 regions 

Calculation of synthetic indices of disparities: Calculation of distance (Euclidean Distance Method) » Calcula-

tion of synthetic indices of disparities » Calculation of relative weight for each dimension of disparities » Calcu-

lation of a Weighted Synthetic Index of Social Disparities » Descriptive characteristics of synthetic index varia-

bility  

Results and discussion: Comparison of regional disparities across the social dimension of disparities » Deriva-

tion of the cohesion level in explored NUTS 2 regions » Interpretation of results and discussion 

Table 1 Basic Scheme of the Empirical Analysis 

Source: authors` proposal and elaboration, 2018 

Based on Table 1, in the first layer of the model, the method of a standardised variable (Z-score transformation) 

and method of distance from an imaginary point, presented as the square Euclidean distance from the median, is 

used. In the second layer, the exploratory factor analysis for a partial calculation of factor loadings (saturation) is 

used. Factor loadings present the correlation coefficients between the original variable and the extracted factor 

from the Principal Component Analysis and show how much of the variability of the factor is explained. Factor 

loadings therefore represent a full explanation of the role of each character (variable) in the definition of the factor. 

Factor loadings obtained from the factor analysis play key role in the second layer of the construction of the com-

posite index. They are used as normalised weights of standardised individual indicators of social disparities. The 

normalised factor loadings for each indicator within the social dimension of disparities are therefore included in 

the calculation of the Index of Social Disparities (ISD). This procedure is recommended e.g. by Munda, Nardo 

(2005) or OECD (2008). The Synthetic Index of Social Disparities is, from a statistical point of view, designed as 

a modified weighted squared Euclidean distance, defined by formula (6): 
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where:  

,r tISD  Index of social disparities for dimension d-thand region r-thin time t;  

Si
zw  normalised weight based on factor loadings for dimension d-th (social) and indicator i-th; 

, , ,( , )ES i r t i rD zx zx
modified square Euclidean distance of indicator i-thfor region r-thin time t; 

, ,i r tzx  standardised value of indicator i-th for region r-thin time t; 

,i rzx   median of indicator i-thfor region r-thin the whole time period;  

R  region;  r = {1 = CZ01, … , 8 = CZ08, 9 = HU10, ..., 15 = HU33, … , 16 = PL11, …, 31 = 

PL63, 32 = SK01, …,  35 = SK04}; 

d  dimension of disparities; d = {social}; 

i  indicator of disparities; i = {1= ER15to64, …, 8 = AAP}; 

t  time; t = {2000;…,2016}. 

Weighting and aggregation systems have a crucial effect on the outcome of each composite index. There is not 

only one proper method. That is why this part of constructing the composite index is the most discussed and 

criticised by the opponents of composite indices. Although various functional forms for the underlying aggregation 

rules of a composite indicator have been developed in literature, in standard practice, the composite indicator as 

well as WAISD can be considered as a weighted linear aggregation rule applied to a set of variables as shown in 

Table 1. The evaluation of the criteria weights may be subjective, objective and integrated. The list of the most 

common weighting methods is summarised, for instance, in OECD (2008). In the concept of WAISD we used the 

objective approach based on the entropy method to determine the entropy weight (ewi) for the Index of Regional 

Disparities. Calculation of WAISD is based on a weighted linear aggregation defined by formula (7): 

 , , Sr t r t iWAISD ISD ew  (7) 

where:  

,r tWAISD  Weighted aggregated index of social disparities for region r-th in time t; 

,r tISD   Index of social disparities for region r-th in time t;  

Si
ew   normalised entropy weight for the social dimension of disparities; 
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r region; r = {1 = CZ01, … , 8 = CZ08, 9 = HU10, ..., 15 = HU33, … , 16 = PL11, …, 31 = 

PL63, 32 = SK01, …,  35 = SK04}; 

t  time; t = {2000 …, 2016}. 

The case study of regional disparities measurement and evaluation is based on 8 selected indicators of social 

inequalities. The selection of adequate indicators of social disparities observed at the level of NUTS 2 regions has 

been identified within the Reports on Economic, Social and Territorial Cohesion, i.e. the EU Cohesion reports that 

evaluate the trends of disparities and cohesion in the EU Member States and their NUTS 2 regions (see European 

Commission, 2007, 2010, 2014, 2017). The reference period 2000-2016 is determined by the selection of all indi-

cators and their data availability for 35 NUTS 2 regions of V4 countries. The used selected indicators are social 

disparities as follows in Table 2. 

 

Indicator of social disparities Abbreviation Criterion Source 

Employment rate ER15to64 Maximum Eurostat 

Employment rate of women ERw15to64 Maximum Eurostat 

Employment rate of older workers ER55to64 Maximum Eurostat 

Unemployment rate UR15to64 Minimum Eurostat 

Unemployment rate of youth URy15to24 Minimum Eurostat 

Long-term unemployment LtUR Minimum Eurostat 

Population aged 25-34 with tertiary education attainment PATE Maximum Eurostat 

Annual average population change AAP Maximum Eurostat 

Table 2 Selected Indicators of Regional Disparities for V4 NUTS 2 Regions 

Source: Eurostat, 2018; authors` proposal and elaboration, 2018 

Most individual results obtained from the computed synthetic index based on the dataset of 8 selected dispar-

ities indicators revealed that the development in 35 NUTS 2 Visegrad Four regions indicates a positive trend of 

social disparities recorded in the reference period 2000-2016. The results in the social dimension of disparities 

indicate that most computed standardized values of the synthetic index converge to the optimal value (i.e. to 0) 

more at the end of the reference period (2016) than at the beginning of the reference period (2000). The following 

Table 2 shows the results of computed median values of the index of social disparities in the form of a Weighted 

Aggregate Index of Social Disparities (WAISD) within 35 V4 NUTS 2 regions for the whole reference period. 

WAISD values show that the rate of regional disparities in NUTS 2 regions with the agglomeration of capital cities 

(CZ01, HU10, PL12 and SK01) is rather smaller than in the rest of V4 NUTS 2 regions of each country. Based on 

the results of the Synthetic Index of Social Disparities, the smallest value of ISD is represented by Czech NUTS 2 

regions CZ01 (Praha, 1st position), CZ02 (Střední Čechy, 3rd position) and CZ03 (Jihozápad, 4th position). There 

is also the Slovak region SK01 (Bratislavský kraj, 2nd position) and Hungarian HU10 (Közép-Magyarország, 7th 

position), and Polish PL12 (Mazowieckie, 12th position) with the smallest value of social disparities. Based on the 

analysis of the results, the initial presumption, that in NUTS 2 regions of the V4 countries which will be evaluated 

as the areas with the lowest level of disparities and highest derived level of development potential, the agglomer-

ation of capital cities will be located, has been confirmed. Table 2 illustrates the WAISD scores division among 

the individual 35 NUTS 2 regions of V4 as median values, and sorts regions based on their scores into ranks.  

 

Rank of regions by the median of WAISD 

1. CZ01 0.024 13. PL21 2.782 25. PL43 4.224 

2. SK01 0.138 14. SK02 2.924 26. PL22 4.485 

3. CZ02 0.524 15. PL31 2.938 27. HU33 4.768 

4. CZ03 0.628 16. PL11 2.966 28. PL61 4.831 

5. CZ06 1.101 17. PL34 2.981 29. PL62 4.985 

6. CZ05 1.122 18. HU21 3.057 30. PL42 5.516 

7. PL12 1.426 19. PL63 3.126 31. HU23 5.714 

8. CZ07 1.609 20. PL41 3.207 32. SK03 5.830 

9. HU10 2.041 21. PL33 3.744 33. HU32 7.524 

10. HU22 2.308 22. PL32 3.771 34. SK04 7.727 

11. CZ04 2.493 23. PL51 3.895 35. HU31 7.953 

12. CZ08 2.545 24. PL52 4.006       

Table 2 WAISD Results for V4 NUTS 2 Regions – Rank and Scores 

Source: authors` calculation and elaboration. 2018 
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Conclusion 

The measurement and evaluation of regional disparities in the social dimension within this chapter has been per-

formed through the construction of a weighted synthetic index as an example of composite indicators calculated 

from standardized values of social disparities by the modified square Euclidean distance and Exploratory Factor 

analysis. The main advantage of the used approach lies namely in the ability to summarize the different units of 

measure under one synthetic characteristic (index). which is a dimension less figure. The analysis showed that, for 

the most part, there was a consensus in the trends of V4 countries NUTS 2 regions in terms of the attainment level 

of disparities and development potential. depending on the level of existing social disparities. The construction of 

the synthetic index and calculation of social disparities showed that since the year 2000 positive social develop-

ment has been monitored in NUTS 2 regions of the Visegrad Four countries and thus the level of social cohesion 

recorded an increasing trend thanks to a mostly decreasing volume of regional disparities. In spite of the narrowing 

rate of social disparities and convergence process in the level of cohesion. significant regional disparities between 

the V4 countries remain.  
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On consistency and coverage measures in the fuzzified
set-theoretic approach for social sciences: dealing with

ambivalent evidence in the data
Jan Stoklasa1, Tomá̌s Taĺǎsek2, Pasi Luukka3

Abstract. This paper investigates the modified concepts of fuzzy consistency and
fuzzy coverage recently proposed by Stoklasa et al. in the context of the fuzzified set-
theoretic approach for the purpose of linguistic/fuzzy rule validation in social sciences.
The new fuzzified consistency and coverage measures (denoted by theF2 and F3

indices in the paper by Stoklasa et al.) were introduced in 2017 as a reaction to the
inability of the original consistency and coverage fuzzified by Ragin in 2008 to deal
with ambivalent information present in the data. More specifically, theF2 andF3

measures try to remove the ambivalent information inherent in the fuzzy observations -
i.e. observations with fuzzy values of some or all of the relevant variables. We analyse
the performance of all three consistency and coverage measures, assess the ability of
the new ones to deal with the ambivalent information and propose a modification of
theF3 consistency and coverage which increases its distinguishing power. We present
graphical summaries of the performance of the consistency and coverage measures for
a single-fuzzy-observation case and discuss their possible usefulness and differences.

Keywords: Set-theoretic, consistency, coverage, fuzzification, ambivalence.

JEL classification: B40, C44
AMS classification: 97M40

1 Introduction
The set-theoretic approach proposed by Ragin [6] in the field of political sciences and further popularized by the
same author in social sciences in general [7, 8], and by Fiss [3] also in the context of organizational research,
provides easy-to-use tools for the assessment of set relations in the data. These set relations can be considered to
represent patterns in the data that can reflect verbally described relationships within the studied system. As such
the set-theoretic approach offers to social sciences and humanities much needed tools for the validation of verbally
formulated assumptions using available data. The possible applications of this approach in economics cover almost
all areas of interest ranging from organizational configurations research [3] through investment analysis [2] and
poverty research [5] to tourism success modeling [10].

Deep within the set-theoretic methodology lie the concepts ofconsistency(in fact a measure of ambivalence
or contradiction within the data set or truth table - in other words measure of support of the given relationship
between the given conditions and the outcome in the data) andcoverage(a measure of necessity of the conditions
for the given outcome, as reflected in the data set). It is these concepts, or to be more specific their fuzzifications,
that are directly in the scope of this paper.

Since the introduction of fuzzy sets and linguistic variables [17, 18], fuzzy sets and the linguistic modelling
framework [14] have been considered a potentially useful tool for social sciences and humanities (see e.g. [1,
12, 13, 16, 19]) . The imprecision inherent in social science data requires appropriate tools for its reflection. It
is thus of no surprise that the crisp set-theoretic concepts and methods were fuzzified [4, 8, 9] to enable the use
of these methods also in connection with linguistic descriptions of the studied systems. The appeal of the set-
theoretic approach in its crisp and fuzzified version lies in its simplicity (the use of set relations) and in the ability
to provide conclusions even for small data sets. It can also be used for theory building purposes within the fuzzy
set Qualitative Comparative Analysis (fsQCA, [11, 8]) - i.e. for the assessment of the validity of assumptions and
claims (represented e.g. by (fuzzy) rules) and their modifications which are most in line with the data gathered
from the studied system. Even though the fuzzified version of the set-theoretic approach and the fsQCA using
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the fuzzified consistency and coverage concepts (as introduced by Ragin in [8]) has already made its way to
university textbooks, there are still some doubts concerning the appropriateness of the fuzzification of the crisp
set-theoretic concepts. Stoklasa, Luukka and Talá̌sek [15] point out that the direct fuzzification of the crisp set-
theoretic concepts of consistency and coverage as proposed in [8] is possible, but introduces severe complications
for the interpretation of the values of these fuzzified measures. Since in the fuzzy context, the same data instance
can provide partial evidence in favour of the given rule, and at the same time partially provide counterevidence to
the very same rule, a redefinition of these measures for the fuzzy-set-theoretic analysis might be more appropriate
than their direct fuzzification. In this paper, we aim to shed more light on this claim, analyze the performance
of Ragin’s fuzzy set consistency and coverage and the redefined measures of consistency and coverage proposed
by Stoklasa et al. We also suggest a modified consistency and coverage measure for the fuzzified set-theoretic
approach, that offers more interpretation possibilities than the studied measures presented in [8] and [15]. We
also note, that the novel concepts of degree-of-support and degree-of-disproof introduced in [15] are left out of
the scope of this paper. The rest of the paper is organized as follows: first we recall some needed definitions
of fuzzy-set concept and the definitions of the set-theoretic consistency and coverage, their fuzzified versions by
Ragin [8] and Stoklasa et al. (theF2 andF3 consistency and coverage measures suggested in [15]) and their
connection to rule validation. Then we analyze the performance on these measures on a simple case of a fuzzy rule
validation by a single data instance and discuss their strengths and possible weaknesses (to maintain the simplicity
of interpretation and graphical representation). Finally we suggest a modified version of theF3 consistency and
coverage and compare its performance with the previously suggested measures. We end the paper with a short
discussion of the results.

2 Set-theoretic consistency and coverage and their fuzzifications
Let us consider a set of observationsU = {x1, x2, . . . , xn}. Let us consider a featureA and an indicator function
χA : U → {0, 1} such thatχA(xi) = 1 if and only if xi has the featureA andχA(xi) = 0 otherwise, for all
i = 1, . . . , n. Let us also consider a featureB with an analogous indicator functionχB : U → {0, 1}. Let us
also introduce a negation of the featureB representing the absence of the featureB (denotedB′ and meaning “not
B”), for which the indicator function isχB′

: U → {0, 1} such thatχB′
(xi) = 1 if and only if xi does not have

the featureB andχB′
(xi) = 0 otherwise. Now let us consider that we would like to investigate the assumption

that IF an observation has a feature A, THEN it has the feature B as well, or A ⇒ B for short. Given the set of
observationsU , we can assess the consistency [8] of such an assumption with the data (its support by the data)
computing the consistency ofA ⇒ B:

Consistency(A ⇒ B) =

∑n
i=1 min{χA(xi), χB(xi)}∑n

i=1 χA(xi)
=

Card(A ∩ B)
Card(A)

, (1)

where Card(A) represents the cardinality of the setA, i.e. the number of its elements, and∩ is the standard set
intersection, i.e.χ(A∩B)(xi) = min{χA(xi), χB(xi)}. Note, thatU is fully consistent withA ⇒ B as long as
A ⊆ B, i.e. in this case Consistency(A ⇒ B) = 1 and we can interpret this as the absence of counterexamples to
(A ⇒ B); obviously we assume that Card(A) 6= 0. Analogously we can calculate a measure of “universality” of
the assumptionA ⇒ B for the given set of observationsU as the coverage ofA ⇒ B (assuming that Card(B) 6=
0):

Coverage(A ⇒ B) =

∑n
i=1 min{χA(xi), χB(xi)}∑n

i=1 χB(xi)
=

Card(A ∩ B)
Card(B)

. (2)

We can clearly see that Coverage(A ⇒ B) = 1 if and only if B ⊆ A. In other words both measures are based
on subsethood. These measures and their use is without problems as long as we considerA andB to be crisp
(non-fuzzy) sets, i.e. as long as the characteristic features ofA and/orB are either present or not present in each
observation.

Since the set-theoretic approach was introduced to social sciences (see [6, 7]), its fuzzification was introduced
by Ragin in [8] and finally adopted in the fsQCA framework. Let us therefore from now on assume thatA and
B are fuzzy sets andμA : U → [0, 1] andμB : U → [0, 1] are their respective membership functions. The
intersection of two fuzzy setsA andB on the same universeU is a fuzzy set(A ∩ B) onU with the membership
functionμA∩B : U → [0, 1] such that for anyx ∈ U we haveμA∩B(x) = min{μA(x), μB(x)}. A is a fuzzy
subset ofB (denotedA ⊆F B) if for all x ∈ U it holds thatμA(x) ≤ μB(x). Ragin’s direct fuzzification of (1)
and (2) stemming from the subsethood interpretation of consistency and coverage is expressed by the following
formulas (we will denote Ragin’s versions of the fuzzified formulas by the subscriptF ):

ConsistencyF (A ⇒ B) =

∑n
i=1 min (μA(xi), μB(xi))∑n

i=1 μA(xi)
, (3)
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CoverageF (A ⇒ B) =

∑n
i=1 min (μA(xi), μB(xi))∑n

i=1 μB(xi)
. (4)

As pointed out by Stoklasa et al. [15], the direct fuzzification embodied by (3) and (4) dramatically changes the
interpretation of the consistency and coverage. Many authors suggest the use of XY plots to assess theA ⊆F B
fuzzy subset relation to assess e.g. the sufficiency ofA for B (see e.g [8, 11]). These authors considerA ⊆F B
to be a strong enough evidence of the fuzzy subset relation being consistent with the sufficiency ofA for B. The
main drawback of this approach, as pointed out in [15], is that as long asA andB are fuzzy sets, the same data
can provide partial evidence in favor ofA ⇒ B andA ⇒ B′ at the same time (see Figure 1).

Figure 1 An example of a data set (n = 10) fully consistent withA being a sufficient condition forB according
to (3) - left subfigure. In the right subfigure the same data set is used to assess the sufficiency ofA for B′; red
data-points support bothA ⇒ B andA ⇒ B′ at the same time.

Since consistency is linked with the investigation of theA ⊆ B subset relation (orA ⊆F B relation in the
fuzzy case) and coverage investigates analogously the opposite relationshipB ⊆ A (or B ⊆F A in the fuzzy case),
we will focus on the investigation of consistency from now on without any loss of generality. Notice, that in the
case of (3) it is possible to obtain full confirmation ofA ⇒ B andA ⇒ B′ at the same time - as pointed out by
Stoklasa et al. [15]. The reason for this is, that as long asA andB are fuzzy sets, we can haveA ∩ B 6= ∅ and
A ∩ B′ 6= ∅ at the same time. In other words the same data can provide evidence forA ⇒ B and also disproof
this very relationship (providing evidence forA ⇒ B′) at the same time. The use of (3) and (4) is therefore
constitutes a high risk of misinterpretation of the information in the data. To see this issue more clearly, let us now
consider a single data pointx and let us plot how the variation of its membership degree to the fuzzy setsA andB
influences the consistency ofx with A ⇒ B and also the consistency ofx with A ⇒ B′. Figure 2 summarizes the
situation - yellow points represent such data-pointsx for which their membership degree to the fuzzy setsA andB
(the coordinates of the points in the subfigures) result in full consistency with the respective investigated relation.
We can clearly see that there is a nonempty intersection of the yellow areas in the left and right subfigures, i.e.
there are many instances ofx which are fully consistent withA ⇒ B andA ⇒ B′. These observations should
be considered completelyambivalent, since they provide full evidence for the investigated relationship and at the
same time full evidence against it. It therefore seems reasonable either to always investigate the consistency of the
data withA ⇒ B andA ⇒ B′ at the same time, but never separately. Alternatively, measures of consistency that
remove the effect of the ambivalent observations can be defined. Stoklasa et al. [15] suggest the formulas (5) and
(6) to deal with the issue of ambivalent observations (assuming

∑n
i=1 μA(xi) 6= 0 in both of them). In essence

(5) removes from the support of the given relationship represented byA ⊆ B that part that corresponds with
A ⊆ (B ∩B′), i.e. that piece of information that simultaneously supports both the outcomeB and its negationB′

under the conditionA. On the other hand (6) balances the amount of evidence in favour ofA ⇒ B and in favour
of A ⇒ B′, the amount of evidence in favour ofA ⇒ B is reduced by the counter-evidence to this relationship
(i.e. by the amount of evidence in favour ofA ⇒ B′); if the counter-evidence is stronger than the evidence, then
ConsistencyF3

(A ⇒ B) = 0.

ConsistencyF2
(A ⇒ B) =

∑n
i=1(min (μA(xi), μB(xi)) − min (μA(xi), μB(xi), μB′(xi)))∑n

i=1 μA(xi)
(5)

ConsistencyF3
(A ⇒ B) = max

{

0;

∑n
i=1(min (μA(xi), μB(xi)) − min (μA(xi), μB′(xi)))∑n

i=1 μA(xi)

}

(6)

Theorem 1. For a single observation case formulas(5) and (6) coincide.

Proof. Let us consider a single observationx and a relationshipA ⇒ B to be investigated.
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Figure 2 The consistency of the observationx with A ⇒ B (left subfigure) and the consistency ofx with A ⇒ B′

(right subfigure); consistency is computed by (3). Yellow colour represents full consistency (i.e. the consistency
of 1), dark blue colour represents the consistency of 0.

• Let us first considerμA(x) ≥ μB(x) ≥ 0.5. From (5) we have ConsistencyF2
(A ⇒ B) = μB(x)−μB′ (x)

μA(x) , from

(6) we have ConsistencyF3
(A ⇒ B) = max{0; μB(x)−μB′ (x)

μA(x) } = μB(x)−μB′ (x)
μA(x) = ConsistencyF2

(A ⇒ B).

• ForμA(x) ≥ μB(x) andμB < 0.5 we get ConsistencyF2
(A ⇒ B) = μB(x)−μB(x)

μA(x) = 0 and ConsistencyF3
(A ⇒

B) = max{0; μB(x)−min{μB′ (x);μA(x)}
μA(x) } = 0 sinceμB′(x) > μB(x) andμA(x) ≥ μB(x).

Hence ConsistencyF2
(A ⇒ B) = ConsistencyF3

(A ⇒ B).

• For μA(x) < μB(x) < 0.5 we get ConsistencyF2
(A ⇒ B) = μA(x)−μA(x)

μA(x) = 0 and ConsistencyF3
(A ⇒

B) = max{0; μA(x)−μA(x)
μA(x) } = 0. Again ConsistencyF2

(A ⇒ B) = ConsistencyF3
(A ⇒ B).

• Finally for μA(x) < μB(x) andμB(x) ≥ 0.5 we get ConsistencyF2
(A ⇒ B) = μA(x)−min{μB′ (x);μA(x)}

μA(x) and

ConsistencyF3
(A ⇒ B) = max{0; μA(x)−min{μB′ (x);μA(x)}

μA(x) } = μA(x)−min{μB′ (x);μA(x)}
μA(x) }.

Again ConsistencyF2
(A ⇒ B) = ConsistencyF3

(A ⇒ B).

Figure 3 The consistency of the observationx with A ⇒ B (left subfigure) and the consistency ofx with A ⇒ B′

(right subfigure). consistency is computed by (5) or (6) which both give the same values for the single-observation
case. Yellow colour represents full consistency (i.e. the consistency of 1), dark blue colour represents the consis-
tency of 0.

Based on the above-proven theorem theF2 andF3 consistency measures give the same consistency values for
the single-observation case. We can therefore analyze their performance simultaneously. Figure 3 again assumes
the single-observation perspective and plots full consistency of the observation in yellow colour and zero consis-
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tency in dark-blue (coordinates represent the membership degrees of the observationx to A andB respectively). It
clearly shows that there is no overlap of yellow areas any more between the left and right subplot. In other words
there are no more observations that would provide simultaneous support and disproof w.r.t. the given relationship.
TheF2 andF3 consistency measures thus perform as expected and as intended by Stoklasa et al. [15], i.e. they do
not consider the ambivalent observations to provide any support for the investigated relationship.

3 A modified fuzzy consistency and coverage measure
Although (5) and (6) provide means for the removal of the influence of observations representing ambivalent
evidence in favour of and against the given relationship. Some information is lost when we use these consistency
measures. Particularly these measures do not distinguish between observations providing ambivalent evidence and
observations providing no evidence in favour and against the given relationship. We can, however, modify the
formula (6) in such a way that would distinguish between ambivalent evidence and no evidence. We therefore
suggest a new consistency measureF4 defined by (7), again assuming that

∑n
i=1 μA(xi) 6= 0. Using this measure,

observations that carry ambivalent information (supportA ⇒ B andA ⇒ B′ at the same time) result in 0.5
consistency (in the single-observation case), while observations not providing any support forA ⇒ B result in a
zero consistency withA ⇒ B. Figure 4 summarizes the performance of this new consistency measure.

ConsistencyF4
(A ⇒ B) =

1
2

(

1 +

∑n
i=1(min (μA(xi), μB(xi)) − min (μA(xi), μB′(xi)))∑n

i=1 μA(xi)

)

(7)

Figure 4 The consistency of the observationx with A ⇒ B (left subfigure) and the consistency ofx with A ⇒
B′ (right subfigure). consistency is computed by the newly proposed consistency formula (7). Yellow colour
represents full consistency (i.e. the consistency of 1), dark blue colour represents the consistency of 0, shades of
green represent intermediate consistency values.

Not only does this newly proposed measure distinguish between the ambivalent observations and observations
containing no relevant information for the investigation of the given relationship, it also satisfies the following
property represented by Theorem 2. We can see, that the consistency measureF4 distributes the support in the data
betweenA ⇒ B andA ⇒ B′. It can therefore be used as an indicator whether the data seem to support more
A ⇒ B or ratherA ⇒ B′. Note, that theF4 consistency of 0.5 signifies the inability to decide whetherB or
B′ is the outcome ofA with respect to the data. Stoklasa et al. [15] suggest the degree-of-support and degree-
of-disproof measures to investigate the support for the given relationship (and disproof thereof) in more details on
various levels of (un)certainty.

Theorem 2. For any set of observations{x1, . . . , xn} the following holds:

ConsistencyF4
(A ⇒ B) + ConsistencyF4

(A ⇒ B′) = 1. (8)

Proof. Calculating the left hand side of (8) we get:
1
2

(
1 +

∑n
i=1(min (μA(xi),μB(xi))−min (μA(xi),μB′ (xi)))∑n

i=1 μA(xi)

)
+ 1

2

(
1 +

∑n
i=1(min (μA(xi),μB′ (xi))−min (μA(xi),μB(xi)))∑n

i=1 μA(xi)

)
=

1 +
∑n

i=1(min (μA(xi),μB(xi))−min (μA(xi),μB′ (xi))+min (μA(xi),μB′ (xi))−min (μA(xi),μB(xi)))

2
∑n

i=1 μA(xi)
= 1
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4 Conclusions
This paper studies the notions of consistency and coverage as proposed by Ragin [6] for the set-theoretic approach
and their fuzzifications proposed in [8, 15]. We suggest a visualization of the performance of the consistency
measures analogous to the XY plots used in set-theoretic and fsQCA textbooks and confirm the reasonability of
the modifications of fuzzified set-theoretic concepts of consistency and coverage proposed in [15]. We prove that
for a single observation theF2 andF3 return the same values. We show that the intention of their creators to weaken
the influence of observations providing ambivalent evidence in favour and against the investigated relationship at
the same time is working well. We also propose a modification of theF3 consistency that distinguishes between
the ambivalent evidence and missing evidence in the data. The newly proposed consistencyF4 also distributes
the evidence available in the data completely between the support ofA ⇒ B andA ⇒ B′. We have stressed the
importance of proper fuzzification of the non-fuzzy set-theoretic measures of consistency and coverage as pointed
out already in [15] and contribute to the toolbox of fsQCA by proposing a new approach to consistency assessment.
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Fuzzy consensus in group decision-making model using
absolute-type evaluations

Vojtěch Sukač1, Ondřej Pavlačka2

Abstract. In the paper, we consider the fuzzy group decision-making model, which
has been introduced in recent years. An absolute-type evaluation of alternatives is
used in this model. This evaluation express the degree of fulfillment of the given goal
by the respective alternative.
This model is based on the idea that an optimal alternative is chosen from the subset
of alternatives, which are sufficiently good (user-defined) according to enough (user-
defined) important (user-defined) experts. In the other words, we drop out alternatives
which are evaluated very well by some important experts but according to other im-
portant experts are evaluated bad. On the contrary, we introduce a different approach
to determine the strength of the consensus than in the original model. It turned out that
the new approach can form a different subset of sufficiently consensual alternatives.
This fact is illustrated by an example.

Keywords: Fuzzy, group decision-making, absolute-type evaluation, fuzzy consen-
sus.

JEL classification: C44
AMS classification: 90B50

1 Introduction
In situations where a group of more people are deciding about the same issue, it is usually difficult to find a solution
that everyone would be comfortable with, as everyone generally has different preferences. For these situations, a
lot of group decision-making models can be found in the literature. Generally, they can be divided into two groups;
the voting systems on the one hand and consensus reaching models on the other.

In this paper we recall and analyse the fuzzy group decision-making model proposed in [5, 6, 7]. Consensus
reaching in the model analyzed in this paper is based on the idea that the choice of the best alternative should
be made only among the alternatives that are good enough according to most of the relevant experts. Such pre-
selection of alternatives is based on the idea of ‘soft’ consensus introduced by Kacprzyk and Fedrizzi [1, 2]. The
model utilizes fuzzy evaluations of absolute type. These evaluations can be interpreted as the uncertain degrees of
fulfilment of given goals [8]. Such evaluations are desirable, since they are not dependent on the set of alternatives
and describe the acceptability of the alternatives (this also removes the “one-eyed is king among the blind” effect
from the evaluation).

The above mentioned model has not good properties in case where the fuzzy evaluations of alternatives are
too vague; we will illustrate this by an example. Therefore the aim of the paper is to present a modified approach
that deals with the uncertainty of fuzzy variables more approprietly. The modification will consist in different
determination of the strength of the consensus. To the best of our knowledge, this modification has never been
proposed in the literature so far.

The paper is organized as follows. The next section summarizes the concepts of fuzzy sets theory necessary
to introduce the model. In the third section the original decision-making model is described in brief. In the fourth
section the new approach is proposed. In the fifth section the results obtained from new approach are compared
with the results of original model.

2 Preliminaries
Let U be a nonempty set called universe. The fuzzy set A on U is determined by its membership function µA(x) :
U → [0, 1], where µA(x) expresses the degree of membership of x in the fuzzy set A — from 0 for “x definitely
does not belong to A” to 1 for “x definitely belongs to A”, through all the intermediate values. The family of
all fuzzy sets on the universe U is denoted by F(U). Let A be a fuzzy set on U and α ∈ [0, 1]. The crisp set
Aα =

{
x ∈ U |µA(x) ≥ α

}
is called the α-cut of the fuzzy set A. The support of the fuzzy set A is a (crisp) set

Supp(A) = {x ∈ U |µA(x) > 0
}
. The kernel of the fuzzy set A is a (crisp) set Ker(A) = {x ∈ U |µA(x) = 1

}
.

1Palacký University Olomouc, Department of Mathematical Analysis and Applications of Mathematics, 17.
listopadu 1192/12, 77146 Olomouc, Czech Republic, vojta.sukac@gmail.com
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In cases, when the support of A is a discrete set (Supp(A) = {x1, . . . , xk}), then the fuzzy set A can be
denoted as A = {µA(x1)�x1

, . . . , µA(xk)�xk
}. A special type of fuzzy sets whose universe is a subset of R, the

so called fuzzy numbers, can be defined in the following way. Let U ⊂ R be an interval. The fuzzy number C is a
fuzzy set on U which fulfills the following conditions:
a) Ker(C) 6= ∅;
b) for all α ∈ (0, 1], Cα are closed intervals;
c) Supp(C) is bounded.

The family of all fuzzy numbers on U is denoted by FN (U).

Each fuzzy number C is determined by C = {[C(α), C(α)]}α∈[0,1], where C(α) and C(α) is the lower and
the upper bound of the α-cut of the fuzzy number C respectively, for 0 < α ≤ 1 and [C(0), C(0)] is the closure
of the support of C, i.e. [C(0), C(0)] = Cl(Supp(C)). A trapezoidal fuzzy number C is determined by the
ordered quadruple (c1, c2, c3, c4) ∈ U4 of the significant values of C satisfying [c1, c4] = Cl(Supp(C)) and
[c2, c3] = Ker(C). The membership function of a trapezoidal fuzzy number C is given by

µC(x) =





x−c1
c2−c1 if c1 ≤ x < c2,

1 if c2 ≤ x ≤ c3,
c4−x
c4−c3 if c3 < x ≤ c4,
0 otherwise.

(1)

A fuzzy number C is called a triangular fuzzy number if c2 = c3. Closed real intervals and real numbers can be
represented by special cases of trapezoidal fuzzy numbers. See e.g. [3] for more details.

The paper utilizes the linguistic approach to group decision-making problems. A linguistic variable [10] is the
5-tuple (V, T (V), U,G,M), where V is the name of the linguistic variable, T (V) is the set of its linguistic terms
(the values of V), U ⊂ R is the universe on which fuzzy numbers expressing meanings of these linguistic terms
are defined, G is grammar used for generating of linguistic terms T (V) and M is a mapping that assigns to each
term C ∈ T (V) its meaning C = M(C) (a fuzzy number on U ).

3 Description of the original model
For the purpose of this paper we will briefly introduce the original model. We consider the group decision-making
problem addressed in [6] with a group E = {E1, . . . , Ep} of p ≥ 2 individuals (experts) with possibly different
competencies and a set X = {X1, . . . , Xn} of n ≥ 2 alternatives. Experts’ competencies are given by trapezoidal
fuzzy numbers Lk, k = 1, . . . , p, on the interval [0, 1], where the endpoints of this continuum have the following
interpretations: 0 means an incompetent expert and 1 means a fully competent expert.

Each expert provides fuzzy evaluations of each alternative Xi. These fuzzy evaluations Hk
i , i = 1, . . . , n,

k = 1, . . . , p, are provided in the form of trapezoidal fuzzy numbers on the interval [0, 1] and express the degree
of fulfilment of the given goal by an alternative Xi according to an expert Ek (0 is interpreted as the given goal is
not fulfiled at all, 1 means a complete fulfilment of the given goal). These evaluations can also be the result of a
multiple-criteria assessment of the given alternative by the given expert. As such these evaluations are of absolute
type, that is they are not dependent on the set of alternatives and describe the acceptability of the alternatives for
each expert.

Since the model is based on the idea that the optimal alternative should be chosen only from a subset of
such alternatives in which a sufficient quantity of important experts agree that they are good enough, it has to be
introduced some linguistic variables. The model can be summarized in the following steps (the exact procedure of
defining the candidate set far exceeds the scope of this paper and its detailed description can be found in [6]):
1. First a linguistic variable Â with the linguistic term set

{Â1, . . . , Â5} = {excellent, good, acceptable, borderline, unacceptable}

is introduced to express the level of acceptance of alternatives by experts. Using the values of this linguistic
variable, a modified set of linguistic terms {A1, . . . ,A5} is defined, where Ar, r = 1, . . . , 5, represents “Âr
or better”. The fuzzy number meanings Âr, Ar, r = 1, . . . , 5, are expressed by fuzzy numbers on [0, 1] (see
figure 1).

2. The fuzzy sets Fri of experts suggesting Ar for Xi, Fri ∈ F({E1, . . . , Ep}), r = 1, . . . , 5, i = 1, . . . , n, are
subsequently defined as Fri = {θ1ri�E1 , . . . ,

θpri�Ep}, where

θkri = sup
x∈[0,1]

{
min{µAr

(x), µHk
i
(x)}

}
, k = 1, . . . , p. (2)
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Figure 1 Linguistic terms Ar and Qs

3. The linguistic quantifier set

{Q̂1, . . . , Q̂4} = {almost all,more than half, about half,minority}

is introduced and the meanings of the derived linguistic quantifiers {Q1, . . . ,Q4}, where Qs, s = 1, . . . , 4,
represents “at least Q̂s” are defined respectively by fuzzy numbers on [0, 1] (see figure 1). The linguistic
term important expert is also introduced, with its meaning B ∈ FN ([0, 1]). The fuzzy set of important experts
I ∈ F({E1, . . . , Ep}) is defined as I = {ζ1�E1 , . . . ,

ζp�Ep}, where

ζk = sup
x∈[0,1]

{
min{µB(x), µLk(x)}

}
, k = 1, . . . , p. (3)

4. The truth value of the statement “the alternative Xi is Ar (e.g. at least good) with respect to the opinion
of quantity (Qs) of the important experts (I)” (denoted ξr,si ) is determined, i = 1, . . . , n, r = 1, . . . , 5,
s = 1, . . . , 4 (see [6] for details).

5. For r, s, r = 1, . . . , 5, s = 1, . . . , 4, the sets Υr,s are defined, that include such alternatives that are Ar
according to Qs of the important experts, e.g.

Υr,s = {Xi ∈X
∣∣ ξr,si = 1}. (4)

6. The order K is defined. The order K is a sequence of pairs
{

(r, s)t
}
t

of the values representing a given
combination of r and s, such that the set Υ(r,s)t should be checked for nonemptyness before the set Υ(r,s)t′ ,
for t < t′. In our case we suggest to check first the set of alternatives considered (excellent by almost all) then
the set of alternatives considered (excellent by majority), ..., and the last set we check for nonemptyness is the
set of alternatives that are (at least good by at least half ), e.g.

K =
{

(1, 1), (1, 2), . . . , (2, 3)
}
. (5)

7. The candidate set, which is the first non-empty set Υr,s according toK (denoted Υ∗) includes those alternatives
among which the most promising one is to be chosen.
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Note that K can be defined to include only such alternatives that are still relevant for the given problem. E.g.
looking for a set of alternatives that are at least borderline might not be appropriate if we are not willing to
accept borderline alternatives. In this case pairs (3, s) and (4, s) will not be present in K for any value of s.
Similarly we can reflect our requirements of a sufficient amount of experts that agree on the evaluation.

8. Finally, if the candidate set is found (i.e. there exists a non-empty set Υr,s according to the order K), then
any alternative from Υ∗ could be chosen as the optimal one. One of the possible way to compare alternatives
from Υ∗ is to calculate the group evaluation of alternative using the fuzzy weighted average operation with
the expert’s competencies as fuzzy weights [4]. These group evaluations are then compared by the center of
gravity method or any other suitable algorithm.

Note, that it can happen that there is no non-empty set Υr,s according to the order K (i.e. the candidate set
is empty – or does not exists). In this case, no alternative is chosen (none of the alternatives is considered good
enough – in the consensus sense – by the experts).

4 New approach
In the original model described in the previous section, the membership degree θkri is computed in the step 2 as the
height of the intersection of the experts’ fuzzy evaluation of alternative Hk

i and the meaning of the linguistic term
Ar (2). As is shown in figure 2, by this procedure we completely lose the information about the uncertainty of the
fuzzy evaluation (we will obtain only real number θ). Let us consider alternatives B and C with the same height
of the intersection of their fuzzy evaluations and the meaning of the term good or better. It is desirable that a less
uncertain alternative X2 (the blue one) should be preferred to the more vague one X1 (the red one). Due to this
aim, we propose a modification of the method consisting in replacement of the height of the intersection by the
relative size of the common area below the membership function of the intersection related to the area below the
membership function of the fuzzy evaluation.

Figure 2 Comparing the acceptability levels computed by the original and the new approach

Note, that such modification is possible if and only if the fuzzy evaluation Hk
i is not a real number. If Hk

i is
real, then the common area has a zero size. Therefore, if Hk

i is a real number, the formula (2) is left unchanged.
Otherwise, the modified formula (2) has the form

θkri =

∫ 1

0
min{µAr

(x), µHk
i
(x)}dx

∫ 1

0
µHk

i
(x) dx

, i = 1, . . . , n, r = 1, . . . , 5, k = 1, . . . , p. (6)

The same modification is proposed to be applied in the step 3 with the height of the intersection of the experts’
fuzzy competencies and the meaning of the linguistic term important expert (3). Similarly, this modification makes
sense if experts competence Lk is not expressed by a real number. In this case, the modified formula (3) has the
form

ζk =

∫ 1

0
min{µB(x), µLk(x)} dx

∫ 1

0
µLk(x) dx

, k = 1, . . . , p. (7)

The new approach in comparison with the original one deals with the whole membership functions of the fuzzy
evaluations of alternatives and the fuzzy competencies of experts. Hence, it is clear that the modified approach at
deals with the uncertainty of fuzzy variables more approprietly.
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5 Example
Business management decides to buy a new production machine. There are four available alternatives on the
market that meet the requirements. In order to achieve greater objectivity in decision-making, six experts were
approached to provide the evaluation of each alternative. Their fuzzy evaluations that mean the fuzzy degrees of
fulfilment of given goal are depicted in figure 3.

Figure 3 Expert’s evaluation of alternatives

In accordance with the previous mentioned procedure, the candidate set is found. In table 1, we can see that
according to the original approach, the candidate set contains only the alternavite machine2 which is chosen as the
optimal one. It has been evaluated excellent by almost all important experts. But we can also see in figure 3 that
this option has so much vague assessment that perhaps we should choose a different machine as the optimal one.

Alternatives in Υ according to
Ar Qs original approach new approach

excellent almost all 2 ∅
excellent more than half 1,2 ∅

good almost all 1,2,4 3,4
good more than half 1,2,4 1,3,4

acceptable almost all 1,2,3,4 1,3,4
acceptable more than half 1,2,3,4 1,2,3,4
excellent about half 1,2,4 ∅

good about half 1,2,3,4 1,3,4

Table 1 Alternatives belonging to Υr,s

On the contrary, we can see that according to the new approach, machine3 and machine4 are pre-selected
to be optimal since they have been evaluated at least good by almost all important experts. The selection of
the optimal alternative from these two alternatives can be based, for instance (see section 3), on the group fuzzy
evaluations of alternatives that are calculated as the fuzzy weighted averages with the expert’s competencies as
fuzzy weights. These group fuzzy evaluations can be compared by their centers of gravity. But we can also employ
other procedures for comparing these two alternatives.
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6 Conclusion
In this paper we have analyzed the ‘soft’ consensus model proposed by Sukač et al. [6] and suggested to modify
the way of computation of the value of truth of the statement that an alternative is evaluated at least in a certain
degree with respect to the opinion of at least a certain quantity of important experts. We have shown that this
modification is more appropriate than the previous way proposed in [7] as it takes into account also the uncertainty
of the fuzzy evaluations of alternatives according to the experts. We have illustrated the problem by the numerical
example from economical practice.
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[6] Sukač, V., Talašová, J. & Stoklasa, J. (2016). A linguistic fuzzy approach to the consensus reaching in mul-
tiple criteria group decision-making problems. Acta Universitatis Palackianae Olomucensis, Facultas Rerum
Naturalium, Mathematica (55) (pp. 133–150). Olomouc:
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Modeling of survivability of enterprises created under the 

Human Capital Operational Programme - a case study 
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Abstract. The researches of the ability to remain alive or continue to exist are con-

ducted in various fields, starting from medicine and ecology, through actuarial sci-

ence, military science and engineering, up to economy and management. The subject 

of the research, the results of which will be presented in the article, is survivability 

of over 500 microenterprises created in Lodz region (Poland) during 2007-2013 

years under the Human Capital Operational Programme with the support of the 
Fundacja Inkubator from Lodz. The article is a continuation and extension of our 

previous research and covers the next two years of the presented companies‘ lifecy-

cles and presents results of comparison of fitting of several models (Burr, Pareto, 

Gompertz–Makeham and Holt) to the empirical data. 

Keywords: Survival Analysis, Gompertz-Makeham Model, Burr Distribution, Dou-

ble Exponential Smoothing, Enterprises’ Survival. 

JEL Classification: M13 

AMS Classification: 62M10 

1 Introduction and literature review 

According to the Schumpeter’s creative destruction concept (see: [26]), the process of destroying enterprises and 

creating the new ones, is an immanent feature of economic growth, additionally when comparing the survival of 

enterprises in various economies, it is needed to consider a number of factors, such as the economic condition, 

current economic policy and even cultural determinants in particular countries. 

Small enterprises, including microenterprises, have been considered as the engine of economic growth and 
for sustainable and equitable development, however duration of their lifetime is usually short, and the dynamics 

of their creation/destruction is relatively high. 

The researches of enterprises ability to remain alive are conducted in various fields; especially there are 

many publications concerning several aspects of micro-, small and medium enterprises survivability (see e.g. 

[22], [2], [15]), particularly devoted to critical success factors (see e.g. [1], [14], [22]) and possible relationships 

between survivability and characteristics of particular enterprise, such as business size (see e.g. [4]), branch of 

economy (see e.g. [11], [8], [10], [17], [25])  or characteristics of entrepreneur, such as education, experience, 

sex or age (see e.g. [5], [20], [19], [24]). Enterprises’ survivablity modeling bases on methods known from oth-

ers disciplines such as demography (see e.g. [12], [30]), actuarial sciences (see e.g. [9], [7]) and population ecol-

ogy (see e.g.[27], [18]).  There are a lot of models used for explaining the dynamic of different populations.  

The aim of our research is to find the best way to describe micro-enterprises survival phenomenon. The arti-
cle is a continuation and extension of our previous research covering lifecycles of over 500 microenterprises 

created in Lodz region (Poland) during 2007-2013. In the article estimation of parameters of several models and 

results of comparison of their fitting to the empirical data are presented. We analyzed two classic models: Gom-

pertz–Makeham (see: [13], [23]) and special variant of Pareto type II distribution (Lomax distribution – see [21]) 

and generalization of Pareto distribution i.e. Burr type XII distribution (see: [6], [3]). Additionally, we decided to 

test Holt smoothing method (see [16]) as sample model containing an autoregressive component, due to previ-

ously identified difficulties in adjusting functions differentiable with respect to time variable.  

2 The research subject 

The data has been collected from several projects supported by Fundacja Inkubator (FI), 

http://www.inkubator.org.pl/, which is a non-profit organization located in Lodz and its main goal is promotion 

of entrepreneurship, especially in starting small business and microenterprises. A larger part of such enterprises 

is created with support of European Union programs, especially under the Human Capital Operational Pro-
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Lodz, Poland, anna.szmit@p.lodz.pl. 
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gramme, because FI is one of beneficiaries of the program. In our research we analyzed microenterprises created 

in a few projects under the Measure 6.2 (Support and promotion of entrepreneurship and self-employment) and 

under the Sub-measure 8.1.2 (Support to adaptation and modernization processes in the region) in the years 

2007-2013 in the Lodz Region. Within these projects more than 533 person from Lodz region received grants to 

start their own businesses. Because one of the conditions for the newly created enterprises was to remain alive 

for the first 12 months (the survivability is forced to be 100%) we modeled the period starting from 12th month 

of each enterprise’s life, additionally we modeled the survivability in the 5.5 years’ time horizon so only the 

enterprises started form 5.5 years ago were selected. The overall number of analyzed enterprises (the population 
size) was 355. The detailed description of the investigated population is included in our book [28] and article 

[29]. The investigated time series was aggregated to 1-month resolution. The survival rates of newly created 

microenterprises for ones existing for at least 3, 4, 5.5 and 6 years are presented on Figure 1. 

 

Figure 1. A comparison of survivability of enterprises created under the Human Capital Operational Programme 

in the Fundacja Inkubator. Source: own research. 

3 Methodology 

As described above we compared of fitting of several models: Burr, Pareto, Gompertz–Makeham (two variants), 

Holt to the empirical data.  

Gompertz-Makeham model’s survival function is given by equation: 

  =   

where  is estimated value of survivability  in month t, A, B and c are parameters, is based on Gom-

pertz–Makeham law of mortality which states that the human death rate is the sum of an age-independent com-

ponent (Makeham component) and an age-dependent component (the Gompertz function), which increases ex-

ponentially with age (c > 1). Our research also includes the case where this assumption is skipped, because the 

enterprises‘ mortality rate seems not to be increased with age. 

Burr Type XII distribution‘s survival function given by equation: 

  =   

where: b>0, c>0, s>0 are parameters, 

is a composition of Weibull and Gamma distributions. 
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Pareto distribution‘s survival function is a special case of the Burr Type XII distribution (c=1), given by the 

equation: 

   

Holt exponential smoothing model (double exponential smoothing) is given by equations: 

Lt = α yt-1 + (1-α)(Lt-1 + Tt-1), 

Tt = β(Lt-Lt-1)+(1-β)Tt-1, 

 

where: 

Lt – the smoothed value for time t, 

Tt – estimate of the trend at time t, 

α - the data smoothing factor, 0 < α < 1 

and β - the trend smoothing factor, 0 < β < 1.   

As a measure of fitting we used Root Mean Square Percentage Error, RMSPE 

  

Because of obligatory selection of initial values in the Holt model its matching for the first observations may 

not be adequate therefore the period from t = 15 was assumed for determining the average error. For ensuring 

comparability the same rule was applied for all other models.  

As a reference model we considered also the naïve model, where forecasted survivability rate for month n+1 

is given by real survivability rate for the previous (n) month. 

Parameters of all models were determined using the Method of Least Squares. 

4 Results 

The results of all models for months 12-66 after enterprise started are presented in the Table 1. 

Model 

 
Naïve  Burr Pareto 

Gompertz-

Makeham 

(c > 1) 

Modified 

Gompertz-

Makeham 

(c = 0,934) 

Holt 

RMSPE 1.50% 1.24% 1.31% 4.9%  1.34% 1.17% 

first-order residu-

al autocorrelation 

coefficient  

-0.059 0.705 0.753 0.979 0.742 0.130 

Table 1. Comparison of fitting of models estimated for months 12-66. Source: own research. 

Concerning models’ characteristics, the most noticeable is the strong autocorrelation of residuals (except of 

adaptive models i.e. Holt and the naïve model). This situation is implied by step changes in the time series, what 

are caused mostly by some tax privileges existing in Polish law system for enterprises during their first two years 

of live. The models and the original data are presented on the Figure 2. 
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Figure 2. A graphical comparison between original data and model's output. Source: own research. 

The Gompertz-Makeham model with classic assumptions (c> 1) definitely does not effectively predict the 

behavior of the timeseries. The Holt model adjusts level and trend factor using exponential smoothing to reflect 

changes in the examined series. The fitting of curves to empirical data for the other models gives results similar 

to each other. 

We also considered RMSPE for the same models excluding the period before 24th month expecting that 
models represented by smooth functions should be better suited. Detailed results are presented in the Table 2. 

Model Naïve Burr Pareto 

Gompertz-

Makeham 

(c>1) 

Modified 

Gompertz-

Makeham 

(c=0,972) 

Holt 

RMSPE 1.55% 0.88% 0,88% 4.64%  0.89% 0.99% 

First-order residual 

autocorrelation 

coefficient  

-0.059 0.390 0.415 0.976 0.445 0.239 

Table 2. Comparison of fitting of models estimated for months 24-66. Source: own research. 

The results are distinctly better, additionally the autocorrelation of residuals is lower, however it remains sig-

nificant. 

5 Discussion and conclusions 
The fitting of all models is relatively high. The best fitting for the full-length time series, with the problem of 

step changes, was achieved by the model of double exponential smoothing. However, this adaptive model is 

accurate and relatively robust for such situations, it does not explain the nature of the investigated phenomenon. 

The other models, without autoregression component, such as Burr, Pareto and Gompertz-Makeham might be 

useful for better describing and understanding the changes in the investigated phenomenon,  

however – because of the original laws of mortality were formulated to human  

population – they may be not fully adequate for modeling enterprises‘ lifecycles. The omission of certain as-

sumptions in the Gompertz-Makeham model in the presented studies gave positive results. It may indicate the 

occurrence of phenomenon analogous to late-life mortality deceleration, known from other disciplines (see e.g. 
[12]), however that hypothesis requires more detailed research.  

After cutting the second year (months 12-24), containing major step changes from the time series the Holt 

model gives no longer particularly good fitting. The advantage of Holt method is the ability to adapt to abrupt 
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changes, after removing them other models fits are better.  It can be assumed that this is because these models 

take into account the character of the modeled phenomenon. 
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Modelling of slaughter pigs’ prices in the Czech Republic  

using stochastic models 
Ondřej Šimpach1, Marie Šimpachová Pechrová2 

Abstract. Despite that the economic situation in pig meat sector improved in years 

2015 and 2016, second half of 2017 was worse again due to decrease of slaughter pig 

price that tends to be highly volatile. Knowing the future price of slaughter pigs can 

minimize the risks related to the decision-making at pig farms. Hence, the aim of the 

paper is to find optimal model that can be used for modelling and predicting of 

monthly prices of slaughter pigs. Data from 01/1998 to 06/2016 are used to predict 

slaughter pig price for period 07/2016–06/2017. Two types of stochastic models are 

used. First, the development of slaughter pig meat producers’ prices is modelled by 

Seasonal Autoregressive Integrated Moving Averages (SARIMA) model. Conse-

quently, the relations with monthly prices of fodder plants (available only for period 

02/2006–06/2016) are searched using Vector Autoregressive (VAR) model. 

Keywords: SARIMA, slaughter pig price, VAR. 

JEL Classification: C61, C63 

AMS Classification: 62H12 

1 Introduction 

The sector of pork meat production has been in crisis in the Czech Republic (CR) recently. The decline of the state 

of sows is visible since in 1989 due to high competitiveness and cheap imports from abroad. The situation wors-

ened after the entrance of the CR to European Union (EU). Cancelling the import tariffs lead to increased imports 

of live animals and pig meat. The producer’s prices were low and the costs of production high [16]. The most 

important changes since the entrance to the EU happened in the size of the pig farms. The number of farms reduced, 

but their size has increased. This enabled them to adjust their production and achieve the returns to scale [10]. Also 

the price changes of the inputs (feed) cause distortions. For example, during 2014 there has been a high volatility 

in feed prices resulting in high prices for both cereals and compound feeding stuffs (see [9]). The price of slaughter 

pigs is volatile, which affects the decision making on the farm. “Extreme price spike and volatility in agricultural 

commodity prices creates negative effects on macroeconomic instability, posing a threat to food security in many 

countries,” (Bayramoğlu [2]). Like in other sectors, the price is determined based on the agreement between the 

seller and the buyer. However, as Jaile-Benitez, Ferrer-Comalat and Linares-Mustarós [8] noted, “this agreement 

rarely remains stable because it is often reached after unwanted pressures, creating situations of dissatisfaction that 

involve one of the two parties”. Farmers’ bargaining power is lower. The reasons for asymmetric price transmis-

sion in the agro-food chain was examined e.g. by Backus, Falkowski and Fertö [1] using meta-analysis of existing 

studies. 

Modelling and prediction of prices and finding the relations between the developments of various prices had 

been a subject of a long-time examination by many authors. For example, Rumánková [13] used Box-Jenkins 

Autoregressive Integrated Moving Averages (ARIMA) modelling method to project the prices of selected agricul-

tural commodities. She found out that mostly the time series are integrated by the order of 1. Saengwong, Jatuporn 

and Roan [14] also found that the prices of broilers, cattle, duck and hogs are stationary when their first differences 

were taken into account. Their study also modelled the cointegration of price elasticity, searched for causalities 

among prices and forecasted future prices of broiler, cattle, duck and hog in Taiwan by using time series analyses 

(the unit roots, Johansen cointegration, Granger causality and variance decomposition tests). Šimpach [15] ob-

served prices of honey and sugar and found out that “in some years the honey prices and sugar prices have devel-

oped in a similar trend. In this case the change in sugar price had slight delay.” How the agricultural commodity 

prices are influenced by oil prices was studied by Fowowe [7] in South Africa. However, there was no evidence 

of a long-run relationship. Rafiq and Bloch [12] found that there was a non-linear relationship between oil and 

most of 25 commodity prices they examined using linear and nonlinear ARDL models for long-run relations and 

asymmetric Granger causality tests for short-run causalities. Fernandez [6] examined the causalities between four 

US price indices and 31 commodity prices from 1957 to 2011. She found out that “agricultural raw materials 
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(cotton, hides, rubber, and wool), beverages (coffee), food (maize, rice, and wheat), minerals, ores and metals 

(copper), and vegetable oilseeds and oils (groundnut oil and soybean oil) display bidirectional linear and non-

linear feedback effects vis-à-vis price indices”, (Fernandez, [6]). 

In order to examine the current situation and to project future development of prices of slaughter pigs in the 

Czech Republic, univariate and multivariate approaches to the time series analysis are used. Individual time series 

is scrutinized and forecasted by Box-Jenkinson methodology (SARIMA model), and the type of the relations 

among multiple time series is examined by VAR model. Both models are also used for predictions. The paper is 

structured as follows. First, methods and data are described. In the article we are concerned not only with modelling 

of the individual time series, but the relations between particular prices are also examined and future development 

is projected. Next section presents results of both forecasts and compares them. Last section concludes. 

2 Methodology and Data 

There are two groups of methods used for the time series analysis – univariate and multivariate. First, the Box-

Jenkins [3] Seasonal Autoregressive Integrated Moving Average (SARIMA) analysis is applied on time series of 

individual series of price of slaughter pigs. Second, the influence of the price of the feed (short-term relationship) 

is examined using Vector Autoregressive (VAR) model. Both models are diagnostically tested. 

First, the time series is examined by Augmented Dickey-Fuller (ADF) test whether it is stationary or non-

stationary as the analysis of the relationship between time series by VAR model can be done only if they are 

integrated of the same order. There are three types of ADF tests elaborated by Dickey and Fuller [5]: with constant 

and trend, with constant only, and without constant and trend. We applied the last mentioned as (1) 
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where ΔYt is the first difference of the examined variable, t is time, m is the maximum length of the lagged de-

pendent variable, α, β are parameters, and εt is a pure white noise error term. 

Diagnostic of the type of ARIMA model is done by Autocorrelation function (ACF) and Partial Autocorrelation 

function (PACF) that are plotted in order to determine the order p of Autoregressive (AR) process and order q of 

Moving Average (MA) process. Consequently, the appropriate type of the model is identified. AR model, MA 

model, Autoregressive Integrated Moving Average (ARIMA) model, and Seasonal ARIMA (SARIMA) model in 

terms of statistically significant parameters and their ability to explain the correlation structure of the process that 

generated the time series. In case of agricultural prices some seasonality can be expected (due to natural character 

of the agricultural production). Therefore, SARIMA(P, D, Q) (p, d, q) model is chosen and estimated as (2) 
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(2) 

where s marks an order of seasonality. Consequently, fitted models are used to predict the future producers’ price 

of slaughter pig in next 12-month period. Also 95% confidence intervals are elaborated. 

Possible correlation between the time series of the price of slaughter pigs and the price of the main feed of the 

(feed wheat, feed barley, feed oat, and feed maize) are assessed next. It is assumed that they have similar trend and 

are integrated of the same order. They are tested by ADF test (after and before seasonal adjustment) and conse-

quently by Granger test for spurious regression. General VAR(p) model can be written in the form (3) 
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where β is l x 1 dimensional vector of constants, Φi, i = 1, 2, …, m are l x l dimensional non-random matrices of 

AR parameters and εt is l-dimensional process of white noise. In our case, price of slaughter pigs is modelled with 

5 time series (in natural logarithms). The middle projection and projection with 95% confidence intervals are done 

in both models for 12-month period. 

The presence of autocorrelation is tested using Breusch-Godfrey serial autocorrelation LM test with H0: There 

is no serial autocorrelation. If the calculated value of the test exceeds the tabled test criterion from Fisher and χ² 

distribution H0 is rejected and there is autocorrelation. Heteroscedastity is tested by Autoregressive Conditional 

Heteroscedasticity (ARCH) test where is H0: There is no heteroscedasticity present. The test is also using Fisher 

and χ² critical values. Normality is tested by Jarque-Bera test with H0: The residues are normally distributed and 

value is compared to critical value of Jarque-Bera distribution. All tests are done at 0.05% level of significance. 
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Data were taken from database at http://www.agris.cz. Originally, the frequency of slaughter pigs’ prices was 

weekly, but as the prices of feed were available only on the monthly bases, they were transformed on monthly data 

by calculating the monthly average. There were 222 observations in period from 01/1998 to 06/2016 for slaughter 

pig price used for SARIMA model. The prices of fodder wheat, fodder barley, fodder oats, and fodder maize were 

available from 02/2006 to 06/2016 and therefore the VAR model worked with 125 observations only. The projec-

tions are compared with real price development from 07/2016 to 07/2017. Calculations were done in EViews 8. 

From Figure 1 and Table 1 can be seen that the highest price was around 07/2001 (47.75 CZK/kg). Year 2001 

was almost the only one when the prices were higher than 40 CZK/kg. Average price in this year was also the 

highest from the whole observed period. The prices were fluctuating around 32.33 CZK/kg (arithmetic mean). 

Over half time, the price was higher than 32.10 CZK/kg, but in 25% of cases lower than 29.32 CZK/kg or higher 

than 35.07 CZK/kg. On the other hand, the lowest price (23.42 CZK/kg) was noted in 03/1999, but on average the 

lowest prices were so far noted during the first six months of year 2016. Almost similar situation was in year 2010. 

The prices usually decrease on the turn of the New Year (only exceptions are 1998/1999, 2002/2003, 2010/2011). 

“At the beginning of each year, price of pork usually decreases as many households save after the Christmas. Part 

of consumers is also trying to fulfil New Year's resolutions about loss of weight and healthy lifestyle and the 

consumption and the prices are decreasing.” (Brož, [4]) 

 

Figure 1 Development of slaughter pigs price [CZK/kg] (01/1998–*06/2017); Source: own elaboration 

 

Year Price  Year Price Year Price Year Price 

1998 34.48  2003 30.34 2008 31.08 2013 34.51 

1999 30.75  2004 32.65 2009 30.34 2014 33.57 

2000 35.43  2005 32.87 2010 27.51 2015 29.58 

2001 43.62  2006 31.65 2011 29.55 2016 30.31 

2002 33.00  2007 29.16 2012 34.01 2017* 33.48 

Table 1 Development of slaughter pigs price [CZK/kg] (01/1998–*06/2017); Source: own elaboration 

Regarding the prices of fodder wheat, barley, oats and maize, they developed almost equally during the ob-

served period. They were increasing since 2006 until 2008, when due to the financial crisis experienced steep 

decrease. The highest average prices were in year 2013. In the first half of 2016 they stabilized on higher level 

than a decade ago. The trend of the development of average prices is almost similar to the development trend of 

slaughter pigs price, hence, there might be correlation and certain type of short-term relationship. 

3 Results and Discussion 

First, the prices of slaughter pigs were modelled individually by Box-Jenkinson methodology – SARIMA model 

and further used for prediction. Second, VAR model was estimated and used for price prediction. 

The price of slaughter pigs was modelled individually by Box-Jenkins methodology after the diagnostics by 

ACF and PACF functions. The results of the model together with verification tests are displayed in Table 2. F-test 

revealed that the time series is seasonal. After testing, it was found that the most suitable model is 

SARIMA(1,0,1)(0,0,1)c. The time series is stationary and with autoregressive term AR of the degree of 1. The 

price depends on the price one month ago. MA is of the first order in non-seasonal version of the model and of the 

first order in seasonal version. Autocorrelation of residues was also rejected by Durbin-Watson and Breusch-God-

frey tests, but the residues were not normally distributed and constant and finite, hence, the HAC errors were used. 
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Variable  Coeff. (Std. error) Prob.     

β 32.139 (1.217) ***   

AR(1) 0.8060 (0.061)***   

MA(1) 0.3870 (0.074)***   

SMA(12) 0.4530 (0.143)***   

Model diagnostic  Breusch-Godfrey Serial Correlation LM Test: 

R2 0.846 F-statistic 1.267 

Adjusted R2 0.844 Prob. F [2,215] 0.284 

F-statistic 397.039*** Obs* R2 2.572 

Durbin-Watson statistic 2.049 Prob. χ² [2] 0.276 
*** statistically significant at α = 0.01 

Table 2 Price of slaughter pigs: SARIMA(1,0,1)(0,0,1)c model Source: own elaboration 

The results of projection are displayed at Figure 2. The maximum price is expected to be 32.16 CZK/kg and 

in 10/2016 and minimum price 30.02 CZK/kg in 03/2017. Upper bound of the 95% confidence interval follows 

the trend of the middle prediction. There is also a peak in 10/2016 (39.20 CZK/kg) and minimum in 03/2017 (38.02 

CZK/kg). Lower bound shows deep decrease to 30.02 CZK/Kg in 03/2017, but such low price has not been 

achieved in at any time during the observed period and hence it is not probable. 

VAR model examined short-time relationship between the development of producers’ prices of slaughter pigs 

and their possible determinants: the price of fodder wheat, barley, oat and maize. Fisher test for seasonality found 

that barley is non-seasonal, wheat, oat and maize are seasonal and were seasonally adjusted. Individual ADF mod-

els with constant revealed that each time series is non-stationary and stationary of the first order. Residues of 

Granger spurious regression test are stationary at 0.05 level of significance. Hence, the regression among variables 

is not spurious. All prices of fodder plants Granger cause the price of slaughter pigs. Therefore, all are included in 

VAR model and we obtain VAR model of the 6th grade (lag = 6). Results of the VAR model are presented in 

Table 3. There is no serial autocorrelation of the residues and no heteroskedasticity, but due to length of time 

series, the residues are not normally distributed. 

The price of slaughter pigs depends on itself at first and third lag. Then it is dependent on the price of maize 

with two and three lags, price of oat at first, second lag, price of wheat at first, fifth and even sixth lag, price of 

barley at first and third lag. All fodder prices depend on the price of fodder wheat at first lag. Wheat as it can be 

stored for long time can also influence the prices up to half a year later (fourth, fifth, sixth lag). Price of oat is 

important only up to third lag, and maize up to forth lag. The least important is price of barley that depends only 

on its price one month ago and influences only the price of slaughter pigs. Impulse was statistically significant in 

case of all fodder plants with exception of wheat. This dummy variable took value of 1 at 06/2013 when there was 

a significant change in price. The price of fodder oat was almost twice higher as month before (4518 CZK/t) and 

after (4427 CZK/t). Price of maize was lower (4292 CZK/t) in 06/2016 than in 05 (5373CZK/t) or 07 (5210 CZK/t). 

Price of barley decreased from 5008 CZK/t in 05 to 4766 CZK/t in 06 and continued to decrease. Similar situation 

was with maize that decreased from 5505 CZK/t in 05 to 5306 CZK/t in 06/2013. 

Predicted values o slaughter pig price are given at Figure 2. The middle variant suggests slight increase to 

30.50 CZK/kg in 08/2016, but the price will decrease again on 29.50 CZK/kg in 10/2016. Then it should slightly 

increase on 29.94 CZK/kg at 12/2016 and decrease again on 29.54 CZK/kg one month later. Then there is no 

significant change, only slight increase on 29.93 CZK/kg at the end of the projected period 06/2017. Lower bound 

suggests pessimistic development that the price will decrease from 28.62 CZK/kg down to 24.58 CZK/kg in 

06/2017. In 10, 11/2016 the price shall be the same 26.11 CZK/kg and then increase on 26.29 CZK/kg. However, 

further decrease is predicted. Upper bound is an optimistic variant starting from 31.58 CZK/kg in 07/2016 and 

increasing up to 35.29 CZK/kg. There shall be only little stagnation of the trend between 08-10/2016. Otherwise 

the price should continually rice. 

Middle variants predicted by SARIMA and VAR model suggest slight increase and then slight decrease of the 

price of slaughter pigs to the minimum. The prices finally rise at the end of the period. In case of SARIMA model, 

the price might raise to 32.16 CZK/kg in 10/2016 and 32.00 CZK/kg in 06/2017. VAR model predicts the highest 

price 30.50 CZK/kg in 08/2016. It is a general rule that if in the VAR model, the variables are Granger caused by 

each other, the confidence intervals are smaller. The confidence intervals in VAR models are almost two times 

narrower than in the case of SARIMA model. While the difference between prices projected by SARIMA is be-

tween 7.08 and 16.02 CZK/kg, VAR model predicts the difference only between 2.96 and 10.71 CZK/kg. Hence, 

the theoretical expectations were confirmed. 

Modelling of slaughter pigs’ prices in the Czech Republic using stochastic models

542



Prices of pigs maize oat wheat barley 

Variable Coeff. (SE) Prob. Coeff. (SE) Prob. Coeff. (SE) Prob. Coeff. (SE) Prob. Coeff. (SE) Prob. 

pigs (-1) 1.000 (0.108)*** 31.055 (38.941) -12.052 (30.589) 33.208 (29.789) -15.811 (29.681) 

pigs (-3) -0.324 (0.149)** 66.890 (53.579) -24.511 (42.087) 31.396 (40.987) 19.488 (40.839) 

maize (-1) -0.001 (0.000) 0.321 (0.113)*** -0.031 (0.089) -0.002 (0.087) -0.133 (0.086)* 

maize (-2) -0.001 (0.000)** 0.262 (0.111)*** 0.085 (0.087) 0.527 (0.085)*** 0.056 (0.084) 

maize (-3) 0.001 (0.000)** 0.006 (0.136) -0.037 (0.106) -0.493 (0.104)*** -0.090 (0.103) 

maize (-4) -0.000 (0.000) -0.066 (0.143) 0.253 (0.112)** 0.160 (0.109)* -0.084 (0.109) 

oat (-1) 0.001 (0.000)*** 0.369 (0.122)*** 0.530 (0.096)*** 0.079 (0.093) 0.185 (0.093)** 

oat (-2) 0.001 (0.000)*** 0.149 (0.113)* 0.248 (0.089)*** 0.292 (0.086)*** 0.026 (0.086) 

oat (-3) -0.000 (0.000) -0.323 (0.124)*** -0.182 (0.097)** -0.336 (0.095)*** -0.091 (0.094) 

wheat (-1) -0.001 (0.000)*** 0.484 (0.142)*** 0.386 (0.112)*** 0.998 (0.109)*** 0.264 (0.108)*** 

wheat (-4) 0.000 (0.001) 0.007 (0.191) -0.040 (0.150) -0.143 (0.146) 0.519 (0.145)*** 

wheat (-5) -0.001 (0.001)* -0.010 (0.241) -0.610 (0.190)*** 0.051 (0.185) -0.639 (0.184)*** 

wheat (-6) 0.002 (0.001)*** 0.154 (0.230) 0.485 (0.165)*** 0.097 (0.161) 0.218 (0.160)* 

barley (-1) -0.001 (0.000)* 0.009 (0.153) 0.106 (0.120) 0.130 (0.117) 0.501 (0.116)*** 

barley (-3) 0.001 (0.001)*** -0.041 (0.164) 0.128 (0.129) 0.069 (0.125) -0.047 (0.125) 

IMP (dummy) -3.806 (1.534)*** -1068.603 (551.874)** 1505.897 (433.504)*** 176.288 (422.170) -648.559 (420.642)* 

Model diagnostic  

R2  0.934  0.925  0.928  0.958  0.957 

Adj. R2  0.912  0.899  0.903  0.944  0.942 

F-statistic  41.568  35.995  37.723  67.084  64.657 

Table 3 Price of slaughter pigs: VAR model; Source: own elaboration 

Lower bound of SARIMA prediction suggests pessimistic development that the price will decrease even on 

22.02 CZK/kg in 03/2017, but it has never been so low before. VAR model minimum is 24.58 that is more realistic. 

Upper bound of SARIMA model supposes the increase from 34.77 CZK/kg in 07/2016 up to 40.01 CZK/kg eleven 

months later while VAR model projects the highest price of 35.29 CZK/kg. Both models are realistic, as the max-

imum price achieved was 47.75 CZK/kg, despite that it was already in year 2001. The difference between projected 

and real values was the lowest in case of upper bound of VAR model confidence interval. The second-best projec-

tion measured by the variance was middle SARIMA projection. 

 

    

Figure 2 Predictions of producers’ prices of slaughter pigs based on SARIMA model (left) and VAR model 

(right); Source: own elaboration 

Models of Box-Jenkins methodology, ARCH or VAR models are suggested by many researchers to be used 

for projection of prices of agricultural commodities (see e.g. [11]). The research of Jaile-Benitez, Ferrer-Comalat 

and Linares-Mustarós [8] can provide comparable results to ours. The authors searched for the determinants (ex-

planatory variables) of price of the pork and tried to quantify their weights (degree of influence) using fuzzy logic. 

They found that the variable influencing the price and their weights are cyclical and suffer variations in the course 

of events. We suggest using VAR model as it provided better results even when shorter time series was available. 

Besides, using more related time series enables to test the causality between variables (see e.g. study of Saeng-

wong, Jatuporn and Roan [14]).  

4 Conclusion 

Analysis of the agricultural products’ price volatility and trend forecasting are necessary to formulate and imple-

ment business strategies of agricultural holdings and for policy-making. Therefore, the aim of the paper was to 

find the optimal model for modelling and predictions of monthly prices of slaughter pigs. Producers’ price was 

modelled by Autoregressive Integrated Moving Averages (ARIMA) models (time series from 01/1998 to 06/2016) 
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and by Vector Autoregressive (VAR) model in relation with prices of fodder plants (data from 02/2006 to 

06/2016). Predictions are done for 12 months (until 06/2017). 

The lower bound of SARIMA model of slaughter pigs’ prices is too pessimistic, while according to VAR, the 

results are more probable. Middle and upper bound projections are again lower in case of VAR model, but feasible 

in both cases. SARIMA predicts the middle variant in interval 30.02 CZK/kg to 32.16 CZK/kg and VAR from 

29.50 CZK/kg to 30.50 CZK/kg. Despite that the time series in the case of VAR models is eight years shorter than 

in case of SARIMA, the prediction in case of slaughter pigs is realistic and usable and we suggest using VAR 

model, where the upper bound values were the closest to the reality. Also, the variance of middle projection was 

not high. However, the second lowest difference between reality and projection was found in case of middle pro-

jection done by ARIMA model. 
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The order of contacts to be called after an emergency situation 
- fuzzy multicriteria decision-making approach 

Michal Škoda1, Helena Brožová2 

Abstract. This article deals with a quantitative support of decision-making in emer-
gency management in order to select and organize emergency contacts according to 
their importance in relation to the possible consequences of an emergency situation. 
The decision support model is primarily designed to meet the needs of gas distribution 
dispatch centres. However, it can be applied to other sectors as well. With regard to 
the limited information that the employee of dispatch centre has available immediately 
after the emergency, the entire system is designed to work with vague input data. The 
used model is designed as a multicriteria decision-making model with fuzzy evalua-
tion. 
The initial step of the process starts with the evaluation of the severity of all possible 
threats using fuzzy scale. For each threat a list of possible contacts with their im-
portance is created. When an emergency situation occurs, the severity of the threats 
resulting from the current situation is evaluated on the fuzzy scale. Then the synthesis 
of the default and current evaluation of the threats importance take a place. After that 
the importance of individual contacts is calculated and lexicographically arranged. 
The summary of these steps is the overall functional model for the decision support. 

Keywords: Fuzzy number, linguistic scale, contacts, emergency situation, dispatch 
centre. 

JEL Classification: C44, D70 
AMS Classification: 90B50, 62C86 

1 Introduction 
According to Steiner, Nussbaumer and Albert [4], decision-making is a key aspect of managing emergency situa-
tions and a successful response to an emergency situation depends highly on whether decisions are taken in an 
effective and timely manner. Emergencies represent a decision-making environment characterized mainly by high 
complexity due to the large number and interdependence of variables, dynamics, uncertainty and non-transparency 
of the whole situation, excessive information or lack of information, time pressure, risk, plurality of goals and 
involvement of multiple entities. Therefore, it is useful to work with fuzzy mathematics and multi-criteria decision 
making methods. 

Sometimes a really critical situation may occur during which even an extremely capable and experienced employee 
make a mistake. For instance, who would you call first during a cyber attack on a gas high-pressure transfer station? 
National Office for Cybernetics and Information Security? Network manager? Fire Department? Of course, dis-
patchers and other key employees are trained for such situations, but an emergency is an emergency. One never 
knows what can happen, how he/she will react, whether he/she will panick, whether he/she correctly evaluate all 
criteria, etc. The model that is described below aims to help the dispatcher and other employees in such situations, 
to streamline the situation and guide the employee to its evaluation. Thanks to this evaluation the model creates a 
structured list of emergency contacts that should be most appropriate for the situation. The whole model will work 
with vague terms to make it as user-friendly as possible. The vague description of an emergency event is usually 
all that dispatchers have at the first moments of an emergency. 

According to Ye, Dai and Qiu [6], the use of the fuzzy set theory for emergency response has been proven to be 
useful as well as the use of decision support systems with the flexible organization of their functions and reuse of 
the functions. These topics are now one of the central topics in theoretical research and applications in the decision 
support system for an emergency situation. Yoon, Velasquez, Partridge and Nof [7] also state that the decision 
support systems will be a key tool for improving the efficiency of the emergency management. This article wants 
to contribute to this trend.  

                                                           
1 Czech University of Life Sciences Prague, Department of Systems Engineering, Kamycka 129, Prague, Czech 
Republic, mskoda@pef.czu.cz. 
2 Czech University of Life Sciences Prague, Department of Systems Engineering, Kamycka 129, Prague, Czech 
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In the environment of gas distribution companies, the first one who finds out about an emergency situation is 
usually a dispatcher, who should evaluate the situation and respond adequately to it. It also means that all the 
relevant persons and authorities, such as for example members of the emergency commission, the fire brigade, the 
Energy Regulatory Office (ERO), etc., should be informed as soon as possible. Model which is described in this 
article should be able to help a dispatcher to make a quick and effective decision regarding emergency contacts to 
call and in what order. 

The aim of this article is to design a simple model based on fuzzy tools and multicriterial decision making method, 
with output of a set of emergency contacts, ranked by importance in relation to the specific emergency situation. 

The structure of the article is as follows: the second chapter describes the used tools of fuzzy mathematics and the 
method of multicriteria decision-making. The third chapter describes the proposed model (a basis of proposed 
decision support system), and the fourth chapter provides an example of a specific use of the system. In conclusion, 
the proposed model and results are evaluated. 

2 Method for decision-making in emergency situations 
The proposed model is based on multicriteria decision-making method, especially on the lexicographic method 
and the evaluation using fuzzy linguistic scales. 

2.1 Fuzzy Linguistic Scale 

Within the evaluation of the individual elements of the model the different types of linguistic fuzzy scales will be 
used. There is a huge number of different linguistic scales. The main division of linguistic scales is into even scales 
and uneven scales. Furthermore, the scales can be divided into two-part scale, three-part scale, etc. [8].  

For the purposes of classifying some specific emergency situations a six-part uneven scale will be used. The reason 
for choosing this particular scale is to avoid the center value. This corresponds with a large gap between the 3rd 
and 4th point (Figure 1). The intention is to divide the values into "worse than center" and "better than center". 
The details about the six-point scale are given in the Table 1 and Figure 1. 

Linguistic term Shorcuts Fuzzy number 

Very High VH (0,9, 1, 1, 1) 
High H (0,7, 0,8, 0,9, 1) 
Moderately High MH (0,4, 0,6, 0,7, 0,8) 
Moderately Low ML (0,2, 0,3, 0,4, 0,6) 
Low L (0, 0,1, 0,2, 0,3) 
Very Low VL (0, 0, 0, 0,1) 

Table 1 Six-point scale  
Figure 1 Six-point scale 

The scale to be used to categorize emergency contacts, more precisely to identify the importance of individual 
contacts depending on the threat involved, is a five-point uneven scale. The scale was chosen based on the as-
sumption that people in their evaluation tend to move in their choices to the center of the scale and try to avoid 
extreme values. The membership function is slightly modified for this scale, taking into account that if the evalu-
ator chooses an extreme value, he is presumed to be more certain by his choice than the evaluator who chooses the 
mean value. This means that on this scale the greatest uncertainty have the center values and with the approach to 
extreme values, the uncertainty decreases and at the extreme value is the uncertenty minimal [8]. The graphical 
representation of the scale is shown in Figure 2. This five-point scale will also be used to determine the importance 
of each threat type. The five-point scale will include the following degrees of importance of the contacts and their 
corresponding fuzzy number (Table 2, Figure 2). 

Linguistic term Shorcuts Fuzzy number 

Very Important VI (0,8, 0,9, 1, 1) 
Important I (0,6, 0,7, 0,8, 0,9) 
Moderately Important MI (0,3, 0,4, 0,6, 0,7) 
Slightly Important SI (0,1, 0,2, 0,3, 0,4) 
Not Important NI (0, 0, 0,1, 0,2) 

Table 2 Five-point scale 
 

Figure 2 Five-point scale 

The proposed fuzzy scales will be represented by trapezoidal fuzzy numbers ���� � ���, ��, �	, �
�, where  
�1 � �2 � �3 � �4. For the membership function ���� applies [2]: 
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For the model purposes we need to add and multiply fuzzy numbers and rank fuzzy numbers. If we have two fuzzy 
numbers � and � the addition of fuzzy numbers � and � is defined by the formula [5]:   

 (� +)(!) = "#$%&�'%�(�), �(())|� + ( = !, �, ( ∈ +) (2) 

Multiplication of fuzzy numbers � and � is defined by the formula [5]:  

 (� × �)(!) = "#$%&�'%�(�), �(())|� × ( = !, �, ( ∈ +) (3) 

The ranking of fuzzy numbers within the proposed model is based on the ranking of their centers of gravity. 
Suppose �(�) is a trapezoidal fuzzy number that is determined by four points (��, ��, �	, �
). Then for the center 
of gravity  -�(�) of fuzzy number �(�), the following applies: 

 -�(�) =
1

3
∙
�4
2 + �3

2 − �2
2 − �1

2 + �4�3 − �2�1

�4 + �3 − �2 − �1
 (4) 

If 	� and � are fuzzy numbers and if  -� ≤ -� holds, the fuzzy number � is smaller than fuzzy number � due to 
their center of gravity, we say that � ≤ � [5]. 

2.2 Lexicographical ranking method 

The lexicographic method is generally based on the principle that the greatest influence on the choice of the most 
important variant has the most important criterion. Only when there are several variants that are equally ordered 
according to the most important criterion, then the second most important criterion is considered. If we cannot 
organize variants by the second most important criterion, then comes the third most important criterion etc. The 
algorithm stops when a complete arrangement is found or when all the criteria are used [1]. 

2.3 Fuzzy multicriteria model for emergency contact ranking 

Determination of general significance of individual types of threat 

The first and essential step in this model is the identification of basic types of threats for the possible emergency 
scenarios. For the purposes of the dispatchers of the gas distributors dispatch centers the selected types of threats 
may be for example life threat, health threats, property threat, environmental threats etc. 

In the second step it is necessary to determine the general severity of each type of threat by using the five-point 
fuzzy scale described in Table 2. The importance of each type of threat may change frequently. For example, the 
threat of gas supply has a different importance in summer, when the gas consumption is generally lower, than in 
winter, when the gas consumption is significantly higher thanks to the heating plants and boiler rooms.  

Determining the importance of individual contacts within individual threat types 

The next step consist of identification of the relevancy of the emergency contacts, which the company usually has 
in document such as Crisis Preparedness Plan or the Emergency Plan. The importancy of these selected emergency 
contacts must always be evaluated within a specific threat by using the five-point scale described in Table 2. 

Classification of a specific emergency situation 

In case that an emergency situation take a place, the specific severity of each type of threat has to be evaluated. 
This evaluation is made by using the six-point fuzzy linguistic scale described in Table 1.  

An alternative evaluation of the importance of individual types of threat can be done directly in one step within 
the classification of a specific emergency situation, but it would be less user-friendly, because the decision-maker 
has to to take into account several different aspects at once. 
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Ranking of contacts 

Once the individual contacts are assigned to the fuzzy categories, the significance of the individual types of threat 
are determined and a specific emergency situation is classified, we have everything necessary to create a ranked 
list of emergency contacts. 

Step 1: The first step is to determine the overall preference of the threat synthezing the general and the specific 
severity of the individual threats. This is done by multiplying (Formula 3) the general severity of a type of threat 
and the specific severity of a type of threat given by the specific emergency situation. 

The overall preference of the individual threats can also serve as an indicator of the criticality of the given situation. 
The higher maximum value of the center of gravity (Formula 4) of the overall threats severity is, the more serious 
the emergency situation is and vice versa. 

Step 2: The second step is calculation of the importancy of emergency contacts within the particular threat multi-
plying the calculated overall threat severity with individual contact preferences. The result will be preferences 
expressed as fuzzy numbers assigned to each contact according to the individual threat types. To order these emer-
gency contacts, it is necessary to convert their fuzzy evaluation to real numbers. This is done by calculating their 
center of gravity (Formula 4). 

Step 3: The final arrangement of emergency contacts based on their importance in terms of individual threats is 
based on the lexicographic method, which is based on the ranking of the importance of the individual contacts 
across the individual threats. All the centres of gravity of fuzzy evaluation of each emergency contact are first 
sorted from the largest to the smallest for each contact. Now the emergency contacts are ranked based on the 
ranked center of gravity values using lexicographic method. If the result is only partial ranking, the contacts with 
the same preferences are considered to be equivalently important and therefore their order can be determined 
randomly [3]. 

Model structure  

The Table 3 provides the overview of model construction and application. The table is divided into three sections. 
Into the first one (light grey) the initial general evaluation or data are filled in. The second part (medium gray) 
contains the specific evaluation of the actual emergency situation. The third part of the model (dark grey) consist 
of model results. 
 

  Threats 

  T1 T2 T3 …  

Initial evaluation 

General severity     

Emergency contacts     

C1     

C2     

…     

Specific evaluation 
Emergency situation     

Specific severity     

Model calculation 

Overall severity     

Emergency contacts     Lexicographic ranking 

C1         

C2         

…         

Table 3 Model schema 

3 Case study 
The designed model for ranking a list of emergency contacts immediately after the beginning of an emergency 
situation was applied to the environment of one of the three major gas distributors in the Czech Republic. For the 
purposes of this article the fictive scenario below was given: 
 
A construction company disrupt a high-pressure gas pipeline. The gas started to leak and burn intensively in 
an inhabited area. 
 
Based on the scenarios available to the dispatching center of the selected distribution company, seven basic types 
of threats have been identified. The degree of general severity of identified types of threats has been determined 
by employees involved in crisis management through fuzzy terms (Table 4). 
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Type of 
Threat 

Life Threat Health Threat 
Threat to Gas 

Supplies 
Threat to 
Property 

Cyber Threat 
Enviromental 

Threat 
Threat to 

Reputation 
 LT HT TGS TP CT ET TR 

General 
severity 

Very 
Important 

Very  
Important Important Important Moderately 

Important 
Moderately 
Important Slightli Important 

Fuzzy Scale (0,8, 0,9, 1, 1) (0,8, 0,9, 1, 1) (0,6, 0,7, 0,8, 0,9) (0,6, 0,7, 0,8, 0,9) (0,3, 0,4, 0,6, 0,7) (0,3, 0,4, 0,6, 0,7) (0,1, 0,2, 0,3, 0,4) 

Table 4 Identified threats and their general severity 

Base on study of the company's internal documents, a total of 25 key emergency contacts were identified, which, 
depending on their nature, were assigned to individual types of threats and were evaluated in cooperation with 
the distribution company. For instance, in Table 5 the first ten selected emergency contacts are listed with their 
importance with regard to appropriate threat type. 
 

Emergency contacts LT HT TGS TP CT ET TR 

Call centre - - I - I - I 
Czech Environmental Inspectorate - - - - - SI - 
Czech Radio - - SI - - - MI 
Member of Emergency Commission I. SI SI I I I SI MI 
Member of Emergency Commission II. SI SI I I I SI MI 
Member of Emergency Commission III. SI SI I I I SI MI 
Dispatch Center of innogy - - SI - SI - - 
ERO - - MI - - - SI 
Fire Brigade VI VI VI VI - VI - 
Office of the Board NI NI NI NI NI NI MI 

Table 5 Identification, assigment and evaluation of importancy of the selected contacts 

Step 1: The given emergency situation was evaluated by the employee of the company as follows in Table 6. 
 

Type of 
Threat 

Life Threat 
Health 
Threat 

Threat to Gas 
Supplies 

Threat to 
Property 

Cyber Threat 
Enviromental 

Threat 
Threat to 

Reputation 

General 

severity 
Moderately High Very High High High Very Low Low High 

Fuzzy Scale (0,4, 0,6, 0,7, 0,8) (0,9, 1, 1, 1) (0,7, 0,8, 0,9, 1) (0,7, 0,8, 0,9, 1) (0, 0, 0, 0,1) (0, 0,1, 0,2, 0,3) (0,7, 0,8, 0,9, 1) 

Table 6 Specific severity of the emergency situation 

Step 2: The overall threat preference is calculated for the individual threats based on the specific situation. The 
calculation of this preference is based on fuzzy terms, respectively based on their fuzzy numbers. As stated in 
Chapter 2.3, this will be done by multiplying the general fuzzy evaluation of the type of threat and specific fuzzy 
evaluation of the threat for the specific situation. The resulting severity are listed in the Table 7: 
 

Type of 
Threat 

Life Threat 
Health 
Threat 

Threat to Gas 
Supplies 

Threat to 
Property 

Cyber Threat 
Enviromental 

Threat 
Threat to 

Reputation 

Fuzzy Scale 
(0,32, 0,54, 0,70, 

0,80) 
(0,72, 0,90, 
1,00, 1,00) 

(0,42, 0,56, 0,72, 
0,90) 

(0,42, 0,56, 0,72, 
0,90) 

(0,00, 0,00, 0,00, 
0,07) 

(0,00, 0,04, 0,12, 
0,21) 

(0,07, 0,16, 0,27, 
0,40) 

Table 7 The overall severity of the emergency situation 

Step 3: Subsequently, the overall preference for each threat is multiplied by the importance of contacts that belong 
to the appropriate threat type. The resulting fuzzy numbers pertaining to the individual contacts are defuzzyfyed 
through the center of gravity. The results of this step are shown on the 5 most important and 5 less importatnt 
contacts in Table 8. 
 

 According to the threats severity According to the centers of gravity values 

Contacts LT HT TGS TP CT ET TR MAX1 MAX2 MAX3 MAX4 MAX5 MAX6 MAX7 

Fire Brigade 0,556 0,839 0,615 0,615 - 0,093 - 0,839 0,615 0,615 0,556 0,093 - - 
Medical Service 0,556 0,839 - - - - - 0,839 0,556 - - - - - 
Emergency 
Commission 0,461 0,687 0,615 0,615 0,023 0,093 0,219 0,687 0,615 0,615 0,461 0,219 0,093 0,023 

Gas Emergency 
Service 0,461 0,687 0,615 0,615 0,016 0,081 - 0,687 0,615 0,615 0,461 0,081 0,016 - 

Police 0,556 0,687 - 0,615 - - - 0,687 0,615 0,556 - - - - 

⋮               

Call centre - - 0,511 - 0,021 - 0,186 0,511 0,186 0,021 - - - - 
OTE - - 0,356 - - - 0,135 0,356 0,135 - - - - - 
ERO - - 0,356 - - - 0,072 0,356 0,072 - - - - - 
Ministry of  
Industry - - 0,356 - - - 0,072 0,356 0,072 - - - - - 

ÚAMK 0,169 0,238 - 0,067 - - 0,072 0,238 0,169 0,072 0,067 - - - 

Table 8 Ranked contacts with the centers of gravity values 
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The final ranked list of the first 10 contacts that arose based on the lexicographic ranking of the centres of grav-
ity is given in Table 9. 
 

1. Fire Brigade 6. Vice-Chairman of Emergency Commission 
2. Medical Service 7. Member of Emergency Commission I. 
3. Chairman of Emergency Commission 8. Member of Emergency Commission II. 
4. Gas Emergency Service 9. Member of Emergency Commission III. 
5. Police 10. Spokesman of the Company 

Table 9 The final order of the first ten contacts 

4 Conclusion 
The model that generates the ranked list of contacts fulfilled the goal and the expectations of the employees in-
volved in emergency management in the company.  
The illustrative example and its results confirms the usability of the Operational Research tools in very specific 
decision-making areas as emergency management. It is shown that fuzzy evaluation using appropriately chosen 
fuzzy linguistic scales and multi-criteria approach to choosing the most appropriate decision are very useful and 
provide the desired results. 
According to the interviewed senior employees, the model may be suitable especially for new and less experi-
enced employees. The necessary time to open the model and fill in the required data was the main weakness for 
them. Based on this remark, we can say that with increasing numbers of contacts, which may be used during an 
emergency and with variability in their arrangement, the benefit arising from using this model is growing. On the 
other hand, despite this remark, we can say that the showed example confirms the possibility of using this model 
in practice as a basis of potential decision-support system in the early stages of the emergency situation. 
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Two Algorithms for Risk-averse Reformulation of Multi-stage
Stochastic Programming Problems

Martin Šmı́d1, Václav Kozmı́k2

Abstract. Many real-life applications lead to risk-averse multi-stage stochastic prob-
lems; therefore effective solution of these problems is of great importance. Many
tools can be used to their solution (GAMS, Coin-OR, APML or, for smaller prob-
lems, Excel); it is, however, mostly up to researcher to reformulate the problem into
its deterministic equivalent. Moreover, such solutions are usually one-time, not easy
to modify for different applications.
We overcome these problems by providing a front-end software package, written in
C++, which enables to enter problem definitions in a way close to their mathemat-
ical definition. Creating of a deterministic equivalent (and its solution) is up to the
computer.
In particular, our code is able to solve linear multi-stage with Multi-period Mean-
CVaR or Nested Mean-CVaR criteria. In the present paper, we describe the algorithms,
transforming these problems into their deterministic equivalents.

Keywords: Multi-stage stochastic programming, deterministic equivalent, multi-
period CVaR, nested CVaR, optimization algorithm.

JEL classification: C44
AMS classification: 90C15

1 Introduction
Generally, adding risk measures into decision problems destroys their favourable properties such as convexity
and linearity. The CVaR risk measure, however, is an exception because it may be reformulated as a convex
minimization problem [2], which can be linearised if the underlying distribution is discrete with finite number of
atoms. It follows that the favourable properties of CVaR are inherited by the Mean-CVaR risk criterion (see e.g.
[4]). Consequently, Mean-CVaR decision problems with convex or linear payoff and constraint functions may be
reformulated as convex ones, linear ones, respectively. In the present paper, we do the same in the dynamic case.
In particular, we show how to preserve convexity/linearity of multi-stage stochastic programming problems with
the Multi-period Mean-CVaR criterion or the Nested Mean-CVaR criterion (see [3] for more about these and other
dynamic risk measures).

2 Multistage Stochastic Programming Problem
Let T ≥ 0. We define T+1-stage Stochastic Programming Problem as

min
xk∈Xk0≤k≤T

ρ
(
f0(ξ0, x0), . . . , fT (ξT , xT

)
), (1)

Xk = Xk(ξk, x̃k−1) =
{
xk ∈ Rdk , xk ∈ Fk : xk ∈ Rk(ξk), gk(ξk, xk)Q

k
0 a.s.

}
.

Here, ξ = (ξ0, . . . , ξT ) is a random process taking values in Rn0 ×· · ·×RnT with ξ0 deterministic, F0, . . . ,FT is
its induced filtration. Further, for each 0 ≤ k ≤ T , dk is a deterministic constant. For each 0 < k ≤ T , we define
xk = (x̃k−1, xk), where x̃k−1 is a sub-vector of xk−1, and we put x0 = x0; symbol ξk is defined analogously.
For each 0 ≤ k ≤ T and each feasible xk, fk(•, xk) is a measurable function such that E|fk(ξk, xk)| < ∞, and
gk is a rk−vector of functions, each of which is non-constant in xk and measurable in ξk; here, rk ∈ {0, 1, . . . } is
ξk-measurable. Further, for each 0 ≤ k ≤ T,, Qk is a ξk-measurable rk−vector of symbols from {=,≤,≥} and
Rk is a Cartesian product of dk closed ξk-measurable intervals. Finally, ρ is a real (risk) functional on the space
of integrable random variables which can be the expected sum

ρ = ρE, ρ(Z0, . . . , ZT ) =

T∑

k=0

EZk,

1Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věžı́ 4,
Praha 8, Czech Republic, smid@utia.cas.cz

2Institute of Information Theory and Automation of the Czech Academy of Sciences, Pod Vodárenskou věžı́ 4,
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the Multi-period Mean-CVaR

ρ = ρmλ,α ρmλ,α(Z0, . . . , ZT ) = Z0+

T∑

k=1

ρλ,α(Zk|Fk−1), ρλ,α(Z|F) = [(1− λ)E(Z|F) + λCVaR(Z|F)] ,

where 0 ≤ λ, α ≤ 1, or the Nested Mean-CVaR

ρ = ρnλ,α ρnλ,α(Z0, . . . , ZT ) = ρλ,α(ρλ,α(. . . ρλ,α(

T∑

k=0

Zk|FT−1) . . .F1)|F0),

where 0 ≤ λ, α ≤ 1.

3 Reformulation of the Risk-Averse Problems
If ρ = ρE and f0, . . . , fT are convex or linear, then so is ρ. Specially, if ξ is discrete with a finite number of atoms
and all the f ’s and g’s are linear, then the deterministic equivalent of (1) is a linear programming problem.

If ρ = ρm then, by Proposition 1 (i) (see Appendix), problem (1) may be reformulated as

min x0,...,T∈X0,...,T ,,u0,...,T−1∈F0,...,T−1
f0(ξ0, x0) +E

(
T∑

k=1

hk(ξk, xk, uk−1)

)
(2)

where hk(ξk, xk, uk−1) = uk−1 +
[
fk(ξk, xk)− uk−1

]
µ,ν

; here, [x]a,b =

{
xa x ≤ 0

xb x ≥ 0
, µ = 1 − λ and ν =

1−λ+ λ
α . If f1, . . . , fT are convex, so are ht, . . . , hT (note that [x]µ,ν is convex). Moreover, if the distribution of

ξ is discrete finite, we apply Proposition 1 (ii) to reformulate (2) as

min x0,...,T∈X0,...,T ,,u0,...,T−1∈F0,...,T−1,θ1,...,T∈Θ1,...,T
f0(ξ0, x0) + E

(
T∑

k=1

θ +

T−1∑

k=0

uk

)
,

Θk = Θk(ξk, xk, uk−1) = {θk ∈ R, θk ∈ Fk : θk ≥ [fk(ξk, xk) − uk−1]µ,ν}, 1 ≤ k ≤ T. (3)

Specially, if fk and gk are linear, k = 0, . . . , T , then the deterministic equivalent of (3) is a linear programming
problem.

Finally, if ρ = ρnλ,α and ξ is discrete with a finite number of atoms such that, without loss of generality, the
support of ξk is {1, 2, . . . ,mk} for any k, and that P[ξk+1 ∈ •|ξ0, . . . , ξk] = P[ξk+1 ∈ •|ξ̃k] (the latter implying
ρλ,α(h(ξk)|Fk−1) = ρλ,α(h(ξk)|ξ̃k−1) for any h by the definition of Mean-CVaR), then, by the translational
invariance of CVaR and by Proposition 1 (iii),

min
x•∈X•

ρ(f0, . . . , fk) = min
x•∈X•

[
f0 + ρλ,α(f1 + ρλ,α(f2 + · · ·+ ρλ,α(fT |ξ̃T−1) . . . |ξ̃1))

]

= min
x0∈X0

{f0 + ρλ,α( min
x1∈X1

{f1 + ρλ,α( min
x2∈X2

{f2 + · · ·+ ρλ,α( min
xT∈XT

{fT }|ξ̃T−1) . . . |ξ̃2)}|ξ̃1)})}

= min
x0∈X0

q0(ξ0, x0)

where, for any 0 ≤ k ≤ T − 1,

qk(ξk, xk) = fk(ξk, xk) + ρλ,α

(
Qk(ξk+1, x̃k)|ξ̃k

)
, Qk(ξk+1, x̃k) = min

xk+1∈Xk(ξk+1,x̃k)
qk+1(ξk+1, xk+1),

and qT (ξT , xT ) = fT (ξT , xT ). Moreover, if, for some 1 ≤ k ≤ T − 1,

Qk(ξk+1, x̃k) = min
y∈Yξk+1

k (ξ̃k,x̃k)

ζ
ξk+1

k (y; ξ̃k, x̃k) (4)

for some functions ζ1, ζ2, . . . , ζmk+1 and parametric sets Y1, . . . ,Ymk+1 , we get, by Proposition 1 (iii) and (iv),
that

qk(ξk, xk) = fk(ξk, xk) + min
u∈R,yi∈Yik(ξ̃k,x̃k),θi≥[ζi(yi;ξ̃k,x̃k)−u]µ,ν ,i=1,...,mk+1

{
u+

mk+1∑

i=1

θiπik+1(ξ̃k)

}
(5)
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where πik+1(ξ̃k) = P[ξk+1 = i|ξ̃k], 1 ≤ i ≤ mk+1, and, consequently,

Qk−1(ξk, x̃k) = min
(xk,u,y1,θ1,...,y

mk+1 ,θmk+1 )∈Yξkk−1(ξ̃k−1,x̃k−1)

{
fk(ξk, xk) + u+

mk+1∑

i=1

θiπik+1(ξ̃k)

}

where

Zξkk−1(ξ̃k−1, x̃k−1) = Xk(ξk, x̃k−1)× R× Y1(ξ̃k, x̃k)× {θ1 ≥ [ζ1(y1; ξ̃k, x̃k)− u]µ,ν}×
· · · × {θmk+1 ≥ [ζmk+1(ymk+1 ; ξ̃k, x̃k)− u]µ,ν}

which fulfills (4) with k − 1 in place of k. As (4) holds for k = T − 1, we get, by induction, that (5) holds for any
0 ≤ k ≤ T − 1. Consequently,

min
x•∈X•

ρ(f0, . . . , fk) = min
x0∈X0,u∈R,yi∈Yi1(ξ̃0,x̃0),θ1≥[ζi1(yi;ξ̃0,x̃0)−u]µ,ν ,i=1,...,m1

{
f0(ξ0, x0) + u+

m1∑

i=1

θiπi

}
(6)

Specially, if f0, . . . , fT are linear in x and g0, . . . , gT affine in x then, by induction, (6) is a linear programming
problem.

4 Conclusion
In this paper, two algorithms linearizing risk averse multistage stochastic programming problems were described.
These algorithms are implemented in the MS++, which is a C++ software package developed by the authors.
Even though the algorithms use standard techniques, which are routinely applied to solve particular problems (see
e.g. [1]), they have been neither rigorously described nor generally implemented yet to the best knowledge of the
authors. The package is freely available on https://github.com/cyberklezmer/mspp.
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Appendix
Proposition 1. (i) For any integrable random variable Z,

ρλ,α(Z|F) = min
u∈R

[
u+ E( [Z − u]µ,ν |F)

]

where [x]a,b =

{
xa x ≤ 0

xb x ≥ 0
, µ = 1− λ, ν = 1− λ+ λ

α .

(ii) If Z|F ∼ (zi, πi)
n
i=1, then

ρλ,α(Z|F) = min
u∈R,θi≥µ(zi−u),θ≥ν(zi−u),i=1,...,n

[
u+

n∑

i=1

θiπi

]
.

(iii) If, in addition, F is finite and zi = minxi∈Xi ζi(xi), i = 1, . . . , n, for some sets X1,X2 . . . and functions
ζ1, ζ2, . . . , all possibly dependent on some F-measurable parameter, then

ρλ,α(Z|F) = min
xi∈Xi,i=1,...,n

{ρλ,α(ζi(xi))}
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(iv) Moreover,

ρλ,α(Z|F) = min
u∈R,xi∈Xi,i=1,...,n

{
u+

n∑

i=1

[ζi(xi)− u]µ,ν πi

}

= min
u∈R,xi∈Xi,θi≥µ(ζi(xi)−u),θi≥ν(ζi(xi)−u),i=1,...,n

[
u+

n∑

i=1

θiπi

]
.

Proof. Ad (i) and (ii). Clearly, cx+ d [x]+ = [x]c.c+d for any c, d ≥ 0. Using that and [2] and we get

%(Z) = (1− λ)E(Z) + λCVaRα (Z)

= (1− λ)EZ + λmin
u

(
u+

1

α
E [Z − u]+

)

= min
u

[
(1− λ)EZ + λu+

λ

α
E [Z − u]+

]

= min
u

[
(1− λ)EZ − (1− λ)u+ u+

λ

α
E [Z − u]+

]

= min
u

[
(1− λ)E(Z − u) + u+

λ

α
E [Z − u]+

]

= min
u

[
u+ E

(
(1− λ)(Z − u) +

λ

α
[Z − u]+

)]

= min
u

[
u+ E [Z − u]µ,ν

]
= min
u,θi=[Zi−u]µ,ν

[
u+

∑

i

πiθi

]

= min
u,θi≥µ(Zi−u),θi≥ν(Zi−ui)

[
u+

∑

i

πiθi

]
= min
u,θ∈σ(Z),θ≥µ(Z−u),θ≥ν(Z−u)

[u+ E(θ)]

Ad. (iii) and (iv). Denote x = (x1, . . . , xn),X = X1×· · ·×Xn and x̂ = (arg minx1∈X1
ζ1(x), . . . , arg minxn∈Xn ζn(x)).

For any x ∈ X , introduce a random variable Y (x) ∼ (ζi(xi), πi). We have Z ≤ Y (x) for any x ∈ X so, by
monotonicity of Mean-CVaR, ρ(Z) ≤ ρ(Y (x)) so ρ(Z) ≤ infx ρ(Y (x)). As Y (x̂) = Z, the infimum is attained,
so

ρ(Z) = min
x∈X

(ρ(Y (x)).

The first equality in (iv) now follows by (i), the second one may be got analogously to the proof of (ii).
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Claim frequency models in vehicle insurance based on GLM 
Adéla Špačková1 

Abstract. Within non-life insurance pricing determinated by insurance premium pre-
cedes and essential part represented models of claim frequency and claim severity. 
Theese models are usually modelling by generalized linear models. This paper is fo-
cused on estimation of claim frequency and extends the work ŠPAČKOVÁ, Adéla. 
Estimation of claim frequency by generalized linear models, 2017, s. 821-830. ISBN 
978-80-248-4138-0. Regression analysis allows the identification of the risk factors 
and the prediction of the expected frequency of claims given the characteristics of 
policyholders. It depends on many individual rating factors (e.g. based on individual 
characteristics of vehicle and driver). The aim of this paper is to find out ideally suited 
model for estimation claim frequency based on these risk factors. All empirical mod-
els are estimated on the real-world sample data of czech insurance company collected 
during the years 2005-2010. Parameters of model are estimated by maximum likeli-
hood method at standard level of significant 0,05. Verification of the model parame-
ters is perfomed by a Wald test. Comparison models with different predictor variables 
is established by analysis of deviance residuals, Akaike information criterion (AIC) 
and Bayesian information criterion (BIC). Based on these comparison the ideally 
suited model is choosen. All calculations are computed in statistical software STATA 
14.00. 
 

Keywords: generalized linear models, vehicle insurance, claim frequency, individual 
rating factors. 

JEL Classification: C13, G22 
AMS Classification: 97M30 

1 Introduction 
In today's sophisticated world all activities are exposed to the risk. Risk can be understood as a negative con-

sequence of the randomness, which can influence individuals and the whole world, where the consequences are 
huge (mostly financial) losses. With the increasing financial literacy of the whole society, they should feel the 
occasion of protect through negotiation premium. 

The randomness of insurance event and their consequence (i.e., the claim frequency and severity) are a source 
of uncertainty of the future insurance benefits, which are going to pay out to the clients. This uncertainty can be 
expressed by an appropriate distribution of probability. 

2 Model description 
The aim of this paper is to find out ideally suited model for estimation claim frequency based on individual rating 
factors. Claim frequency models can occur on n number of insurance contract during the certain time interval. 
Claim frequency is included on interval of non-negative cell numbers  

where Y is the number of evets (losses, claims) detected in a fixed time period in a homogenous groups of 
insureds (collective model). 

Based on this predication the claim frequency models should be modelling by disctrete distributions on non-
negative integer values (counting distributions). As suitable distribution could be negative-binomial distribution 
or poisson distribution. The main disadvantage of poisson distribution is overdispersion, because of this allegation 
for the purposes in this part of science the negative-binomial distribution is selected.   

2.1 Negative-binomial distribution 
Negative-binomial distribution is a discrete probability distribution of the number of successes and can be derived 
from Bernoulli trial. Bernoulli trial means probability experiment whose outcome variable is random, where two 
possible options exist (success or failure). The negative binomial distribution is the number of Bernoulli trials in 
                                                        
1 VŠB-Technical University, department of Finance, Sokolská třída 33, 702 00 Ostrava, adela.spackova@vsb.cz. 
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excess of rth success. In the other word, we consider the number of failures before the occurrence of the rth success, 
where Y is random variable. The probability function of Y is following: 

 
 (1) 

where are trials, where first trial  included failures. 

Mean is defined: 

 
 

(2) 

variance function is denoted: 

 
 

(3) 

3 Generalized linear models 
Generalized linear models (GLM) generalizes classic linear model in two assumptions. A probability of distribu-
tion function is a member of exponential family includes the normal, binomial, poisson, gamma and others. A 
linear predictor is transform by link function g, such that:  

  (4) 

where g is link function and 𝜇 is mean, more in (GRAY, Roger J. a Susan M. PITTS (2012) a HARDIN, James 
W. a Joseph HILBE (2012). 

3.1 Exponential family 
Basic of GLM modelling is probability of distribution, which is includes exponential family. Exponential family 
of these distributions provides a general framework for selecting a possible parameterization of the distribution. 
The special form is selected for mathematical convenience, based on some useful algebraic tools. Generally, ex-
ponencial family can be denoted in GLM case: 

 
 (5) 

Where f(Y) is function of response variable includes exponencial family,  and are known pa-
rameters, which define probability of selected distribution dependent variableY,  is unknown canonical link,  
means dispersion parameter which is unknown too, see in HARDIN, James W. a Joseph HILBE (2012) a LONG, 
J. Scott a Jeremy FREESE (2014).  

3.2 Link function 
Link function transforms vector of dependent variable and provides the relationship between linear predictor and 
mean of distribution function. There are many commonly used link functions, and the choice depends of assump-
tions selected probability. The log-link function is choosen in this paper, because prediction of claim frequency 
should be positive variable. Linear log-link function on basic level is following: 

  and then,  (6) 

3.3 Maximum likelihood estimation 
The maximum likelihood method is based on likelihood function typical for estimation parameters in GLM. This 
method attempts to find out the each independent variable that maximize the likelihood function, given the obser-
vations, more in LONG, J. Scott a Jeremy FREESE (2014) and GRAY, Roger J. a Susan M. PITTS (2012). Max-
imizing the log-likelihood is: 

1
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 (7) 

 

 Maximum of  is differentiated with respect to : 

 
 (8) 

where: 

 
 (9) 

 
 (10) 

 

Generalized linear models are estimated using Newton-Raphson method, or by method of IRLS (method of 
iteratively weighted least squares). Using the algorithm Newthon-Rapson can obtain the observed information 
matrix (OIM), on the contrary, the method of IRLS we obtain the expected information matrix (EIM) see GRAY, 
Roger J. a Susan M. PITTS (2012). 

3.4 Verification 
Verification of model parameters is tested by Wald test, model comparison is established by analysis of deviance 
residuals, Akaike information criterion (AIC) and Bayesian information criterion (BIC). 

Wald test 

Verification of models parameters is tested by Wald test, model The Wald test is based on a testing hypothesis, it 
is the way, how to find out if explanatory variables are statistically significant. The null hypothesis: 

  (11) 

is compared to alternative: 

  (12) 

If the null hypothesis is rejected, it suggest that parameters should be removed from the model.  

Deviance residuals 

Using residual analysis is possible to find out the information about the suitability of the model used. This analysis 
should not be neglected due to wrong selection of type of model, link function, etc. The deviance residuals can be 
used to assess the quality of the model, e.g. for the detection of remote observation and verification of the assump-
tion about the variance.   

Deviance residual is given: 

  (13) 

where denotes the distance function, which represents the remoteness from the estimated mean 
values to observed. 
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Akaike and Bayesian information criteria 

The basic of these criteria is the comparison of models among themselves and in the most suitable model is con-
sidered to be such a model, the value of which AIC and BIC is the lowest. Akaike information criterion is follow-
ing: 

  (14) 

where k is number of predictors of a model including constants and log(L) means log-likelihood model. 

Bayesian information criterion is: 

  (15) 

n is the number of observations. 

4 Estimation the model using GLM 
The aim of this paper is to find out ideally suited model for estimation claim frequency based on individual rating 
factors. For the purposes of this paper it was used a random selection of real data of insurance contracts vehicle 
insurance concluded on the territory of the Czech republic in 2005-2010, the file contains 18 112 contracts. 

All calculations are computed in software STATA 14.0. The estimation includes the following regression char-
acteristics see Table 1. In the framework of the tariff analysis, each category is created using the quartiles. The 
categories are created by quartiles because of number the observation contained in each category have to be the 
same. 

For the purposes of paper two models are going to be estimated and subsequently these models are going to be 
compared. First, the full model 1 (called saturated and includes all related variables), which is going to be subse-
quently compared with the reduced model no. 2. Model no. 2 includes statistically significant variables. Further-
more, these two models are going to be compared to AIC and BIC, and also through the analysis of the deviance 
residual. 

variable description category 

count Claim frequency 0,1,2,3 

fuel Type of fuel 1,2,3,4 

gender Gender of driver 0 – man, 1 

catagecar Vehicle age 1 – new car, 2, 3, 4 

catageman Age of driver 1 – the youngest, 2,3,4 

catprice Vehicle price 1 – the cheapest, 2,3,4 

catvolumkw Engine power 1 – the lowest, 2,3,4 

Table 1 Data description 

There are many options how is possible to find out the influence between dependent (count) and independent 
variables.  For the purpose of the paper is selected the way, where is model estimated with each variable separately. 
The results are shown in Figure 1. 
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Figure 1 Effect on dependent variable 

It should be noted that some of the variables especially catageman and catagecar were statistically insignifi-
cant at confidence level 95 %, just because of this they are subjected by Wald test. In the case of zero hypothesis, 
see formula (11), is tested the assumption that all the variables of each category separately are equal to zero, that 
means tested parameter is statistically insignificant, versus alternative hypothesis, see formula (12), that at least 
one of tested parameter is nonzero. The results of the Wald test see in Table 2. 

 
Variable  comparison 

(3) Significance >  

catageman 

14,77 0,0020 

(3) Significance >  

catagecar  
42,79 0,0000 

Table 2 Wald test 

The Wald test is based on the maximum credible estimation. This type of statistic has in large selections divi-
sion of Pearson 𝜒2 statistics with the number of freedom, which is equal to difference between the parameters of 
two tested models. According to the results of Wald test, it is clear that all parameters are statistically significant 
and should not be excluded from the model. 

In the next step the model 1 is reduced by the amount of the statistically insignificant variable, then both models 
is compared and more appropriate model for the estimation of the claim frequency is selected. The results are 
shown in Table 3. 

variable Model 1 Model 2 
Deviance residual 0,2683 0,2707 
AIC 0,4221 0,4237 
BIC -115032,1000 -115057,2000 

Table 3 Comparison 

2c 2c

2c 2c
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According to the teoretical assumptions, it is clear, that model 2 is for modeling the number of claims more 
appropriate. In the insurance practice, it is almost impossible to manage the risks for each person separately, be-
cause no one has exactly the same input parameters and risk management would be expensive. On the other hand, 
the tariff groups should be created, where the risk of each group is homogenous. 

In the next step, is shown the progress of the residuals of both models, see Figure 2. 

 

 

 

 

 

 

 

 

Figure 2 Deviance residuals of model 1 (left) and model 2 

According to the results of deviance residuals, it is clear that the model 2 is more appropriate. Model 2 includes 
less outliers compared to the model 1. 

5 Conclusion 
The randomness of insurance event and their consequence (i.e., the claim frequency and severity) are a source of 
uncertainty of the future insurance benefits, which are going to pay out to the clients. This uncertainty can be 
expressed by an appropriate distribution of probability. 

The aim of this paper was to find out ideally suited model for estimation claim frequency based on individual 
rating factors.  

In the first step, it was tested the effect on dependent variable count and then has been selected the appropriate 
linear regressors for estimation, where some of them looks like statistically insignificant. The parameters of both 
models were estimated by the maximum likelihood method at standard level of significant 0,05. The probability 
of distribution was negative-binomial with log-link function. 

According to the results of Wald test it has been confirmed, that all involved parameters were statistically 
significant and should be involve to a model. In the framework of paper were estimated two models. The first, 
called saturated, and the second reduced and both were subsequently compared by AIC and BIC and Deviance 
residuals. Estimation was carried out on the categorized data, continuous variables were converted to quartiles. 
According to the results it can be denoted that second model is more appropriate. A matter of future research could 
be the tariff analysis. 
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Efficiency Assessment of Urban Public Transport Operators: 
A Case of the Slovak Republic 

Eva Štichhauerová1, Natalie Pelloneová2 
Abstract. A key aspect in the transportation planning process is, among other 
things, the efficiency of transportation systems that ensures the required quality of 
provided services. This paper deals with the efficiency assessment of operators 
providing public transport services in 27 urban agglomerations in the Slovak 
Republic in 2016. The objective is to evaluate the performance of selected urban 
public transport (UPT) operators in terms of technical efficiency using the Data 
Envelopment Analysis (DEA) method. Two input-oriented DEA models (CCR and 
BCC) were applied. The number of drivers, the number of lines and the consumption 
of materials and energy were selected for inputs; the selected outputs were the 
number of transported persons and sales and revenues from public transport. The 
application of models led to these results: there were 8 UPT operators identified in 
Slovakia who are able to transform these inputs into outputs efficiently and 
supposedly use best practices in the traffic management. Further, 3 UPT operators 
could be denoted as operating at the optimal and most productive size. 

Keywords: Data Envelopment Analysis, efficiency, technical efficiency, urban 
public transport. 

JEL Classification: C44 
AMS Classification: 90C15 

1 Introduction 
Data Envelopment Analysis is a non-parametric method based on the assumption that, in order to improve 
performance, it is necessary to measure the efficiency of decision-making units and identify the main sources of 
inefficiency. Efficiency can be defined as the ratio of the outputs produced by a unit to the inputs consumed by 
the unit in its operations. This method has become very popular in calculating technical efficiency because it 
makes it possible to take into account the transformation of multiple inputs into multiple outputs. A decision-
making unit can be any unit that produces certain outputs while consuming certain inputs (e.g. banks, schools, 
public transport operators). A decision-making unit is classified as efficient, if the value of the model’s objective 
function is equal to one. For inefficient units, the value of the purpose function is less/greater than one, 
depending on the orientation of the selected DEA model. Optimální hodnota účelové funkce je nazývána jako 
míra technické efektivnosti. Metoda DEA mimo jine The optimal value of the objective function is called 
technical efficiency. Among other things, the DEA method also provides information on how to improve the 
behaviour of the assessed unit in order to become efficient [7]. 

The basic classification of DEA models is according to whether they are input or output oriented. Using 
input-oriented models, it is possible to calculate how the input indicators of assessed units need to be improved 
for the units to become efficient. Output-oriented models can be used to calculate how the output indicators of 
assessed units need to be improved for the units to become efficient. Therefore, in order to achieve technical 
efficiency we can either focus on reducing inputs (input orientation) or increasing outputs (output orientation) 
[24]. Another possible criterion to classify DEA models is the assumed type of the returns to scale: constant 
returns to scale (CCR models) or variable returns to scale (BCC models). For constant returns to scale, the 
measure of efficiency is called overall technical efficiency, and for variable returns to scale it is called pure 
technical efficiency [16]. The relevant models are described in more detail in Chapter 2. The DEA method is 
currently widely used – in professional literature, various studies have been published dealing with performance 
assessment of public transport systems. 

Below is a summary of selected authors who, in their work, apply the DEA method to assess public transport 
performance and efficiency. They are listed in chronological order by year of publication and subsequently 
alphabetically by author. Agarwal [1] measures the technical efficiency of public transport in India. In his paper, 
he provides an overview of the situation of state-owned transport companies in terms of their production 
efficiency for 2004–2005 and 2007–2008. Efficiency is measured using a DEA model. The following inputs are 
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considered: fleet size, total number of employees and fuel consumption. The number of passenger-kilometres is 
selected as the output. García-Sánchez [9] uses the DEA method to perform a comparative analysis of the 
efficiency of public bus transport in Spain. The completed research of Spanish public transport has shown that 
the pure technical efficiency averages 94.91% and scale efficiency 52.02%. Hilmola [13] assesses public 
transport efficiency in 52 major cities both within and outside Europe on data from 2001. To assess efficiency, 
he uses four different comparative-analysis models that are based on the DEA method. Five inputs and five 
outputs were used in the efficiency measurement model. Pamučar and Boban [18] show that the DEA method 
can be applied to the quality management of public passenger transport networks. They use the DEA method to 
determine the optimal quality parameters, thus helping to define the total cost of public passenger transport lines, 
or the total amount of funds needed for the normal operation of the public transport network. Caulfield et al. [5] 
addresses the issue of providing fast, frequent and modern public transport traffic from the centre of Dublin to 
the local airport. The main objective is to explore and identify the most efficient transport route solutions: the 
centre of Dublin – the airport. They use the DEA method to identify the most efficient route and to subsequently 
determine the causes of inefficiency of the other routes. Higashimoto et al. [12] used the DEA method to carry 
out an analysis of the efficiency of the network of urban bus routes in Tomakomai, Japan, aiming to structure bus 
routes in terms of optimising route layouts and attracting customers. The following parameters were selected for 
assessing the efficiency of bus transport: route length, number of bus stops, population along the line, 
transportation cost and number of passengers. Kráľ and Roháčová [15] use a combination of DEA methods and 
stochastic frontier analysis (SFA) to measure and compare the efficiency of public road transport companies in 
the Slovak Republic. For this purpose, they use an input-oriented DEA model that assumes variable returns to 
scale. Li et al. [17] present the use of the DEA method to assess the performance of bus routes within the public 
transport system and, in turn, attempt to improve the overall operation of the selected public transport system. 
The selected DEA method is applied to three bus routes within Beijing’s public transport system. Fancello et al. 
[8] deal with improving the effectiveness of transport networks and improving the performance of the road 
system. In their paper they use the DEA method to compare the performance of different urban networks in order 
to provide policy-makers with technical support to correctly select the actions to be taken to improve the urban 
road system. Vaidya [22] assesses the relative performance of 26 urban transport organisations in India using the 
CCR DEA approach. The assessment relies on a total of 19 different criteria. Ayadi and Hammami [2] study the 
cost effectiveness of the Tunisian public transport industry using the DEA method. Their study is carried out 
based on 12 samples of regional transport companies for the period 2000–2010. Carvalho et al. [4] assess urban 
public transport (UPT) in the twenty largest Brazilian cities through an output-oriented DEA model. The paper 
aims to compare selected cities using collected secondary data from 2005–2010 in terms of three performance 
measures: infrastructure efficiency, service efficiency, and efficiency score. In their paper, they chose the 
following variables: number of inhabitants of the municipality, number of buses, average daily number of 
passengers, and average price. Hahn et al. [11] used the DEA model to assess the sustainability of public 
transport that focuses on fast bus routes in Seoul. The resulting model reflects an interaction of three 
characteristics of sustainable transport services, namely efficiency, equality and environmental impact. Sow et al. 
[20] explore transport systems efficiency, which they consider to be the most important step within the transport 
planning process. Their paper focuses on assessing the efficiency of the routes of the Dakar Dem Dikk transport 
company that operates in Dakar, Senegal. Their research aims to use the DEA method in order to identify major 
opportunities for improvement. The paper examines the efficiency of 24 lines using two output-oriented DEA 
models, i.e. both the CRS model and the VRS model. Tran et al. [21] deal with the measurement of the 
performance of routes within a transit system. The DEA method was used to compare the performance of transit 
operators and transit lines routes within a transit system. In a case study on a bus route in Australian Brisbane, 
temporal performance evaluation was assessed. Number of service and total travel time were selected as inputs. 
Transit work and on-time performance were selected as outputs. 

2 Data and Methodology 
The main source of data was the Annual Report of the Association of public passenger transport operators in 
urban agglomerations in the Slovak Republic [23]. The Association of public passenger transport operators is an 
association of legal entities whose members include Slovakia’s 27 most important UPT operators. The Annual 
Report for 2016 contains detailed information on the vehicle fleet, investments, the number of employees, the 
number of lines, revenues, costs, transport capacities etc. From the agglomerations perspective, bus services are 
operated in all agglomerations. Trolleybus services are operated in 4 agglomerations (Bratislava, Žilina, Prešov, 
Banská Bystrica, while in Košice trolleybus services were suspended in 2015), tram services are operated in 
2 agglomerations (Bratislava, Košice). With the exception of the transport company of Banská Bystrica, all of 
the above operators operate bus services. Only 1 operator – the transport company of Bratislava – provides 
transport using all types of means of transport. 
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Based on available data from the above source, it was also necessary to select appropriate sets of inputs (I) 
and outputs (O). The following inputs were considered: I1 – Total number of vehicles, where more detailed 
information on the bus, trolleybus and tram fleets is also available. Since public transport operators are assessed 
regardless of the type of transport, such detailed information cannot be used. I2 – Investments in transport 
vehicles (EUR). I3 – Average number of employees (FTE). I4 – Number of drivers, where more detailed 
information on bus, trolleybus and tram drivers is also available but not used here. I5 – Wages and salaries 
(EUR). I6 – Number of lines operated. I7 – Length of lines operated (km). I8 – Tangible and intangible assets at 
purchase price (EUR). I9 – Tangible and intangible assets at purchase price, of which transport vehicles (EUR). 
I10 – Total costs (EUR). I11 – Consumption of materials and energy (EUR). I12 – Depreciation (EUR). The 
following outputs were considered: O1 – Total transport capacity (vehicle-kilometres). O2 – Number of 
passengers transported. O3 – Revenues from passengers, including fines (EUR). O4 – Total revenues (EUR). O5 
– Revenues from UPT, including fines (EUR). 

Another important step is to choose the appropriate number of inputs and outputs, taking into account the 
number of DMUs. While Golany and Roll [10] set the rule that the number of DMUs should be at least twice as 
high as the number of the inputs and outputs considered, Bowlin [3] requires a number that is three times as 
high, and Cooper et al. [6] even recommend that the number of DMUs should be at least equal to the sum of 
inputs and outputs. The authors of this paper favour the stricter limit according to Bowlin [3], because they share 
the view that a high number of inputs and outputs relative to the number of DMUs would negatively affect the 
information value of the DEA method. In the first step, variables for which complete data were not available for 
all UPT operators (i.e. I7, I8 and I9) were excluded from the selection. The number of inputs and outputs can be 
further reduced using correlation analysis. One of the main requirements for selecting variables is a relatively 
high between-group correlation, i.e. all outputs should be generated by the inputs. For this purpose, Spearman’s 
correlation coefficient was calculated for all variables. Table 1 shows the correlation matrix of the variables 
considered. Based on an assessment of the matrix, the following 3 inputs were used: (I4) number of drivers, (I6) 
number of lines operated, and (I11) consumption of materials and energy (EUR), while the 2 outputs used were: 
(O2) number of passengers transported, and (O5) revenues from UPT, including fines (EUR). 

 I1 I2 I3 I4 I5 I6 I10 I11 I12 O1 O2 O3 O4 O5 
I1 x                           
I2 0.328 x                         
I3 0.741 0.284 x                       
I4 0.910 0.302 0.876 x                     
I5 0.946 0.323 0.801 0.918 x                   
I6 0.888 0.466 0.648 0.830 0.846 x                 
I10 0.916 0.433 0.709 0.857 0.909 0.896 x               
I11 0.897 0.423 0.750 0.860 0.931 0.800 0.888 x             
I12 0.939 0.293 0.712 0.855 0.900 0.795 0.891 0.863 x           
O1 0.959 0.362 0.757 0.918 0.952 0.913 0.932 0.937 0.910 x         
O2 0.889 0.250 0.688 0.845 0.951 0.821 0.854 0.855 0.852 0.915 x       
O3 0.959 0.271 0.792 0.914 0.929 0.890 0.907 0.858 0.921 0.957 0.896 x     
O4 0.969 0.322 0.777 0.921 0.959 0.876 0.949 0.932 0.950 0.974 0.904 0.966 x   
O5 0.962 0.311 0.787 0.919 0.931 0.899 0.926 0.866 0.917 0.965 0.887 0.994 0.967 x 

Table 1 Correlation coefficients among input and output variables 

The next step is to construct DEA models and determine the technical efficiency (TE) score. In measuring 
the efficiency of 27 UPT operators in the Slovak Republic using the DEA method, input-oriented DEA models 
were used, namely the BCC-I and CCR-I models. The classical BCC-I model assumes variable returns to scale 
and can be written as equation (1) while the condition of convexity (2) is met. In this equation, λj are weights of 
all DMUs, s-

i and s+
r are slack variables, ε > 0 is an infinitesimal constant (so-called non-Archimedean element) 

defined to be smaller than any positive real number, and θ is the efficiency score that expresses the reduction rate 
of inputs in order this unit reaches the efficient frontier. The BCC model measures pure technical efficiency 
(PTE). In the case of the CCR-I model operating under constant returns to scale, the condition of convexity (2) is 
left out of the model. The CCR model measures overall technical efficiency (OTE), by aggregating pure 
technical efficiency and scale efficiency into a single value. In addition, the TE score was determined for each 
operator. All calculations were made using the OSDEA-GUI software. A score of 1 is obtained by an operator 
that does not show signs of inefficiency when compared with other related operators. A score of less than 1 
indicates an inefficient operator. 
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The relationship between the three measures of efficiency is expressed by equation (3). The scale efficiency 
measures the degree to which an enterprise can improve its efficiency by changing its size. The scale efficiency 
score is determined according to equation (3). 

PTE
OTESE   (3) 

The source of scale inefficiency may be either decreasing returns to scale (DRS) or increasing returns to 
scale (IRS). The specific type of returns to scale (RTS) can be determined using the sum of the weights λ of peer 
units [24]. If ∑λj = 1, the operator is scale efficient and operates under constant returns to scale. If ∑λj > 1 the 
operator operates under DRS conditions and inefficiency can be addressed through reducing the scale of 
operations. If ∑λj < 1 the operator exists under IRS conditions and it can expand the scale of its operations. 

3 Research results 
First, the BCC-I model was applied to the data. This model is based on the assumption of variable returns to 
scale and provides the pure technical efficiency (PTE) score. The BCC-I model classified 8 (i.e. 30 %) operators 
as efficient, i.e. as being able to efficiently transform the inputs into the outputs. It can be assumed that transport 
companies use appropriate procedures and processes in their operations. According to the PTE score, a ranking 
was made where all efficient operators were ranked in the first position. The remaining transport companies, 
which were classified as inefficient according to the BCC-I model, require an amount of inputs that is much 
greater than optimal in order to generate the given level of outputs. Their position in the ranking was 9th–27th; the 
worst ranked operator was Michalovce - DZS – M.K. TRANS. In an input-oriented model, the general 
recommendations for such inefficient operators include changing the practices and processes in their operations 
so as to reduce the level of inputs at the current level of outputs. The average PTE score is 0.7333. Detailed 
results are shown in Table 2. 

Subsequently, the overall technical efficiency (OTE) score was determined using the CCR-I model. The 
CCR-I model classified 3 UPT operators (i.e. 11 %) as efficient – they operate at the optimal scale, i.e. the size 
of their operations is optimal and most productive. The average OTE score is 0.5549. Detailed results are shown 
in Table 2. 

The table also shows that all operators that were classified as efficient according to the CCR-I model are also 
classified as efficient according to the BCC-I model. This means that the size of UPT operators’ operations is 
optimal and, at the same time, that these operators are able to efficiently transform the given inputs into outputs 
thanks to appropriate management methods, practices and processes. 

It is clear that the PTE score in the BCC-I model is higher than the OTE score in the CCR-I model, because 
the CCR-I model takes into account scale inefficiency. The scale efficiency (SE) scores calculated according to 
equation (3) are shown in Table 2. The average SE score is 0.7713 and the maximum SE value is 1 (the 
maximum value is achieved by 3 operators that are classified as efficient according to the CCR-I model). 

For the 5 transport companies that are classified as inefficient according to the CCR-I model yet as efficient 
according to the BCC-I model, it can be concluded that their technical inefficiency is caused by scale 
inefficiency. It can be assumed that, while these transport companies use best practices in operations 
management, their size is not optimal. The management recommendations for these selected operators should 
focus on changing the scale of operations (i.e. size) depending on the type of returns to scale. 
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Operator OTE PTE SE ∑λ RTS Ranking 
Bratislava 1.0000 1.0000 1.0000 1.0000 CRT 1st 
Košice 0.7626 0.7631 0.9993 0.9488 IRS 13th 
Žilina 0.8088 0.8394 0.9635 0.3420 IRS 11th 
Prešov 0.6704 0.6737 0.9951 0.8641 IRS 15th 
Banská Bystrica 0.7914 0.9177 0.8624 0.1558 IRS 10th 
Považská Bystrica 0.4167 0.4780 0.8718 0.2169 IRS 24th 
Púchov 0.2445 0.5041 0.4850 0.0304 IRS 23rd 
Trnava 1.0000 1.0000 1.0000 1.0000 CRT 1st 
Trenčín 0.5179 0.5720 0.9054 0.2799 IRS 18th 
Prievidza 0.3904 0.4498 0.8679 0.2584 IRS 25th 
Zvolen 0.5068 0.5769 0.8785 0.2349 IRS 17th 
Žiar nad Hronom 0.4294 1.0000 0.4294 0.0238 IRS 1st 
Banská Bystrica - SAD 0.6264 0.6595 0.9498 0.3766 IRS 16th 
Brezno 0.7265 1.0000 0.7265 0.0501 IRS 1st 
Nové Zámky 0.4702 0.5208 0.9028 0.1550 IRS 22nd 
Ružomberok - Arriva Liorbus 0.5046 0.5323 0.9480 0.2673 IRS 20th 
Martin 0.7775 0.7910 0.9829 0.7035 IRS 12th 
Košice - Eurobus 0.3766 0.4170 0.9031 0.1575 IRS 26th 
Poprad 1.0000 1.0000 1.0000 1.0000 CRT 1st 
Nitra 0.7120 0.7265 0.9800 0.5195 IRS 14th 
Lučenec 0.4393 0.5526 0.7950 0.0915 IRS 19th 
Bardejov 0.8095 0.9533 0.8492 0.1013 IRS 9th 
Skalica 0.3309 1.0000 0.3309 0.0102 IRS 1st 
Michalovce - DZS – M.K. TRANS 0.2265 0.3413 0.6636 0.0465 IRS 27th 
Humenné - DZS – M.K. TRANS 0.1045 0.5305 0.1970 0.0152 IRS 21st 
Stara Ľubovňa - DZS – M.K. TRANS 0.1690 1.0000 0.1690 0.0098 IRS 1st 
Michalovce - Arriva 0.1688 1.0000 0.1688 0.0094 IRS 1st 
Average efficiency 0.5549 0.7333 0.7713    
SD 0.2597 0.2226 0.2727    
MIN 0.1045 0.3413 0.1688    
MAX 1.0000 1.0000 1.0000    

Table 2 Comparison of efficiency scores of operators 
Table 2 also indicates the type of returns to scale for all 27 UPT operators, which is derived based on the sum 

of the weights λ of peer units. It is clear that only 3 carriers operate at the optimal scale, namely the carriers that 
operate UPT in Bratislava, Trnava and Poprad – these operate under constant returns to scale. Due to increasing 
returns to scale, the remaining 24 UPT operators can be considered smaller that their optimal scale size. From 
this perspective, they could resolve their technical inefficiency through expanding their operations, and it can be 
expected that an increase in inputs will generate a more than proportional increase in outputs. 

4 Conclusion 
The paper presents the results of research on the technical efficiency assessment of 27 UPT operators in the 
Slovak Republic. The results of the research may serve as a methodological proposal for assessing the 
performance of UPT operators. DEA was selected as the assessment method, namely the input-oriented BCC-I 
and CCR-I models in which the technical efficiency of the transformation of 3 inputs into 2 outputs was 
measured. The average OTE score was 0.5549, the average PTE score was 0.7333. The average scale efficiency 
of Slovak UPT operators was determined at 0.7713. In productivity terms, the average UPT operator is smaller 
than its optimal scale size because it operates under increasing returns to scale. 

By applying two input-oriented DEA models, a ranking was compiled and 8 UPT operators (i.e. 30 %) were 
identified that are able to efficiently transform the given inputs into outputs, as they use best practices and 
appropriate processes in operations management. Of these UPT operators, 3 (i.e. 11% of all 27) could also be 
classified as UPT operators that achieve the optimal and most productive size, because they operate under 
constant returns to scale. Furthermore, 5 UPT operators were identified that likely use best practices in 
operations management and are able to efficiently transform inputs into outputs, yet their size is smaller than 
optimal. In such cases, it is advisable to consider expanding operations. 

A total of 19 UPT operators were classified as inefficient in both of the aspects under review, i.e. both in 
terms of the efficiency of the transformation of inputs into outputs and in terms of size. From management 
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perspective, it can be recommended that the focus should be primarily on improving the efficiency of the 
transformation process. UPT operators should adopt best practices. At the same time, the optimal size of 
operations should also be taken into consideration in response to the fact that these UPT operators currently 
operate under increasing returns to scale. 

The impacts of applying the selected DEA models could be expanded to include determining the peer units 
for each of the inefficient UPT operators, which would represent the absolute best practice. Each peer unit is 
characterised by its weight, which can be used to determine the level of inputs required in order to make a thus 
far inefficient UPT operator reach the efficient frontier. Another opportunity for further research could be 
employing an appropriate ranking method for a more precise evaluation of the scale efficient UPT operators. 
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VEHICLE ROUTING WITH THREE TYPES OF COST
FUNCTIONS: A RANDOMIZED HEURISTIC APPROACH

Petr Štourač1, Michal Černý2, Miroslav Rada3

Abstract. We consider a version of Vehicle Routing with three types of carriers using
different forms of cost functions. The costs of delivery of Carrier I are proportional
to the sum of distances traveled by the vehicles in his fleet. The costs of Carrier II
are proportional to the distance traveled and the weight transported. For Carrier III,
the costs are proportional to the weight transported only. This conference talk builds
on our recent working paper addressing this problem, where two heuristic algorithms
were designed. The analysis of computational results lead us to further ideas for im-
provement, some of which are summarized in this talk. Namely, we can treat better
the loading of vehicles of Carrier I and we also implement a randomized step which
can, in some cases, avoid locally poor solutions given by the deterministic heuristic
algorithms. We present a computational study and compare the performance of the
original and improved algorithms.

Keywords: Vehicle routing, binary integer programming, heuristic.

JEL classification: C61
AMS classification: 90C59

1 Introduction
A combination method of transporting batches is one of the many variants of Vehicle Routing Problem (other
possibilities are presented in [1], [4]). This method can be further divided into the two basic types. In the first one,
the batches distributor has more carriers with combined types of fleet and different transport costs, and decides
which carrier to deliver the particular shipment. An example of this type can be a vendor with a central depot,
which ensures delivery of batches to its customers. In the second case, the distributor deals with the problem
of transporting one batches with the help of multiple carriers with different costs. This option is typical for the
transport of batches across the sea by means of combined transport by vehicle and by aircraft or vehicle and by
boat. Another possibility may be transporting of batches by means of a combination of two basic types.

This paper deals with a simple variant of the combined transport of the first type shipments with three carriers
and builds on our previous working paper [6], where the mathematical model and two heuristics were defined. The
analysis of computational results lead us to further ideas for improvement. Namely, we can treat better the loading
of vehicles of Carrier I and we also implement a randomized step which can, in some cases, avoid locally poor
solutions given by the deterministic heuristic algorithms.

We consider a version of Vehicle Routing with three types of carriers using different forms of cost functions.
The costs of delivery of Carrier I are proportional to the sum of distances traveled by the vehicles in his fleet. The
costs of Carrier II are proportional to the distance traveled and the weight transported. For Carrier III, the costs are
proportional to the weight transported only. We define three new heuristics. These ones again assume the same
behavior for Carriers I and II as TSP style (heuristic algorithms for the Traveling Salesman Problem are described
in [5], [3]) and use insert heuristics to optimize the route like in [2]. Heuristics III modifies Heuristic II by adding
randomized step for choosing the cheapest variant in every step of processing. The algorithm in each new state
of processing calculates for individual carriers and their cars the cheapest option to deliver other packages and
from these variants selects according the random value the first or the second cheapest one. Heuristics IV modifies
Heuristic II by adding algorithm for finding better solution of vehicle loading of Carrier I vehicles. After finishing
of calculation, if some vehicles of Carrier I are not completely loaded, the algorithm tries to find better solution for
vehicle loading. Heuristics V joins algorithm of previous Heuristics III and Heuristic IV.

1University of Economics, Faculty of Informatics and Statistics, Department of Econometrics, nm. W. Churchilla
1938/4, Prague, Czech Republic, stop02@vse.cz

2University of Economics, Faculty of Informatics and Statistics, Department of Econometrics, nm. W. Churchilla
1938/4, Prague, Czech Republic, cernym@vse.cz

3University of Economics, Faculty of Informatics and Statistics, Department of Econometrics, nm. W. Churchilla
1938/4, Prague, Czech Republic, miroslav.rada@vse.cz

567



2 ILP model
As in the paper [6], a mathematical model was used to compare heuristics performance. The definition of objective
function (1) with the objective to minimize the sum of cost functions of the three carriers and constraints (2) . . . (12)
is repeated here.

Let G = {V,E} be a complete undirected graph with V = {1, 2, . . . , n}, where node 1 is the depot.

Input data:
• m = number of batches,
• ` = number of vehicles of Carrier I,
• dij =distance between nodes i, j (generally, the matrix (dij) need not be symmetric),
• wk = weight of batch k,
• cq = capacity of the q-th vehicle of Carrier I,
• pq = costs per km of the q-th vehicle of Carrier I,
• pCarr II = costs per km of the vehicle of Carrier II,
• rCarr II = costs per ton loaded by Carrier II,
• rCarr III = costs per ton transported by Carrier III,
• zki ∈ {0, 1}, zki = 1 iff node i is the destination for batch k.

Model variables:
• yqk ∈ {0, 1}, y

q
k = 1 iff batch k is transported by vehicle q of Carrier I,

• xqi,j ∈ {0, 1}, xqk = 1 iff vehicle q of Carrier I travels from node i to node j,
• ysk ∈ {0, 1}, ysk = 1 iff batch k is transported by Carrier II,
• xsi,j ∈ {0, 1}, xsi,j = 1 iff the vehicle of Carrier II travels from node i to node j,
• ytk ∈ {0, 1}, ytk = 1 iff batch k is transported by Carrier III,
• uqi are auxiliary variables in anti-cyclic constraints for Carrier I,
• usi are auxiliary variables in anti-cyclic constraints for Carrier II.

Objective function:

min
∑

q,i,j

pqd
q
ijx

q
ij + pCarr II

∑

i,j

dsijx
s
ij + rCarr II

∑

k

wky
s
k + rCarr III

∑

k

wky
t
k. (1)

Constraints:
∑

i

xqij =
∑

i

xqji ∀q, j, (2)

∑

i

xsij =
∑

i

xsji ∀j, (3)

∑

k

wky
q
k ≤ cq ∀q, (4)

∑

q

yqk + ysk + ytk = 1 ∀k, (5)

∑

j,j 6=i
xqji ≤

∑

k

yqkzki ∀q,∀i ≥ 2, (6)

∑

j,j 6=i
xsji ≤

∑

k

yskzki ∀i ≥ 2, (7)

∑

j,k,j 6=i
zkix

q
ji ≥

∑

k

yqkzki ∀q,∀i ≥ 2, (8)

∑

j,k,j 6=i
zkix

s
ji ≥

∑

k

yskzki ∀i ≥ 2, (9)

∑

j

xq1j ≤ 1 ∀q, (10)

uqi − uqj + nxqij ≤ n− 1 ∀q, i,∀j ≥ 2, i 6= j, (11)

usi − usj + nxsij ≤ n− 1 ∀i,∀j ≥ 2, i 6= j. (12)
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3 Heuristics
The paper [6] describes two heuristics for solving the problem, which at each processing step are looking for the
cheapest variant to deliver one of the packages that have not yet been delivered. The difference in the approach
of both heuristics is that Heuristic I delivers batches in the order they were entered at the input, while Heuristic II
chooses the cheapest delivery variant from all packages. After assigning the selected batch to the vehicle, the
following points are applied:
• if the batch is assigned to Carrier I, other batches into the same node are loaded if possible (used in Heuristic 1

and Heuristic II),
• if the batch is assigned to Carrier II, additional batches for the same node are handled on the condition that the

delivery will be cheaper than for Carrier III (used in Heuristic II).

In this section, we design three new heuristics for solving the problem, which are based on the algorithm of
Heuristic II. Heuristics III adds a randomized step for choosing the cheapest variant in every step of processing.
The algorithm in each new state of processing calculates for individual carriers and their cars the cheapest option to
deliver other packages and from these variants selects according the random value the first or the second cheapest
one. Heuristics IV adds algorithm for finding a better solution of vehicle loading of Carrier I vehicles. After
finishing of calculation, if some vehicles of Carrier I are not completely loaded, the algorithm tries to find a better
solution for vehicle loading. Heuristics V joins algorithm of both previous Heuristics III and Heuristic IV.

For the description of the heuristics, we use the same notation as was described in [6].

3.1 Heuristic III
Heuristic III modifies Heuristic II by adding the randomized step for choosing the cheapest variant in every step
of processing. The algorithm in each new state of processing (current carrier position) calculates, for individual
carriers and their cars, the cheapest option to deliver other packages (i.e. to which node they will go and what they
will carry) and from these variants selects according the random value the first or the second cheapest one. The
algorithm ends after processing the last batch. The algorithm of Heuristics III is calculated repeatedly (e.g. 10 000
times) for finding the best solution.
Step 1: Initialize start parameters. All sequences are initialized by value (1, 1), i.e start and stop node must be

City 1 (depot).
Step 2: Calculate delivery costs for every vehicle. The costs for each vehicle and each undelivered batch are

calculated as follows:
• µqk =∞if wk > cq −

∑
`,`∈Y q

w`, else µqk = minaj{pq(daj ,ik +dik,aj+1
−daj ,aj+1

)}where aj ∈ (aqj)∧j <
Nq , ik = the destination node for batch k,

• νk = minbj{pCarr II(dbj ,ik+dik,bj+1−dbj ,bj+1)+wkrCarr II}where bj ∈ (bj)∧j < M , ik = the destination
node for batch k,

• ωk = wkrCarr III.
For each vehicle minimal costs are selected over all undelivered batches:
• µqkI = mink{µqk} where the decision on the minimum is made on the basis of expression µqk/wk,
• νkII = mink{νk},
• ωkIII = mink{ωk}.

Step 3: Choose the carrier’s vehicle with minimal costs by using randomized step. The costs are calculated
as follows:
Find minimal costs and the second one
• σ1 = minq{µqkI , νkII , ωkIII}.
• σ2 = minq{{µqkI , νkII , ωkIII} − {σ1}}.
Calculate costs with randomized step
• σ = rnd{σ1, σ2}.
For the minimizing carrier and vehicle, do the following:
Carrier I: add additional undelivered batches to the vehicle for the destination (if it can carry), add another
node to the vehicle route (aqj), mark laden batches as delivered. Update the set of delivered batches Y q for the
vehicle q with laden batches.
Carrier II: add additional undelivered batches to the destination on the condition that their delivery is cheaper
than if they were delivered by Carrier III, add another node to the vehicle route (bj), mark laden batch as
delivered. Update the set of delivered batches Y s with laden batches.
Carrier III: mark laden batch as delivered. Update the set of delivered batches Y t with laden batches.

If there is still an undelivered batch, take the first one and proceed to Step 2, otherwise the processing will stop.
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3.2 Heuristic IV
Heuristics IV modifies Heuristic II by adding algorithm for finding a better solution of vehicle loading of Carrier I
vehicles. The algorithm in each new state of processing (current carrier position) calculates, for individual carriers
and their cars, the cheapest option to deliver other packages (i.e. to which node they will go and what they will
carry). After finishing of the calculation, if some vehicles of Carrier I are not completely loaded, the algorithm
tries to find a better solution for vehicle loading.
Step 1: Initialize start parameters. All sequences are initialized by value (1, 1), i.e start and stop node must be

City 1 (depot).
Step 2: Calculate delivery costs for every vehicle. The costs for each vehicle and each undelivered batch are

calculated as follows:
• µqk =∞if wk > cq −

∑
`,`∈Y q

w`, else µqk = minaj{pq(daj ,ik +dik,aj+1
−daj ,aj+1

)}where aj ∈ (aqj)∧j <
Nq , ik = the destination node for batch k,

• νk = minbj{pCarr II(dbj ,ik+dik,bj+1−dbj ,bj+1)+wkrCarr II}where bj ∈ (bj)∧j < M , ik = the destination
node for batch k,

• ωk = wkrCarr III.
For each vehicle minimal costs are selected over all undelivered batches:
• µqkI = mink{µqk} where the decision on the minimum is made on the basis of expression µqk/wk,
• νkII = mink{νk},
• ωkIII = mink{ωk}.

Step 3: Choose the carrier’s vehicle with minimal costs. The costs are calculated as follows:
• σ = minq{µqkI , νkII , ωkIII}.
For the minimizing carrier and vehicle, do the following:
Carrier I: add additional undelivered batches to the vehicle for the destination (if it can carry), add another
node to the vehicle route (aqj), mark laden batches as delivered. Update the set of delivered batches Y q for the
vehicle q with laden batches.
Carrier II: add additional undelivered batches to the destination on the condition that their delivery is cheaper
than if they were delivered by Carrier III, add another node to the vehicle route (bj), mark laden batch as
delivered. Update the set of delivered batches Y s with laden batches.
Carrier III: mark laden batch as delivered. Update the set of delivered batches Y t with laden batches.

If there is still an undelivered batch, take the first one and proceed to Step 2, otherwise the processing continues
with Step 4.

Step 4: Find better loading of Carrier I vehicle r. For vehicle r of Carrier I find a new loading.
• Y ri = {k}, where k ∈ Y r ∪ Y s ∪ Y t ∧∑

k

wk ≤ cr ∧ i is index of calculated set of new possible loading

(number of indices is reduced by algorithm).
• W r

i = { ∑
k,k∈Y r

i

wk}.

• Y rnew = Y ri , where W r
i = max{W r

j }, where j is index of calculated set of new possible loading.
If the new loading is not higher, take next vehicle and proceed to Step 4, otherwise the processing continues
with Step 5.

Step 5: Calculate new route of Carrier I vehicle r. For vehicle r of Carrier I a new route is calculated by using
insert heuristic and adding undelivered batches to the vehicle for the served node.
The costs for vehicle and each undelivered batches from Y rnew are calculated as follows:
• µrk = minaj{pr(daj ,ik + dik,aj+1

− daj ,aj+1
)} where aj ∈ (arj) ∧ j < Nr, ik = the destination node for

batch k,
For the minimizing carrier and vehicle, do the following:
Carrier I: add additional undelivered batches to the vehicle for the destination (if it can carry), add another
node to the vehicle route (arj), mark laden batches as delivered. Update the set of delivered batches Y r for the
vehicle r with laden batches.
Repeat this steps until all batches from Y rnew are delivered.
If new route is not cheaper than previous, take next vehicle and proceed to Step 4, otherwise the processing
continues with Step 6.

Step 6: Calculate new route of Carrier II and Carrier III. Undelivered batches from Y r∪Y s∪Y t are assigned
to Carrier II and Carrier III by using the methods from Step 2 and Step 3.
The costs for each vehicle and each undelivered batche from Y r ∪ Y s ∪ Y t are calculated as follows:
• νk = minbj{pCarr II(dbj ,ik+dik,bj+1

−dbj ,bj+1
)+wkrCarr II}where bj ∈ (bj)∧j < M , ik = the destination

node for batch k,
• ωk = wkrCarr III.
For each vehicle minimal costs are selected over all undelivered batches:
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• νkII = mink{νk},
• ωkIII = mink{ωk}.
The costs are calculated as follows:
• σ = min{νkII , ωkIII}.
For the minimizing carrier and vehicle, do the following:
Carrier II: add additional undelivered batches to the destination on the condition that their delivery is cheaper
than if they were delivered by Carrier III, add another node to the vehicle route (bj), mark laden batch as
delivered. Update the set of delivered batches Y s with laden batches.
Carrier III: mark laden batch as delivered. Update the set of delivered batches Y t with laden batches.
Repeat this steps until all batches from Y r ∪ Y s ∪ Y t are delivered.
If there is still a vehicle that is not optimized, take the next one and proceed to Step 4, otherwise the processing
will stop.

3.3 Heuristic V
Heuristics V joins the algorithms of both previous Heuristics III and Heuristic IV.

4 Performance of the heuristics
For testing of the model and heuristics, the same datasets were used as in the previous paper, expanded by Exam-
ple 2 v3, in which costs for all vehicles of Carrier I were increased. The description of the parameters is given
in Table 1. The model and heuristics were tested on the computer with next configuration: Intel Core i5-4200U
CPU @ 1.60 GHz 2.30 GHz, 4 GB RAM, Windows 10 (x64). The ILP model is solved by CPLEX 12.6 and both
heuristics are implemented in Python 3.4.

vert’s batches No. I var’s constr’s
Example 1 5 10 2 115 96
Example 1 v2 5 10 2 115 96
Example 1 v3 5 10 2 115 96
Example 2 10 20 5 740 693
Example 2 v2 10 20 5 740 693
Example 2 v3 10 20 5 740 693
Example 3 30 40 8 8 500 8 446

Table 1 Summary data for test instances. The columns stand for the number of nodes, number of batches, number
of vehicles of Carrier I, number of variables and number of constraints of the ILP model. In Ex. 1, batches are
sorted at random, in Ex. 1-v2, batches are sorted in the descending order according to the weights, in Ex. 1-v3,
batches are sorted by distances to the target node. Ex. 2 v2 is a modification of Ex. 2 with lower per-km costs of
Carrier III, in Ex. 2-v2, costs of Carrier III are lower than Carrier II, and in Ex. 2-v3, costs for all vehicles of
Carrier I are increased.

The processing results are shown in Table 3. For Heuristics III and Heuristic V, calculations were repeated
10000 times. The results obtained were the ones with the lowest costs. Table 2 contains computational time of the
individual methods.

Cplex Heur. I Heur. II Heur. III Heur. IV Heur. V
Example 1 0.840 0.212 0.213 6.460 0.005 8.681
Example 1 v2 0.130 0.243 0.202 7.033 0.004 8.898
Example 1 v3 0.130 0.196 0.194 6.875 0.004 8.906
Example 2 520.450 0.501 0.655 67.091 0.023 87.592
Example 2 v2 315.740 0.455 0.653 71.160 0.020 87.120
Example 2 v3 940.050 0.478 0.586 68.679 0.017 79.924
Example 3 11 937.660 0.912 1.205 762.881 0.155 1 011.674

Table 2 Computational time: the values of computational time for CPLEX and Heuristics (in seconds).
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Cplex Heur. I Heur. II Heur. III Heur. IV Heur. V

Example 1 68 100
costs 71 343 70 283 70 283 68 100 68 100
H/C 1.048 1.032 1.032 1 1

Example 1 v2 68 100
costs 74 833 70 283 70 283 68 100 68 100
H/C 1.099 1.032 1.032 1 1

Example 1 v3 68 100
costs 73 221 70 283 70 283 68 100 68 100
H/C 1.075 1.032 1.032 1 1

Example 2 128 187
costs 162 366 133 790 131 200 132 796 128 812
H/C 1.267 1.044 1.024 1.036 1.005

Example 2 v2 67 988
costs 78 581 70 928 69 539 70 125 68 961
H/C 1.156 1.043 1.029 1.031 1.014

Example 2 v3 139 578
costs 164 003 146 501 142 519 145 513 140 690
H/C 1.175 1.050 1.021 1.043 1.008

Example 3 ≈334 237
costs 360 311 346 349 344 209 344 666 339 532
H/C 1.078 1.036 1.030 1.031 1.016

Table 3 Results of experiments: the optimal values of objective function found by CPLEX (in Ex. 3, only a lower
bound was available due to excessive memory requirements), the values (costs) found by Heuristics and the corre-
sponding ratios (H/C).

5 Conclusions
We consider a version of Vehicle Routing with three types of carriers using different forms of cost functions as was
built in previous working paper [6]. We defined three new heuristics, where Heuristics III modifies Heuristic II
by adding randomized step, Heuristics IV modifies Heuristic II by adding algorithm for finding better solution of
vehicle loading of Carrier I vehicles and Heuristics V joins the algorithms of previous Heuristics III and Heuris-
tic IV. The newly created heuristics show better results compared to Heuristics I and II. The best one is combined
Heuristic V which generates the optimal solution for smaller examples and constructs feasible solution just about
0.5% – 1.6% worse compared to the true optimal value in other cases.
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Ordering of fuzzy quantities with respect to a fuzzy
benchmark – how the shape of the fuzzy benchmark and the

choice of distance/similarity affect the ordering
Tomáš Talášek1, Jan Stoklasa2

Abstract. To order several outputs of a model represented by fuzzy numbers, we
can define a reference outcome of the model called benchmark (e.g. a fuzzy singleton
when ideals are used as benchmarks). Then the distance (or similarity) between this
reference outcome and each of the fuzzy outputs is used for the ordering of the outputs
of a model. In many cases, however, the benchmark is represented by a fuzzy number
i.e. when an expert estimate of the benchmark is given, or when predictions of future
values are considered.
This paper investigates the consequences of using fuzzy benchmarks for the order-
ing of fuzzy numbers. The paper studies if and how the use of a fuzzy benchmark
with different cardinality may affect the final ordering of fuzzy numbers with respect
to a chosen distance/similarity of fuzzy numbers. Different sets of fuzzy numbers
representing different outputs of models (e.g. fuzzy net present values) are ordered by
several distances/similarities of fuzzy numbers while the definition of the fuzzy bench-
mark changes cardinality-wise. Based on the analysis of the results and their graphical
summaries we identify distances/similarities suitable for use with fuzzy benchmarks.

Keywords: Ordering, fuzzy numbers, fuzzy benchmark, similarity, distance.

JEL classification: D81, C44
AMS classification: 90B50, 91B06

1 Introduction
In fuzzy multiple-criteria evaluation it might be difficult to select the best alternative, since the evaluations of the
alternatives are frequently represented by fuzzy numbers (or even collections of fuzzy numbers). A comparison
with an “ideal” value (see e.g. [2]) could be used to obtain the ordering of the alternatives. Yet for this the
“ideal” has to be defined and an appropriate measure of the distance of the fuzzy-valued evaluation from (or its
similarity with) the “ideal evaluation” has to be chosen. Even though a non-fuzzy ideal value seems to be a
natural choice, many authors decide to use fuzzy ideals (i.e. ideals represented by a fuzzy number) in various
mathematical methods including TOPSIS [5] or selection of human resources [7]. The reasons for this choice vary
from the inability of some distance/similarity measures of fuzzy numbers to work with fuzzy singletons to the
simple statement that since all the evaluations are fuzzy, the ideal should be fuzzy as well. We are not analyzing
the reasonability of this choice in the present paper, though. Our aim is to investigate what are the possible
consequences of the use of fuzzy ideal in the process of determination of the ordering of alternatives represented
by fuzzy evaluations. We depart from the widely accepted alpha-cut ordering of fuzzy numbers and show that
under some circumstances even this “natural” ordering of fuzzy numbers can be contradicted by the results of
a ordering procedure based on the similarity of fuzzy numbers and using a fuzzy ideal. Even more importantly
we show that under the same similarity of fuzzy numbers the ordering of the given fuzzy evaluations can change
simply as a result of the change of the uncertainty of the fuzzy ideal.

2 Preliminaries
Let U be a nonempty set (the universe of discourse). A fuzzy set A on U is defined by the mapping A : U → [0, 1].
For each x ∈ U the value A(x) is called a membership degree of the element x in the fuzzy set A and A(.)
is called a membership function of the fuzzy set A. Ker(A) = {x ∈ U |A(x) = 1} denotes a kernel of A,
Aα = {x ∈ U |A(x) ≥ α} denotes an α-cut of A for any α ∈ [0, 1], Supp(A) = {x ∈ U |A(x) > 0} denotes a
support of A.

A fuzzy number is a fuzzy set A on the set of real numbers which satisfies the following conditions: (1)
1Palacký University Olomouc, Department of Applied Economics, Křı́žkovského 12, Olomouc, Czech Republic,
tomas.talasek@upol.cz.

2Palacký University Olomouc, Department of Applied Economics, Křı́žkovského 12, Olomouc, Czech Republic and
Lappeenranta University of Technology, School of Business and Management, Skinnarilankatu 34, Lappeenranta, Finland,
jan.stoklasa@upol.cz.
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Ker(A) 6= ∅ (A is normal); (2) Aα are closed intervals for all α ∈ (0, 1] (this implies A is unimodal); (3) Supp(A)
is bounded. A fuzzy number A is said to be defined on [a, b], if Supp(A) is a subset of an interval [a, b]. Real
numbers a1 ≤ a2 ≤ a3 ≤ a4 are called significant values of the fuzzy number A if [a1, a4] = Cl(Supp(A))
and [a2, a3] = Ker(A), where Cl(Supp(A)) denotes a closure of Supp(A). Each fuzzy number A is determined
by A =

{
[a(α), a(α)]

}
α∈[0,1], where a(α) and a(α) is the lower and upper bound of the α-cut of fuzzy number

A respectively, ∀α ∈ (0, 1], and the closure of the support of A Cl(Supp(A)) = [a(0), a(0)]. Given two fuzzy
numbers A and B on the same universe U , their natural ordering can be defined based on their α-cuts in the
following way: if Aα ≤ Bα for all α ∈ (0, 1], then A is less or equal to B, denoted A ≤α B.

The fuzzy number A is called linear if its membership function is linear on [a1, a2] and [a3, a4]; for such fuzzy
numbers we will use a simplified notation A = (a1, a2, a3, a4). A linear fuzzy number A is said to be trapezoidal
if a2 6= a3 and triangular if a2 = a3.

Let A be a fuzzy number on [a, b]. Then the cardinality of A, denoted by Card(A) is computed by Card(A) =∫ b
a
A(x)dx. If a1 6= a4, then the center of gravity of A denoted by COG(A) is computed by COG(A) =∫ b

a
xA(x)dx/Card(A). More details on fuzzy numbers and computations with them can be found for example

in [3].

3 Ordering of outputs of mathematical model with respect to a benchmark
Let O = {O1, . . . , On} be a set of n outputs of mathematical model (evaluations), where Oi, i = 1, . . . , n, is a
fuzzy number and let the fuzzy number B be a reference outcome of the model called benchmark (i.e. the desired
output of the model, or in other words a (fuzzy) ideal value). The goal is to order the outputsOi of the mathematical
model with respect to the chosen benchmark B. To reach this goal a distance d(B,Oi) (or similarity s(B,Oi))
between the benchmark B and each output Oi must be computed. Then, the outputs of the model can be ordered
with respect to the computed distances in the ascending order (in the case of similarity, the outputs are ordered in
the descending order).

It is important to keep in mind that the selected distance/similarity of fuzzy numbers affects the output of
the final ordering, because different distances/similarities focus on different attributes of the fuzzy numbers to be
ordered. The definition of the benchmark also plays a significant role (see the following sections). For the purpose
of this paper we investigate two distances of fuzzy numbers (d1 and d2) and two similarities of fuzzy numbers (s1
and s2) - see their definitions for the case of fuzzy numbers C and D defined on the same universe (analogous
measures were analyzed e.g. in [8, 10]):
• A modified Bhattacharyya distance [1]

d1(C,D) =
[
1−

∫

U

(C∗(x) ·D∗(x))1/2dx
]1/2

, (1)

where C∗(x) = C(x)/Card(C(x)) and D∗(x) = D(x)/Card(D(x)). Note that this distance measure requires
Card(C(x)) 6= 0 and Card(D(x)) 6= 0, i.e. neither the fuzzy evaluation nor the fuzzy ideal can be represented
by a fuzzy singleton.

• A dissemblance index [6]

d2(C,D) =

∫ 1

0

|c(α)− d(α)|+ |c(α)− d(α)| dα, (2)

• A Weis and Chens similarity measure [11]

s1(C,D) =
(
1−

∑4
i=1 |ci − di|

4

)
· min{Pe(C), P e(D)}+min{hgt(C), hgt(D)}
max{Pe(C), P e(D)}+max{hgt(C), hgt(D)} , (3)

where Pe(C) =
√
(c1 − c2)2 + (hgt(C))2 +

√
(c3 − c4)2 + (hgt(C))2 + (c3 − c2) + (c4 − c1), Pe(D) is

defined analogically,
• A Hejazi and Doostparast similarity measure [4]

s2(C,D) =
(
1−

∑4
i=1 |ci − di|

4

)
· min{Pe(C), P e(D)}
max{Pe(C), P e(D)} ·

min{Ar(C), Ar(D)}+min{hgt(C), hgt(D)}
max{Ar(C), Ar(D)}+max{hgt(C), hgt(D)} , (4)

where Ar(C) = 1
2hgt(C)(c3 − c2 + c4 − c1), Ar(D) is defined analogically and Pe(C) and Pe(D) are

computed identically as in the previous method.
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Figure 1 The selected pairs of fuzzy evaluations to be ordered with respect to a chosen fuzzy ideal. Left subfigure
represents a case where the two fuzzy evaluations cannot be ordered based on the natural α-cut ordering, Right
subfigure represents a case where the D2 ≤α C2. In both cases the shape of the red fuzzy number is the same (it is
a symmetrical triangular fuzzy number with the same cardinality), just the location (i.e. center of gravity) differs.
The blue fuzzy numbers are identical in both subfigures.

Figure 2 Results of the analysis for C1 (blue curves) and D1 (red curves). Top left subfigure summarizes
d1(C1, Bp) in blue and d1(D1, Bp) in red. Top right subfigure summarizes d2(C1, Bp) in blue and d2(D1, Bp)
in red. In both cases whichever curve is the lowest represents the preferred alternative/evaluation w.r.t. the given
value of p. Bottom left subfigure summarizes s1(C1, Bp) in blue and s1(D1, Bp) in red. Bottom right subfigure
summarizes s2(C1, Bp) in blue and s2(D1, Bp) in red. In both cases whichever curve is the highest represents the
preferred alternative/evaluation w.r.t. the given value of p.
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Let us, for the sake of simplicity, consider just two pairs of fuzzy evaluations to be ordered. The selected two
pairs are depicted in Figure 1 (similar pairs of fuzzy numbers are analyzed e.g. in [11]). In the next section we
apply the four above-mentioned distance/similarity measures of fuzzy numbers to obtain the ordering of C1 and
D1 and C2 and D2 respectively.

As a benchmark we choose to use a parameterized symmetrical triangular fuzzy number Bp = (p, 0.5, 0.5, 1−
p), p ∈ [0, 0.5) with a center of gravity larger than any of the significant values of the fuzzy numbers to be ordered;
without any loss of generality we set COG(Bp) = 0.5. The cardinality of this fuzzy benchmark is dependent on the
choice of the value of the parameter p (another analysis suggesting to use parametrized fuzzy number to explore
the behaviour of fuzzy distance can be found in [9]). In the next chapter we analyze what ordering is suggested by
(1) - (4) for C1 and D1 and C2 and D2 for any choice of p ∈ [0, 0.5).

4 Analysis of the performance of the selected distance/similarity measures
of fuzzy numbers

Two pairs of fuzzy numbers representing the expected outputs of mathematical model were chosen (see Figure 1):
C1 = (0.10, 0.15, 0.25, 0.3), D1 = (0.15, 0.20, 0.20, 0.25) in its left subfigure and C2 = (0.10, 0.15, 0.25, 0.3),
D2 = (0.10, 0.15, 0.15, 0.20) in its right subfigure. Please note, that fuzzy numbers C1 and C2 represent the
same trapezoidal fuzzy number and fuzzy numbers D1 and D2 have same shape but different center of gravity.
Also note, that fuzzy numbers from the first pair have identical centers of gravity. The left subfigure of Figure 1
thus represents a case where the two fuzzy evaluations cannot be ordered based on their α-cuts, while in the right
subfigure we clearly have D2 ≤α C2. We would thus expect that all four chosen distance/similarity measures will
thus provide the same ordering for C2 and D2, even regardless of the definition of the benchmark Bp. We have
calculated the distances/similarities of the fuzzy evaluations to all the values of the fuzzy ideal Bp, p ∈ [0, 0.5)
for both cases from Figure 1 and present the results graphically in Figures 2 and 3. Note, that for the d1 and
d2 distances (top 2 subfigures in both figures) the lower curve represents the preferred evaluation, while for the
similarities s1 and s2 the higher curve represents the preferred evaluation for the given value of p.

In the Case 1 (fuzzy evaluations C1 and D1) both distances of fuzzy numbers favor the trapezoidal fuzzy
number C1 before triangular fuzzy number D1. However, this applies only for the cases, where the benchmark
Bp has higher cardinality (p is close to 0). When the value of p crosses a certain threshold (different for both
distances), both distances stop discriminating between C1 and D1. In other words when the cardinality of Bp is
low, which results in an empty intersection of Bp with C1 and D1, both fuzzy evaluations are considered equally
distant from the ideal. This is especially evident in the case of the dissemblace index (d2). We, however, need to
keep in mind that C1 and D1 have the same center of gravity and are the very prototype of a pair of fuzzy numbers
that cannot be ordered based on the α-cut ordering. On the other hand similarity s1 and s2 distinguish between
the fuzzy evaluations C1 and D1 even in the cases when p is close to 0.5. However, in both cases there is a value
of p (around 0.4), when the ordering of C1 and D1 switches. For p lower then this threshold, both methods prefer
the trapezoidal fuzzy number C1 (as well as in the case of d1 and d2), but when the cardinality of the benchmark
becomes lower, both method start to preferD1 over C1. This behaviour of the similarity measures can be attributed
to their focus on the shape of the fuzzy numbers being compared - when the cardinality of the fuzzy ideal Bp gets
lower, its shape gets closer to the shape of the triangular C1 evaluation. This would suggest that the similarity
measures focusing on the shape are not the best choice for the ordering of fuzzy evaluations. Their use can be,
however, justified, as long as cardinality (or the amount of uncertainty) of the fuzzy ideal should be well matched
by the best alternative.

For the Case 2 which is represented by the fuzzy numbersC2 andD2 to be ordered, the modified Bhattacharyya
distance d1 provides similar results as in the previous case – the trapezoidal fuzzy number C2 is preferred over
the triangular fuzzy number D2. Unlike in the first case the dissemblace index now favors the trapezoidal fuzzy
number C2 for any value of p. This behaviour is expected because D2 is a subset of fuzzy number C2 and
COG(D2) < COG(C2). The C2 is also preferred over D2 if the similarity s1 is used. And again this preference is
independent on the value of p. However, for the similarity s2 there again exists a threshold, where the preference
is switched. In other words from a certain value of p the similarity s2 gives results directly opposite to those
suggested by the α-cut ordering of the fuzzy evaluations C2 and D2. This is very counterintuitive, but it can still
be explained by the focus of s2 on the shape of the fuzzy numbers that are being compared.

From the above text can be conclude, that the Bhattacharyya distance d1 exhibits consistent behaviour, but can
only order fuzzy numbers, if the benchmark Bp has higher cardinality (p is close to zero). In fact d1 discriminates
(returns a value different from 1) only if the intersection of the fuzzy evaluation with the fuzzy ideal is nonempty.
This might not be a desired property. The Dissemblance index d2 may overcome this disadvantage of d1 in
some cases, but it is still possible that the distances may coincide. However, as shown in Case 1, this happens
in the “difficult to resolve” cases where the inability to distinguish two evaluations might actually be the correct
answer we are looking for (in some cases the values simply cannot be ordered without additional information).
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Figure 3 Results of the analysis for C2 and D2. Top left subfigure summarizes d1(C2, Bp) in blue and d1(D2, Bp)
in red. Top right subfigure summarizes d2(C2, Bp) in blue and d2(D2, Bp) in red. In both cases whichever curve
is the lowest represents the preferred alternative/evaluation w.r.t. the given value of p. Bottom left subfigure
summarizes s1(C2, Bp) in blue and s1(D2, Bp) in red. Bottom right subfigure summarizes s2(C2, Bp) in blue
and s2(D2, Bp) in red. In both cases whichever curve is the highest represents the preferred alternative/evaluation
w.r.t. the given value of p.
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If the similarity of fuzzy numbers is used, it is important to take into consideration, that for different cardinality
of benchmark Bp the ordering could be different; it can even be in conflict with the natural ordering of fuzzy
numbers based on the α-cuts. This is caused due to the construction of these similarities, because they take into
consideration the shape of fuzzy numbers. This is especially visible in the case of s2.

Overall the chosen distance/similarity measures seem to perform better for low values of p, i.e. for fuzzy ideals
with high cardinality. The less uncertain the fuzzy ideal is, the more problems seem to appear - ranging from the
loss of discrimination power in d1 to a complete switch in the ordering of the alternatives when s2 is used. This is
an interesting finding - mainly because fuzzy ideals are often derived by fuzzification from crisp (non-fuzzy) ideal
values just to allow for the use of distances/similarities of fuzzy numbers. Our findings suggest that just adding a
little uncertainty can be counterproductive as long as the ordering of alternatives based on their fuzzy evaluations is
needed. Out of the four analyzed distance/similarity measured the dissemblance index (d2) seems to be performing
best and seems to be the least dependent on the definition of the fuzzy ideal.

5 Conclusion
In the paper we investigate the reasonability of using fuzzy ideals in connection with two chosen distances of
fuzzy numbers and two chosen similarities of fuzzy numbers for the purpose of ordering of fuzzy evaluations. We
show that in many circumstances the resulting ordering depends not only on the choice of the distance/similarity
measure, but also on the definition of the fuzzy ideal. Surprisingly, low-uncertain fuzzy ideals do not seem to
provide appropriate results. The only distance/similarity measure that did not exhibit significant drawbacks under
any definition of the fuzzy ideal is the dissemblance index. Even though this study focuses on just four chosen
distance/similarity measures of fuzzy numbers, it still provides valuable insights into the use of fuzzy ideals in the
evaluation setting.
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Abstract. Logistic chains must be planned efficiently and economically. 

Effectiveness demands goods being delivered to the required quality while economic 

criteria ask for delivery of goods at minimal cost. 

The following article considers the economic facets of the delivery process as 

expressed against the total costs of the process. Operation research methods, 

specifically mathematical programming models, will be used to calculate economic 

optimization scenarios. A range of distribution problems can be calculated by means 

of mathematical programming. Mathematical models applied to various problems 

may differ: some variants of the problems include locations of warehouses which are 

known; for others warehouse locations must be determined. In addition, particular 

customers may require deliveries from different locations at the same time; other 

customers may restrict deliveries to a single supplier. 

This article examines a problem in which warehouse locations must be determined 

(potential locations are known) and each customer may only take delivery from a 

single (operational) storage point. This type of problems is termed a facility location 

problem. In the course of this problem it shall be assumed that storage points at each 

location may be set up in any of multiple variants, which differ in capacity and 

subsequent associated setup costs. The optimization criteria taken into account will 

be the total costs for setting up a warehouse, its maintenance and cargo delivering. 

In addition to these cost criteria, the problem will take into account a second variable 

expressing the worst (maximum) time availability. A requirement for minimization 

will be set for both criteria. The STEM methodology will be used for calculations. 

Keywords: Facility Location Problem, Linear Programming, Operation Research. 

JEL Classification: C44 

AMS Classification: 90C11 

1 Introduction: Motivation for addressing the problem 
Location problems play an important role in distribution logistics. Their objective is to optimize positions of 

warehouses, which are to be placed in predefined locations in a given territory and to create attraction zones for 

them. The most frequently selected optimization criterion is the total running costs of the system. In principle, 

standard models of location problems assume that the fixed costs for individual locations do not change. 

However, this assumption may be inadequate in real-life logistics practice. It is mainly because there can be 

more variants available when deciding about the location of a warehouse. These variants are distinguished by 

their capacities and the correspondent various values of the fixed costs. The changing fixed costs are called semi-

fixed costs in economic literature; see for example [5]. Apart from the total costs, other criteria affecting the 

quality of logistic services should be taken into consideration [2], [4], [6] or [7]. These other criteria include, for 

instance, the time availability of the supplied goods. Frequently, customers do not operate their own warehouse 

and they expect the time from the moment of ordering to the moment of delivery to be as short as possible. The 

level of the time availability will be modelled and evaluated by means of the value of the worst (maximum) time 

availability.  

The presented article contains a proposal of a mathematical model for the location problem that incorporates 

the semi-fixed costs for the operation of warehouses. In addition, it takes into consideration the time availability 

of the customers which is needed for the transfer of the good from warehouses. The model includes two 

objective functions. The first objective function represents the total cost of supplying the customers while the 
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second function represents the value of the worst time availability. The aim of the optimization process is to 

minimize values of both objective functions while respecting the constraints.   

2 Mathematical formulation of problem and mathematical model 

This chapter formulates the assignment for the mathematical solution of the problem and proposes a 

mathematical model. In the transport network there is  number of customers and  number of locations in 

which the warehouses can be located. The maximum capacity  for a certain planning period for each 

warehouse is known (provided the warehouse is to be operated there). For each location a 

set of intervals 
 
is defined; this set represents the volume of the goods distributed through this location, which 

results in various operational costs for the warehouse. The previously mentioned intervals are assumed to be 

disjunctive and continuous. I.e.  and then let . Semi-fixed costs 

for each location and interval are known. Let us assume that <
 
for and 

(this assumption indicates that the fixed costs will increase with the increasing volume of goods 

distributed via the warehouse). For each customer  the requirement  is defined for the same 

planning period. In addition, the unit costs of supply to the customer from the warehouse in the 

location are known; these are referred to as further in the text. Let us assume that the customer 

cannot be supplied from several warehouses at the same time. In addition, let us assume that each customer can 

be supplied from any operational warehouse. There is also a time availability matrix in which element 

represents the value of the customer’s time availability  from the warehouse . The task is to 

determine a way of clearly assigning the customers to the operational warehouses in order to minimize the 

amount of total costs of supplying customers from the warehouses and at the same time to minimize the value of 

the worst (maximum) time availability.  

Three groups of variables are entered into the problem. The first group includes variables that model 

decisions on operation of warehouses in individual locations, which will generate fixed costs for the operation of 

the warehouse in the location. Let us designate a variable modelling a decision on operating a warehouse in 

location  as , where . This variable will be bivalent. If  after completing the 

optimization calculation, then the warehouse in the location will be operated and the volume of goods 

distributed through this warehouse will be from the interval . If  after completing the 

optimization calculation, then the warehouse in the location  with a capacity within will 

not be operated. The second group of variables includes variables modelling the decision of assigning customers 

to attraction zones of the operated warehouses (based on their values it will be possible to identify the attraction 

zones). Let us designate a variable modelling the said decision by the symbol . This variable will also be 

bivalent. If after completing the optimization calculation, then the customer will be supplied 

from the operated warehouse in the location . If after completing the optimization calculation, 

then the customer will not be supplied through the location . The third group of variables 

will contain only one variable. This variable will set the upper limit for the worst time availability and it will be 

designated by a symbol . The nature of this variable implies that its domain will be the set . The 

mathematical model for the formulated problem is as follows: 
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  (4) 

  (5) 

  (6) 

  (7) 

  (8) 

  (9) 

  (10) 

Function (1) represents the first objective function – the total costs of the supply process. Function (2) 

represents the second objective function – the worst value of the time availability. The group of constraints (3) 

ensures that each customer is supplied. The number of constraints corresponds to the number of customers. 

Groups of constraints (4) and (5) ensure that the amounts of goods distributed through individual warehouses 

will correspond to the amount of fixed costs of operating the warehouses. In addition, the groups of constraints 

(4) and (5) provide logical links among variables from various groups. The groups of constraints (4) and (5) are 

created for every location. Therefore, their number corresponds to the number of locations. Value  in the group 

of constraints (4) ensures that there will be a distance between the lower bound of one interval from the upper 

bound of the previous interval. Group of constrains (5) further ensures that the storage capacities will be 

accepted. Group of constraints (6) will ensure that a maximum of one fixed cost rate will be selected for each 

location suitable for the operation of the warehouse. The number of constraints in this group corresponds to the 

number of locations. Group of constraints (7) creates links between time availability and objective function (2). 

The number of constraints in this group corresponds to the product of the numbers of warehouses and customers. 

Groups of constraints (8), (9) and (10) define the domains of values of individual variables in the model.  

3 Mathematical approach to solving the proposed model 

For solving the actual mathematical model the STEM method will be used. The theoretical description of the 

STEM method is given in publications [1] or [3]. This method is to be supplemented by the so-called cascade 

approach used in optimization problems of the Minimax type. The cascade approach is based on the gradual 

relaxation of constraints that prevent improving the value of the objective function. In models (1) – (10), the 

constraints of type (7) will gradually be fixed. Simultaneously, with the relaxation of constraints (7) it is 

necessary to modify the capacity constraints related to the warehouses (4) and (5) through which the goods are 

distributed in fixed flows. Operations will be made by gradual increments of the expressions by values of fixed 

flows on the left side for constraints of the type (4), and by the same values on the left sides of the corresponding 

constraints of the type (5). The entire optimization process can be described by a sequence of six steps (Steps 1 

through 5 represent the initial phase of the STEM method based on which a default matrix of objective functions 

is obtained): 

1. the mathematical model (3) – (6) and (8) – (9) with the objective function (1) is solved; 

2. the mathematical model (3) – (10) with the objective function (2) and the supplementary constraint (11) is 

solved 

  (11) 

where is the value of the objective function (1) calculated in Step 1, 

3. the mathematical model (3) – (10) with the objective function (2) is solved, 
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4. the cascade approach is applied and repeated until it is no longer possible to improve the value of the 

objective function (2), 

5. the mathematical model (3)   

6. further steps of the STEM are performed; the input data for these next steps of the STEM method are the 

results of Steps 1, 2, 3 and 5. First, the coefficient matrix of the objective functions is compiled, and then the 

weights of individual criteria are calculated. Consequently, the model in which the maximum weighted 

deviation from the ideal variant is being minimized is solved.  

Owing to the fact that the problem addressed is a model problem, let us assume that the values of both 

objective functions, after the first computation step of the STEM method (after the first minimization of the 

maximum weighted deviation from the ideal variant), will meet the customer’s requirements. 

4 Numerical Experiment 

Let us assume a model example. In the location problem there are 3 locations suitable for setting up warehouses 

and 10 customers who require services. Let us assume that for each location that is suitable for setting up a 

warehouse there are four related values of the fixed costs, i.e. for . With increasing capacity of 

the warehouse the fixed costs also increase. These fixed costs increase by a step change when the values of the 

capacity are exceeded and then . Information related to locations is provided in 

Table 1. Information on unit costs of transport in individual relations and customers’ requirements (values before 

/) and the values of the customer’s time availability from warehouses (values after /) are stated in Table 2. 

Warehouse 

in location  

        

1 110 120 130 170 1,100 1,200 1,300 1,700 

2 40 50 65 70 4,000 5,000 6,500 7,000 

3 30 35 40 45 3,000 3,500 4,000 4,500 

Table 1 Boundary values for changes in fixed costs and warehouse capacity 

 Customer  

Warehouse in location  

1 2 3 4 5 6 7 8 9 10 

1 10/3 2/5 3/4 4/6 5/12 6/5 7/4 8/3 9/8 7/9 

2 11/11 3/12 5/5 7/7 9/10 4/14 6/5 5/9 3/6 8/8 

3 8/8 9/19 5/5 6/6 4/4 3/13 2/12 9/9 8/18 16/16 

Requirement  30 35 40 45 10 15 30 20 15 30 

Table 2 Unit costs of transport and customer’s requirements 

Step 1: Results – assigning customers to warehouses is summarized in Table 3. The total cost was  

monetary units. 

Customer  1 2 3 4 5 6 7 8 9 10 

Warehouse in location  1 2 1 1 1 1 3 2 2 1 

Table 3 Results of Step 1 

Step 2: Value of the objective function – the worst time availability was 12 units of time. 

Step 3: Results  assigning customers to warehouses is summarized in Table 4. The value of the objective 

function  the worst time availability was 12 units of time.  

Customer  1 2 3 4 5 6 7 8 9 10 

Warehouse in location  3 1 2 1 3 1 1 1 1 2 

Table 4 Results of Step 3 

Step 4: the cascade approach was applied. Results – assigning customers to warehouses is summarized in Table 

5. The first line of the Table 5 is the same as Table 4 because Step 3 can be considered as the first iteration of the 

cascade approach. Numbers in brackets in the first column represent numbers of iterations of the cascade 

approach. The symbol │ means that assigning the warehouse does not change because the final assigning was 

achieved in the previous iteration. In addition, the tables contain values of the worst time availability for 

unrelaxed constraints in the course of the solution. 
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 Customer  1 2 3 4 5 6 7 8 9 10   

Warehouse assigning in location  

(1) 

3 1 2 1 3 1 1 1 1 2 8  

Warehouse assigning in location  

(2) 

│ 1 1 1 3 1 2 1 │ │ 6  

Warehouse assigning in location  

(3) 

│ 1 2 │ 3 1 1 1 │ │ 5  

Warehouse assigning in location  

(4) 

│ │ │ │ 3 │ 1 1 │ │ 4  

Warehouse assigning in location  

(5) 

│ │ │ │ │ │ │ 1 │ │ 3  

Table 5 Results of Step 4 

Table 6 specifies the results in individual iterations that are related to cost values according to various iterations. 

 

Iteration 

Selected cost 

group of fixed 

costs for 

warehouse 1 

Selected cost 

group of fixed 

costs for 

warehouse 2 

Selected cost 

group of fixed 

costs for 

warehouse 3 

  
 

 

(1) 4 4 3 12,700 1,565 14,265 

(2) 4 3 3 12,200 1,455 13,655 

(3) 4 4 4 13,200 1,565 14,765 

(4) 4 4 4 13,200 1,565 14,765 

(5) 4 4 3 12,700 1,565 14,265 

Table 6 Results of Step 4 – values of objective functions 

Step 5: the mathematical model (3) – (6) and (8) – (9) with objective function (1) and supplementary constrains 

generated in the last iteration of the cascade approach from Step 4 was solved. The result of this step is shown in 

the field that is the intersection of the last line and the last column in Table 6. 

Step 6: further steps of the STEM method are to be performed; the input data for these next steps of the STEM 

are the results of Steps 1, 2, 3 and 5. Based on the results of Steps 1, 2, 4 and 5, a coefficient matrix of the 

objective functions is compiled. Since there are 2 objective functions in the problem (the total cost of supply to 

customers and the worst time availability) the coefficient matrix of objective functions will have a dimension of 

2×2. The form of the matrix can be seen in (12). 

  (12) 

The element in position (1,1) represents the value of the objective function (1) obtained in Step 1. The element in 

position (1,2) represents the value of the objective function (2) obtained in Step 2. The element in position (2,1) 

represents the value of the objective function (1) obtained in Step 5. Finally, the element in position (2,2) 

represents the value of the objective function (2) obtained in Step 3. The following procedure was used to 

calculate the weights of individual criteria. First, the equation (13) was solved: 

  (13) 

from where  and then, using this value, the individual weights from relations (14) and (15) were 

calculated: 
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The results were rounded to 5 decimal places. When minimizing the maximum weighted deviation from the ideal 

variant, the model in the form (3) – (10) supplemented by constraints (16) and (17) in the following forms is 

solved: 

 

3 4 3 10

1 1 1 1

0.00015 12960ik ik ij j ij

i k i j

f y c b x d
   

 
   

 
   (16) 

  0.99985 8u d   (17) 

supplemented by objective function (18) in the form 

  (18) 

in which the variable represents the maximum weighted deviation from the ideal variant. Constraints (16) 

and (17) provide logical links among variables. Since the values of time availability are entered integers, the 

domain 
 
was changed to  in the constraint (10), i.e. to a set of non-negative integers. Upon solving the 

model the results shown in Table 7 were obtained: 

Customer  1 2 3 4 5 6 7 8 9 10 

Warehouse in location  1 1 2 1 3 1 2 3 1 1 

Table 7 Results of Step 6 

The total cost was 13,285 monetary units and the worst value of time availability was 9 time units. In 

comparison with the results of single-criterion optimizations, both values of the objective functions worsened. 

The total cost increased by 385 monetary units and the value of the worst time availability was extended by 1 

time unit. The value of the weighted deviation after minimizing was 1.51531. As previously mentioned in the 

introductory commentary on the problem, the authors assume that the calculated solution is acceptable for the 

ordering party according to both criteria. Thus, the calculation is completed. 

5 Conclusion 

The presented article deals with location problems including the semi-fixed costs and time availability. Linear 

programming was selected to solve the problem. The article contains a linear mathematical model with two 

criteria – the total cost of supplying customers and the worst (maximum) time availability. Both objective 

functions were minimized during the optimization process. The actual solution of the mathematical problem was 

achieved by means of the proposed algorithm which consisted of six steps. The solving algorithm combined the 

well-known STEM method and the so-called cascade approach, which is used for Minimax or Maximin 

problems. The proposed algorithm is applied to a model problem with three possible warehouses and ten 

customers. For each warehouse four values of the fixed costs can be used. The fact that the values of the fixed 

costs increase with the increasing capacity of warehouses was taken into consideration. Based on the numerical 

experiments the functionality of the proposed model was verified. A compromise solution was found by means 

of optimizations according to individual criteria; this solution worsened the values of both objective functions. 
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Probability Distribution of Military Expenditure
Martin Tejkal1, Běla Mikulášková2, Jiřı́ Neubauer3

Abstract. The contribution deals with modeling of probability distribution of military
expenditure. Analysis of relationship between military expenditure and other macroe-
conomic variables is topical in the defense economic literature. For this purpose, var-
ious models such as vector autoregressive, error correction or panel data models are
applied. The probability distribution of analyzed variables can significantly influence
the performance of estimated models. The aim of this paper is to find an appropri-
ate probability distribution for data describing military expenditure per capita in the
years 1993–2016. The statistical analysis involves data of 115 countries. The authors
focus mainly on a normal, lognormal, gamma and Weibull distribution. The quality
of a distribution fit is based on comparison of an empirical and a theoretical cumula-
tive distribution function and is tested by Anderson-Darling, Cramer-von Mises and
Kolmogorov-Smirnov test. In addition to the type of distribution, the development
(changes) of the parameters estimates is discussed and the most sensitive test statis-
tics is suggested. The authors compared the quantiles of the estimated probability
distributions as potential risk indicators.

Keywords: distribution fitting, military expenditure, risk

JEL classification: C12, E69
AMS classification: 62F99

1 Introduction
Statistical analysis of relationship between military expenditure and other macroeconomic variables is very topical
in the defense economic literature. For this purpose, various models such as vector autoregressive, error correction
or panel data models are applied, see for example[10] or [6]. The probability distribution of analyzed variables
can significantly influence the performance of estimated models. Normality of variables is a common and frequent
assumption of many widely used models and methods. There are many normality test available whose properties
differ [11]. Violation of the normality assumption can appreciably affect parameter estimates, individual tests
associated with the estimated model. The problem of a probability distribution is addressed by a number of authors,
for example the probability distribution of income is discussed in [2], distribution fitting of a microbiological
contamination data is solved in [3], or economic growth is modeled in [12].

In this contribution, we focus on distribution of military expenditure (per capita). We would like to show
that the probability distribution of military spending is not normal and should be modeled by another probability
distribution, for example by a log-normal distribution. From a security perspective, it is useful to focus on the
extreme values. We will pay attention to the small and, above all, high values of military spending that can be
a marker of potential security risk. For this reason, we calculate the necessary quantiles of probability distributions
used to model the distribution of military expenditure.

We analyze data from 1993 to 2016. According to SIPRI (Stockholm International Peace Research Institute),
military expenditure include all current and capital expenditure on the armed forces (including peace keeping
forces), defense ministries and other government agencies engaged in defense projects, paramilitary forces when
judged to be trained, equipped and available for military operations, and military space activities. The amount
of military spending in different countries varies considerably. Israel, Saudi Arabia, Oman, USA, Singapore,
Kuwait, Norway Bahrain and Australia belong to countries with the largest military expenditure per capita in 2016
(military spending exceeds $ 1,000). On the other end of the scale are countries like Malawi, Madagascar, Liberia,
Mozambique, Sierra Leone or Ethiopia with military expenditure less than $ 5 per head. The empirical distribution
of military spending in not symmetric, it is skewed. A normal distribution is not a good model for this variable, as
will be stated later.

1University of Defence in Brno, Department of Econometrics, Kounicova 65, Brno, Czech Republic, mar-
tin.tejkal@unob.cz

2University of Defence in Brno, Department of Econometrics, Kounicova 65, Brno, Czech Republic,
jiri.neubauer@unob.cz

3University of Defence in Brno, Department of Econometrics, Kounicova 65, Brno, Czech Republic,
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2 Data Description
As mentioned in the introduction, the data represent military expenditure of selected countries per capita in years
1993–2016. The dataset used for the study carried out in this paper comes from the SIPRI database of military
expenditure, that is available online at: https://www.sipri.org/databases/milex. Figure 1 shows
military expenditure data of selected countries.
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Figure 1 Military expenditure of China, the Czech Republic, Germany, Israel and USA from 1993 to 2016 (in
dollars per capita)

For the purpose of the paper, from the original dataset obtained from SIPRI a selection was made. It is based
on the relevance of countries included in the model and trustworthiness of the respective data. After selection the
dataset contains information on 115 countries including the most prominent actors on the field of international
politics like USA, China, Russian Federation, India, etc. as well as countries of former eastern block and countries
of Middle East and Africa.

The time period of the data was set between the years 1993 and 2016, where the reason for the choice of the
lower bound comes from the fact that data of many countries relevant for this study are not available prior to the
year 1993. The upper bound corresponds to the most recent year for which the data is currently available in the
SIPRI database. The goal of this paper is to study the probability distribution of military expenditure per capita in
the above mentioned period by finding an appropriate distribution for military spending in each year. In case that
a data entry was missing for a given country in a given year, that the country was not included into the data sample
of military expenditure in that year.

Following notation will be used henceforth. Denote n = 115 the total number countries considered in this
study and m the number of countries with missing entries in a given year j. Than Xj = (X1,j , ..., Xn−m,j) is
a random sample of a size n−m of military expenditure of countries in a year j.

3 Methods and Tests
It was assumed that the data sample Xj = (X1,j , ..., Xn−m,j) of military expenses of countries in a given year
j had come from one of the following distributions: normal, lognormal, gamma and two-parameter Weibull dis-
tribution. For further information see [1]. The parameters µN , σ2

N of the normal distribution, µLN , σ2
LN of the

lognormal distribution, the shape parameter α, the rate parameter β of the gamma distribution, the shape parameter
k and the scale parameter λ of the Weibull distribution were estimated from the sample for each year j. Through
the text the estimates of the parameters are denoted by hat symbol, e. g. µ̂ is the estimate of the parameter µ.

To obtain these estimates, maximum goodness of fit estimation as described in [8] was used, where the ap-
plied metric was Kolmogorov-Smirnov [4]. The choice of the maximum goodness of fit estimation using the
Kolmogorov-Smirnov metric was done to avoid numerical computation problems that would occur while estimat-
ing parameters of the Weibull and gamma distribution when using Cramer-von Mises metric or Anderson-Darling
metric in the maximum goodness of fit approach, or while using the maximum likelihood estimation approach.

Assume that the sample Xj = (X1,j , ..., Xn−m,j) comes from distribution with the distribution function FXj

Probability Distribution of Military Expenditure
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The following four hypotheses were tested for j ∈ {1993, 1994, . . . , 2016} and the level of significance α = 0.05:

H01 : FXj is equal to FN(µ̂N,j ,σ̂2
N,j)

, (1)

H02 : FXj
is equal to FLN(µ̂LN,j ,σ̂2

LN,j)
, (2)

H03 : FXj
is equal to FG(α̂j ,β̂j)

, (3)

H04 : FXj
is equal to FW (k̂j ,λ̂j)

, (4)

where FN(µ̂N,j ,σ̂2
N,j)

, FLN(µ̂LN,j ,σ̂2
LN,j)

, FG(α̂j ,β̂j)
and FW (k̂j ,λ̂j)

denote in sequence the cumulative distribution
functions of normal, lognormal, gamma and Weibull distributions, with the respective parameter estimates taken
as the values of the actual parameters. The hypothesis testing was performed via tests based on comparing the em-
pirical cumulative distribution function with the theoretical cumulative distribution function of the corresponding
distributions using Kolmogorov-Smirnov, Cramer-von Mises and Anderson-Darling metrics [4].

4 Results
In Figures 2a, 3a and 4a one can see how the p-values of the Kolmogorov-Smirnov, Cramer-von Mises and
Anderson-Darling test change for the years varying from 1993 to 2016. The gray horizontal line denotes the
level of significance α = 0.05. Figures 2b, 3b and 4b show how the test statistic values of the Kolmogorov-
Smirnov, Cramer-von Mises and Anderson-Darling test change in years 1993–2016. The violet-red step function
displays the critical values of the test statistic for each year [5, 7, 9].
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Figure 2 P-values and values of the Kolmogorov-Smirnov test statistic performed for years 1993–2016
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Figure 3 P-values and values of the Cramer-von Mises test statistic performed for years 1993–2016
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Figure 4 P-values and values of the Anderson-Darling test statistic performed for years 1993–2016

One can observe that the p-values of neither of the tests performed to test the hypothesis (1) attain values greater
than the level of significance, hence in all considered years we reject the hypothesis (1). On the other hand all of
the performed tests suggest, that the best fit for each year of the studied period provides the lognormal distribution.

We may notice in Figure 4a that the p-values of the Anderson-Darling test, when testing the hypothesis (3) for
the years from 1993 to 2005, are close to the level of significance α = 0.05. Furthermore, it can be observed in
Figure 4b that some of the values of the Anderson-Darling test statistic in this time period lie above the values of
the critical function in the given year. A closer look at the p-values of the Anderson-Darling test of the hypothesis
(3) and the values of the respective test statistic and the critical values up to year 2000 are collected in Table 1.
The year 2000 is the last one when the hypothesis (3) was rejected. It is clear from Table 1 that the hypothesis (3)

year 1993 1994 1995 1996 1997 1998 1999 2000
p-value 0.0227 0.0408 0.0586 0.0420 0.0568 0.0538 0.0342 0.0490
test static 3.1631 2.6627 2.3637 2.6384 2.3894 2.4335 2.8130 2.5113
critical value 2.4941 2.4941 2.4941 2.4940 2.4940 2.4941 2.4941 2.4940

Table 1 Anderson-Darling test results for years from 1993 to 2000, years when the hypothesis (3) is rejected are
in red

tested by the Anderson-Darling test is rejected for years 1993, 1994, 1996, 1999 and 2000 (denoted by red).

It should be noted that in general the p-value of the Kolmogorov-Smirnov test, when testing a given hypothesis
for a given year, is greater than the p-value of the Cramer-von Mises test for the corresponding hypothesis and year,
which is in turn greater than the p-value of the Anderson-Darling test (Figures 2a, 3a and 4a). We thus conclude
that the Anderson-Darling test appears to be the most strict one for this dataset.

In all Figures 2, 3 and 4 one can notice that the fit of the gamma and Weibull distributions is initially poor for
years from 1993 to 2005, but then significantly improves in years 2006–2008 to be almost on par with the fit of the
lognormal distribution. This suggests that some change in the distribution of military expenditure has happened
between years 2005 and 2008. When comparing the empirical densities in the respective years (see Figure 5) it

probabilities 0.01 0.05 0.10 0.90 0.95 0.99

quantiles – normal −222.7324 −103.7562 −40.3305 407.1395 470.5653 589.5415
quantiles – lognormal 2.1000 6.7226 12.5004 994.1412 1848.5634 5917.7717
quantiles – gamma 0.1698 2.3652 7.4221 604.7310 834.7128 1390.1139
quantiles – Weibull 0.2975 2.9827 8.2556 647.5655 939.5561 1725.9847
empirical – quantiles 2.5909 5.5824 9.5225 736.3058 1287.5864 1974.7292

Table 2 Selected quantiles of the fitted distributions and the empirical quantiles in 2016
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Figure 5 Comparison of theoretical and empirical densities of normal, lognormal, gamma and Weibull distributions
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(a) Q-Q plot for year 2005
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(b) Q-Q plot for year 2008

Figure 6 Q-Q plots of theoretical quantiles of normal, lognormal, gamma and Weibull distribution and empirical
quantiles of the sample

may be noticed that military expenditure of countries experienced a slight increase in years between 2005 and
2008, most noticeably among countries, whose spendings were rather small prior to the year 2005. This is further
supported by the Q-Q plots depicted in Figure 6.

Table 2 contains quantiles of estimated distributions and empirical quantiles of military expenditure in 2016.
It was shown in the previous part of the contribution that the normal distribution is not an acceptable model for
analyzed data. We come to the same conclusion when comparing the quantiles of the normal distribution with
empirical quantiles or quantiles of other studied distributions. Hence, the quantiles of the normal distribution are
also included in the table 2. One can observe from this comparison the mismatch between the empirical and the
normal distribution at its tails. This further support the point that normal distribution is not suitable for modeling the
data. If one analyzes quantiles of the gamma and Weibull distribution, they appear to be more or less comparable.
Quantiles of the lognormal distribution are substantially different. They are close to the empirical quantiles for
small probabilities, but their values for probabilities 0.95 and 0.99 are considerably greater. Estimates of quantiles
for high probabilities can be taken as a marker of potential security risk. If military expenditure exceeds given
value (say 95% quantile), one can deduce that military spendings in such a country are large (extreme) compared
to the rest of the world. The choice of proper probability distribution strongly influences these estimates.

The ability to accurately describe the probability distribution of military expenditure, especially its high values,
is useful from a security point of view. The empirical distribution suggests that military spending is expected to
exceed $1287.6 in 5% of countries. The corresponding quantiles of estimated distributions differ significantly
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from this value. For example, 95% quantile of the log-normal distribution has a value of $1845.6, 95% quantile of
Weibull distribution is $939.6. The description of the probability distribution of military expenditure using selected
(parametric) models is not accurate enough in the area of higher values. A possible solution to this problem can be
the use of nonparametric estimation methods, a topic we would like to focus on in the future.

5 Conclusion
The topic of this contribution was to find a suitable probability distribution of military expenditure per capita from
1993 to 2016. The statistical analysis involves data of 115 countries. The authors focus on a normal, lognor-
mal, gamma and Weibull distribution. The quality of a distribution fit is based on comparison of an empirical
and a theoretical cumulative distribution function and was tested by Anderson-Darling, Cramer-von Mises and
Kolmogorov-Smirnov test. The distribution of the analyzed variable is not symmetric, so the normal distribution
was rejected by all tests. According to the test results, the best fit is obtained by using the lognormal model. A more
detailed view of the quantiles showed that there are differences between the probability distributions. The models
based on the gamma and Weibull distribution were similar in terms of estimated quantiles. Quantiles of the lognor-
mal distribution model are substantially different. They are close to the empirical quantiles for small probabilities
(1%, 5% quantiles), but their values for 0.95 and 0.99 are considerably greater. The lognormal distribution seems
to be a reasonable model for military expenditure per head. However, it should be noted that the ability of this
probability distribution model to describe extreme values (large values of military spending indicating a potential
security risk) is not sufficient.
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Comparison of several modern numerical methods for option
pricing

Tomáš Tichý1, Jiřı́ Hozman2, Michal Holčapek3, Dana Černá4, Aleš Kresta5

Abstract. Option pricing is a popular problem of financial mathematics and opti-
mization due to the non-linearity in the option pay-off function and enormous sensi-
tivity to the selection of underlying processes and input parameters. This aspect dif-
ferentiates options from other derivatives. Since pricing and hedging of plain vanilla
options under the conditions of Gaussian distribution (or a so called Black-Scholes
model) is already well documented, it commonly serves as a benchmark for develop-
ing of new approaches and methods, which, in fact, aims on options with more com-
plex payoffs (exotic options) and/or probability distributions that fit empirical obser-
vations about the market prices better, but for which no analytical formula is available.
Obviously, being able to compare the results of the novel model with theoretically cor-
rect one is a crucial step of model testing. In this contribution we focus on numerical
pricing of options. We first review well known approaches and subsequently we ana-
lyze three novel approaches, discontinuous Galerkin approach, wavelet approach and
fuzzy transform technique. Extensive comparative study for various input data and
pay-off functions is provided.

Keywords: option pricing, Black-Scholes model, discontinuous Galerkin method,
wavelet method, fuzzy transform

JEL classification: C44
AMS classification: 90C15

1 Introduction
Option pricing is a complex problem of financial mathematics. Due to the non-linearity in the option pay-off
function and enormous sensitivity to the selection of underlying processes and input parameters, static hedging
portfolio cannot be in general constructed (this aspect differentiates options from other derivatives). Instead, it is
inevitable to create a dynamic portfolio strategy utilizing no-arbitrage arguments (for a review, see, e.g., [3]).

Since pricing and hedging of plain vanilla options under the conditions of Gaussian distribution (or a so called
Black-Scholes (BS) model, [1] and [6]) is already well documented, it commonly serves as a benchmark for
developing of new approaches and methods, which, in fact, aims on options with more complex payoffs (exotic
options) and/or probability distributions that fit empirical observations of market prices better, but for which no
analytical formula is available.

Obviously, being able to compare the results of the novel model with theoretically correct one is a crucial
step of model testing. In this paper we extend our previous research on the topic of numerical pricing of options
([5, 8]), and specifically we study the impact of the moneyness (i.e., ITM, OTM and ATM options are considered)
on the pricing error within the BS setting. The findings might show us the directions of further development of all
analyzed methods.

We proceed as follows. After introductory section we briefly summarize the foundations of option pricing and
selected novel numerical approaches. The core results of the paper are provided in Section 4.

2 Problem of option pricing
Since (European) option gives its holder a right to make a trade with the underlying asset x at maturity time T , i.e.,
in contrary to forwards or swaps there is no obligation for the holder, the option valuation requires more or less
advance approaches. The fair price of an option, in dependency on the underlying (including its return volatility σ)
and maturity, can be specified, utilizing the no-arbitrage arguments, by a so called Black-Scholes-Merton partial
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differential equation with riskless rate r as follows:

∂u

∂t
+ LBSM (u) = 0 in QT = Ω× (0, T ), Ω ⊂ R+ (1)

with

LBSM (u) = −1

2
σ2x2 ∂

2u

∂x2
− rx∂u

∂x
+ ru. (2)

This formulation is known according to the authors who assumed options with simple payoff functions (plain
vanilla options) underlying asset of which obeys geometric Brownian motion.

By solving the equation above accompanied by proper terminal (or initial) condition given by the payoff func-
tion and suitable boundary conditions related to limiting values of the option, we can get no-arbitrage solution,
i.e. fair market price of any option. However, the system leads to analytical solution only under specif conditions.
Thus, since the terminal condition can be complex and/or the underlying process not easy dealt with, it might be
necessary to apply some numerical approximation.

3 Novel numerical methods
In this section, three novel numerical approaches, namely Discontinuous Galerkin, Wavelet, Fuzzy Transform, are
briefly summarized.

Discontinuous Galerkin Method

Discontinuous Galerkin (DG) method, in some way, combines the methods of finite volumes and finite elements.
For the option price u(x, t) it provides discrete solution UDGl on tl = lτ with constant time step τ = T/M on
complete computation domain Ω, i.e.

UDGl ∈ Sh ≡ {v ∈ L2(Ω); v|Ik ∈ Pp(Ik) ∀Ik ∈ Th} (3)

where Th split Ω and Pp(Ik) denotes the space of all polynomials of order less or equal to p defined on subintervals
of Ik with length h, see [4].

Wavelet Methods

Wavelet methods (WM) are complex adaptive methods that allow efficient solution of differential equations of
various types. The method consists in a representation of the solution UWl on the l-th time level in a wavelet
basis Ψ, i.e.

UWM
l =

∑

ψλ∈Ψ

uλψλ. (4)

Due to the properties of a wavelet basis Ψ, many coefficients uλ are small and they can be thresholded and the
solution is represented by the small number of parameters. In numerical experiments we used a wavelet basis
from [2].

Fuzzy Transform Method

The fuzzy transform (FT) method has been proposed in [7] as a novel approximation technique based on tools of
fuzzy modeling. The core of fuzzy transform consists in a fuzzy partition of the subspace Ω by means of a system
of fuzzy sets Φ = {φk(x); k ∈ K, x ∈ Ω} with K ⊆ N such that

∑

k∈K
φk(x) = 1, x ∈ Ω. (5)

The fuzzy sets φk(x) of a fuzzy partition of Ω are called the basic functions. Using the basic functions φk(x) the
functions of L2(Ω) space are transformed onto finite vectors of real numbers that provide compressed information
about original functions. The components of real vectors are called the components of fuzzy transform. An
approximation of original functions of L2(Ω) space is then obtained by the linear combination of components of
a fuzzy transform and basic functions of a fuzzy partition of Ω. In order to solve partial differential equations, the
components of fuzzy transform technique are used instead of function values in more standard techniques.

4 Numerical comparison
The numerical analysis presented below is based on data originally used by the authors ([4]) when pricing vanilla
put options at German option market on September 15, 2011 using DG approach. Here, only short maturity options
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(74 calendar days) on DAX (German stock market index) are considered – given that the index value was 4,700,
the strike prices of 3,900, 4,700, and 5,500 indicate three different kinds of moneyness; in particular, OTM, ATM,
and ITM option, respectively.

The volatility used for pricing of options is implied by the market prices of options, which means that the price
obtained using analytical BS formula exactly matches the market prices. Moreover, since the market provide both
values (BS price, implied volatility), we can estimate relevant risk free rate as 3.9% per annum easily.

Numerical approximation is crucially related to the discretization of the domain; here, we set the maximal un-
derlying asset price as 8 times the strike price (it should help us to offset the impact of the boundary condition) and
the time step as 1/3600. Each of the methods is considered in the form of linear as well as non-linear (quadratic,
cosine) approximation.

In the case of vanilla options, the quality of the approximation can be easily obtained by comparing the results
with the theoretical price according to the BS model. We can consider relative error in the L2-norm on the whole
computational domain as follows: eL2 =

||u∗
M−u(T )||
||u(T )|| , where u∗M denotes the approximate solution obtained by

one of three presented numerical approaches.

The results of corresponding errors are apparent from Figure 1 for OTM, ATM and ITM option (from top to
bottom). In all cases we can observe rather stable decrease of the error with increasing number of basis functions.
It is quite apparent that quadratic approximation provides much better results, except for FT approach for which
the differences are apparent only for lower number of basis functions.

When comparing particular methods, the lower error is obtained when Wavelet approach is considered, while
the worst results are provided by FT approach. However, it can be given by the novelty of the approach and
relatively low knowledge how to optimize its setting. If we focus on differences between OTM, ATM, and ITM
options, we can hardly see any – DG approach shows some differences for ATM options, when quadratic ap-
proximation provides slightly lower error. These findings can be confirmed if additional levels of moneyness are
considered and generally also for options with varying maturity.

5 Conclusion
This paper presents selected convergence results of three (relatively) novel approaches to numerical pricing of
options, namely Discontinuous Galerkin method, Wavelet methods, and Fuzzy Transform approach. For the com-
parison analysis, short term OTM, ATM, and ITM options (i.e., options with different level of moneyness) on
German stock market index have been selected. The results do not show any apparent differences when mon-
eyness is varying – in all cases Wavelet methods provide the best results (in terms of specified error function),
while Fuzzy Transform approach the worst. The future research should therefore be focused on possible parameter
optimization of the latter approach.
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Figure 1 Relative error of option price for OTM (top), ATM (middle), and ITM (bottom) options
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Comparison of decision variants with reference set  

(BIPOLAR method) in selection process of suppliers 
 

Agnieszka Tłuczak
1 

 
Abstract. Bipolar is one of the Multiple Criteria Decision Analysis (MCDA) meth-

ods, proposed by Ewa Konarzewska-Gubała [6, 7, 8]. The essence of the analysis in 

the BIPOLAR method consists in a fact that alternatives are not compared directly to 

each other, but they are confronted to the two sets of reference objects: good and 

bad. Some alternatives can be evaluated as over good, i.e. better than at least one of 

desirable reference object or underbid, i.e. worse than at least of one nonacceptable 

object.  
Proposed method takes into account all stages of the decision-making process, start-
ing with the selection of criteria and determining their weights, by modelling the 

preferences of decision-makers, on obtaining recommendations in the form of a 

ranking of decision-making variants. In this paper case study of choosing suppliers 
is presented. The BIPOLAR method has been used to select suppliers of food prod-

ucts for retail stores. 
 

Keywords: BIPOLAR, multi-criteria decision making, reference system. 
 

JEL Classification: C44 

 

1 Introduction 
 
In practice, most decision problems can be described using three variables: the objective, decision variants and 

usability of the solution. In uncomplicated decision problems, the objective function depends on the usefulness, 

in the sense of the optimal result, estimated on the basis of the adopted assessment criteria. In the case of a large 

number of evaluation criteria, in principle, it is not possible to choose an optimal, but only suboptimal decision. 

None of the decisions will meet all the assessment criteria better than the others. In addition, the decision-

maker's preferences, sometimes unequivocally indicating the accepted solution, play an important role in com-

plex decision-making problems. In logistics, tasks of multi-criteria decision making are very common. The prob-

lem of choosing (eg. a supplier) or an investment decision (eg. in the area of linear / point expansion of the logis-

tics infrastructure) has been and remains the most common problem in the functioning of individual enterprises 

and entire supply chains. Each decision has certain consequences (sometimes far-reaching). This fact makes 

logistic decisions a very complex problem. In order to avoid mistakes and randomness, it is necessary to refer to 

scientific methods that have been tested in practice. Such methods include multi-criteria decision making. They 

are opposed to a single-criterion analysis because they try to express a cohesive family of criteria as an instru-

ment of understandable, acceptable and exhaustive communication. This should enable creation, justification and 

transformation of preferences in the decision-making process [5]. 
 
The multi criteria decision making/analysis is a field of study originating from operations research, which aims 

the development of mathematical procedures and advanced computer-based-methods that support the decision 

maker in solving multiple criteria decision problems. Today, these methods are gaining in popularity and are 

increasingly used in decision-making process. This article will present BIPOLAR method, which allows choos-

ing the best logistics provider that deals with deliveries. In the Bipolar method elements of ELECTRE method-

ology [12] and ideas of Merighi (1980) [11] algorithms of confrontation can be found. The method has been 

used in applications (Jakubowicz [3], Jakubowicz and Konarzewska-Gubała [4], Dominiak [1,2], Konarzewska-

Gubała [9, 11]). Moreover, the method has also been applied to model multi-stage multi-criteria decision pro-

cesses [13, 14, 15]. 

 

2 BIPOLAR method  
 

The bipolar method is a multicriteria decision support method; it allows sorting and organizing decision variants. 

Decision variants are compared with a bipolar reference set that contains “good” and “bad” objects. We assume 

that a finite set of decision variants A={a
1
, a

2
,…, a

m
} and a set of criteria F={f1, f2,…, fn}, fk:A→Kk, for k=1, 2, 

…, n where Kk  are given by a numerical, ordinal or binary scale. the criteria are defined in such a way that hi-

gher ratings of pre-test criteria are in relation to lower ratings [7, 14]. The decision-maker assigns weight wk to 

each criterion, where ∑ 𝑤𝑘 = 1𝑛
𝑘=1  and wk≥0 for k=1, 2, …, n, equivalence threshold qk and veto threshold vk. 

The decision maker also gives the minimum level of compliance of the criterion assessments s as the concordan-

ce level. We assume that the condition min{wj} ≤ s ≤1 is fulfilled [9, 10, 15]. 
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The decision maker sets a bipolar reference system R=D ∪ Z which is composed of good D={d
1
,d

2
,…,d

d
} and 

bad reference objects Z={z
1
, z

2
,…, z

z
}. We assume that 𝐷 ∩ 𝑍 = ∅. The number of elements of the set R is equal 

to d+z. Elements of set R are denote as r
j
, j=1, 2,…,d+z and ∀𝑑 ∈ 𝐷∀𝑧 ∈ 𝑍∀𝑘 = 1,… , 𝑛 𝑓𝑘(𝑑) ≥ 𝑓𝑘(𝑧). 

The Bipolar method consists of three phases. The first phase is a comparison of the decision alternative with the 

reference objects. This allows for the determination of prevalence indices and the structure of preferences in the 

reference system. In phase two, the position of the decision variant relative to the bipolar reference system 

should be determined. Third phase involves reasoning about the relations in the set of decision variants. 

Ph.1 For the pair (a
i
, r

j
), where a

i∈ 𝐴 
and r

j∈ 𝑅 
according to the formula [7, 8, 9, 14, 15]:  

c
+
(a

i
, r

j
) = ∑ 𝑤𝑘𝜑𝑘

+(𝑎𝑖 , 𝑟𝑗),𝑛
𝑘=1           (1) 

c
-
(a

i
, r

j
) = ∑ 𝑤𝑘𝜑𝑘

−(𝑎𝑖 , 𝑟𝑗),𝑛
𝑘=1           (2)   

c
=
(a

i
, r

j
) = ∑ 𝑤𝑘𝜑𝑘

=(𝑎𝑖 , 𝑟𝑗),𝑛
𝑘=1          (3) 

all values are calculated, where 

𝜑𝑘
+(𝑎𝑖 , 𝑟𝑗) = {

1,     𝑖𝑓 𝑓𝑘(𝑎
𝑖) − 𝑓𝑘(𝑟

𝑗) > 𝑞𝑘
0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,        (4) 

𝜑𝑘
−(𝑎𝑖 , 𝑟𝑗) = {

1,     𝑖𝑓 𝑓𝑘(𝑟
𝑗) − 𝑓𝑘(𝑎

𝑖) > 𝑞𝑘
0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,        (5) 

 

𝜑𝑘
=(𝑎𝑖 , 𝑟𝑗) = {

1,     𝑖𝑓 |𝑓𝑘(𝑟
𝑗) − 𝑓𝑘(𝑎

𝑖)| > 𝑞𝑘
0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,        (6)

  

Set of indices I
+ 

and I
-
 are defined as follow [14]: 

 𝐼+(𝑎𝑖 , 𝑟𝑗) = {𝑘: 𝜑𝑘
+(𝑎𝑖 , 𝑟𝑗) = 1} and 𝐼−(𝑎𝑖 , 𝑟𝑗) = {𝑘: 𝜑𝑘

−(𝑎𝑖 , 𝑟𝑗) = 1}.     (7) 

The outranking indicators 𝑑+(𝑎𝑖 , 𝑟𝑗)and 𝑑−(𝑎𝑖 , 𝑟𝑗)  are given by formulas [8]: 

a) if 𝑐+(𝑎𝑖 , 𝑟𝑗) > 𝑐−(𝑎𝑖 , 𝑟𝑗)  and the non-discordance test: ∀𝑘 ∈ 𝐼−𝑓𝑘(𝑎
𝑖) > 𝑣𝑘 is positively verified, then 

 𝑑+(𝑎𝑖 , 𝑟𝑗) = 𝑐+(𝑎𝑖 , 𝑟𝑗) + 𝑐=(𝑎𝑖 , 𝑟𝑗) ∧ 𝑑−(𝑎𝑖 , 𝑟𝑗) =0      (8) 

b) if the non-discordance test isn’t positively verified then 𝑑+(𝑎𝑖 , 𝑟𝑗) =0 and 𝑑−(𝑎𝑖 , 𝑟𝑗) =0 

a) if 𝑐+(𝑎𝑖 , 𝑟𝑗) < 𝑐−(𝑎𝑖 , 𝑟𝑗)  and the non-discordance test: 

 ∀𝑘 ∈ 𝐼+𝑓𝑘(𝑎
𝑖) > 𝑣𝑘            (9) 

is positively verified, then 

𝑑+(𝑎𝑖 , 𝑟𝑗) = 0  and 𝑑−(𝑎𝑖 , 𝑟𝑗) =𝑐−(𝑎𝑖 , 𝑟𝑗) + 𝑐=(𝑎𝑖 , 𝑟𝑗)      (10) 

b) if the non-discordance test isn’t positively verified then 𝑑+(𝑎𝑖 , 𝑟𝑗) =0 and 𝑑−(𝑎𝑖 , 𝑟𝑗) =0 

a) if 𝑐+(𝑎𝑖 , 𝑟𝑗) = 𝑐−(𝑎𝑖 , 𝑟𝑗)  and the non-discordance test: 

 ∀𝑘 ∈ 𝐼+𝑓𝑘(𝑎
𝑖) > 𝑣𝑘            (11) 

is positively verified, then 

𝑑+(𝑎𝑖 , 𝑟𝑗) = 𝑐+(𝑎𝑖 , 𝑟𝑗) + 𝑐−(𝑎𝑖 , 𝑟𝑗) and 𝑑−(𝑎𝑖 , 𝑟𝑗) = 𝑐−(𝑎𝑖 , 𝑟𝑗) + 𝑐+(𝑎𝑖 , 𝑟𝑗)    (12) 

b) if the non-discordance test isn’t positively verified then 𝑑+(𝑎𝑖 , 𝑟𝑗) =0 and 𝑑−(𝑎𝑖 , 𝑟𝑗) =0 

 

This outranking indicators allow to determine the relations: large preference L, indifference I and incomparabil-

ity R, which are defined as follows [14]: 

𝑎𝑖𝐿𝑟𝑗 , 𝑖𝑓 𝑑+(𝑎𝑖 , 𝑟𝑗) > 𝑠 ∧ 𝑑−(𝑎𝑖 , 𝑟𝑗) = 0        (13) 

𝑟𝑗𝐿𝑎𝑖 , 𝑖𝑓 𝑑+(𝑎𝑖 , 𝑟𝑗) = 0 ∧ 𝑑−(𝑎𝑖 , 𝑟𝑗) > 𝑠        (14) 

𝑎𝑖𝐿𝑟𝑗 , 𝑖𝑓 𝑑+(𝑎𝑖 , 𝑟𝑗) > 𝑠 ∧ 𝑑−(𝑎𝑖 , 𝑟𝑗) > 𝑠        (15) 

𝑎𝑖𝑅𝑟𝑗 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          (16) 

 

Ph.2 Each variant is compared with the set of good and bad objects, for each variant a
i
 the success achievement 

degree diS is determined [15]: 

𝑑𝑖𝑆 = {

𝑑𝑖𝐷
+ = max{𝑑𝑖ℎ

+ : 𝑎𝑖𝐿𝑑ℎ ∨ 𝑎𝑖𝐼𝑑ℎ}, 𝑖𝑓 {ℎ: 𝑎𝑖𝐿𝑑ℎ ∨ 𝑎𝑖𝐼𝑑ℎ} ≠ Ø

𝑑𝑖𝐷
− = min𝑑𝑖ℎ

− , if {ℎ: 𝑎𝑖𝐿𝑑ℎ ∨ 𝑎𝑖𝐼𝑑ℎ} ≠ Ø ∧ {ℎ: 𝑑ℎ𝐿𝑎𝑖} ≠ Ø

𝑑𝑖𝐷
+ = 𝑑𝑖𝐷

− = 0 𝑜𝑡𝑟ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (17) 

The failure avoidance degree diN is given by formula: 

𝑑𝑖𝑁 =

{
 

 
𝑑𝑖𝑍
− = max{𝑑𝑖𝑘

− : 𝑧𝑘𝐿𝑎𝑖  ∨ 𝑧𝑘𝐼𝑎𝑖}, 𝑖𝑓 {𝑘: 𝑧𝑘𝐿𝑎𝑖  ∨ 𝑧𝑘𝐼: 𝑎𝑖} ≠ Ø

𝑑𝑖𝑍
+ = max, 𝑖𝑓 {𝑘: 𝑧𝑘𝐿𝑎𝑖  ∨ 𝑧𝑘𝐼𝑎𝑖} ≠ Ø ∧ {𝑘: 𝑎𝑖𝐿𝑧𝑘} ≠ Ø

𝑑𝑖𝐷
+ = 𝑑𝑖𝐷

− = 0 𝑜𝑡𝑟ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (18) 

The values diS determine the position of the variant a
i
 relative to the D set, and diN determine the position of the 

variant a
i
 relative to the Z set.  

Ph.3 Each variant is describe by vector [diS, diN], these values are needed to sort and order variants.  

According to success achievement degree diS values allow sort variants on three categories [8, 9]: 
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S1 categorie: a
i
 , diS=𝑑𝑖𝐷

+ >0 

S2 catgorie: a
i
 , diS=𝑑𝑖𝐷

− >0 

S3 categorie: a
i
 , diS=0 

Ignoring from the analysis variants in the third category and assuming that each category variant of S1 is submit-

ted over any variant of category S2, we order linear variants in the following way : 

a
1
 is better than a

2
:  

(d1S=𝑑1𝐷
+ ∧ 𝑑2𝑠 = 𝑑2𝐷

+ ∧ 𝑑1𝐷
+ > 𝑑2𝐷

+ ) ∨ (d1S=𝑑1𝐷
+ ∧ 𝑑2𝑠 = 𝑑2𝐷

− )  
∨ (𝑑1𝑆 = 𝑑1𝐷

− ∧ 𝑑2𝑠 = 𝑑2𝐷
− ∧ 𝑑1𝐷

− < 𝑑2𝐷
− )         (19) 

a
1
 is equivalent  to a

2
:  

(d1S=𝑑1𝐷
+ ∧ 𝑑2𝑠 = 𝑑2𝐷

+ ∧ 𝑑1𝐷
+ = 𝑑2𝐷

+ ) ∨ (d1S=𝑑1𝐷
− ∧ 𝑑2𝑠 = 𝑑2𝐷

− ∧ 𝑑1𝐷
− = 𝑑2𝐷

− )    (20) 

Due to failure avoidance degree, the diN values allow you to sort decision variants into three categories: 

N1 categorie: a
i
: diN=𝑑𝑖𝑍

+ > 0  

N2 categorie: a
i
: diN=𝑑𝑖𝑍

− > 0  

N3 categorie: a
i
: diN=0  

Ignoring the analysis of objects of category N3 and assuming that each variant of category N1 is preferred over 

any variant of category N2, the linear order of objects is made in the following way [9, 10]:  

a
1
 is preferred to a

2
: 

 (d1N=𝑑1𝑍
+ ∧ 𝑑2𝑁 = 𝑑2𝑁

+ ∧ 𝑑1𝑍
+ > 𝑑2𝑍

+ ) ∨(d1N=𝑑1𝑍
+ ∧ 𝑑2𝑁 = 𝑑2𝑍

− )  ∨ (𝑑1𝑁 = 𝑑1𝑍
− ∧ 𝑑2𝑁 = 𝑑2𝑍

− ∧ 𝑑1𝑍
− < 𝑑2𝑍

− ) (21) 

a
1
 is equivalent   to a

2
: (d1N=𝑑1𝑍

+ ∧ 𝑑2𝑁 = 𝑑2𝑍
+ ∧ 𝑑1𝑍

+ = 𝑑2𝑍
+ ) ∨ (d1N=𝑑1𝑍

− ∧ 𝑑2𝑁 = 𝑑2𝑍
− ∧ 𝑑1𝑍

− = 𝑑2𝑍
− ) (22) 

Considering the problem of the joint assessment of success achievement degree and the assessment of the degree 

of failure avoidance degree, we define three categories of variants: 

B1 categorie: a
i
: 𝑑𝑖𝐷

+ >0 ∧ 𝑑𝑖𝑍
+ > 0  

B2 categorie: a
i
: 𝑑𝑖𝐷

− >0 ∧ 𝑑𝑖𝑍
+ > 0  

B3 categorie: a
i
: 𝑑𝑖𝐷

− >0 ∧ 𝑑𝑖𝑍
− > 0 

assuming that each variant of category B1 is preferred over any variant of category B2, and any variant of catego-

ry B2 is preferred over each variant of category B3 we sort linearly the variants in each class as follows: 

B1: 

a
1
 is preferred to a

2
:  (d1S+d1N)>(d2S+d2N)  

a
1
 is equivalent to a

2
:  (d1S+d1N)=(d2S+d2N) 

B2:   

a
1
 is preferred to a

2
:  (1-d1S+d1N)>(1-d2S+d2N)  

a
1
 is indifferent  to a

2
:  (1-d1S+d1N)=(1-d2S+d2N) 

B3: 

a
1
 is preferred to a

2
:  (d1S+d1N)<(1-d2S+d2N)  

a
1
 is equivalent   to a

2
:  (d1S+d1N)=(d2S+d2N) 

 

3 Case study: application of BIPOLAR method in supplier selection  
 

We are considering a discrete problem of multi-criteria decision making, in which three suppliers are evaluated 

on the basis of two real-valued criteria: f1- price, f2 - reliability of supply. Suppliers are rated on a scale from 0 to 

10 for both criteria, where 0 - the worst rating, 10 - the best rating. The bipolar reference system consists of two 

good objects - D = {d1, d2} and one bad objects - Z = {z1}. The evaluation of decision variants and reference 

objects in relation to the criteria is presented in Table 1 and Figure 1. 

 

 f1 f2 

a1 8 6 

a2 5 9 

a3 6 8 

d1 8 8 

d2 9 9 

z1 3 3 

Table 1. Values of criteria for decision variants and reference objects. 
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Figure 1. Graphical illustration of the criteria values for decision variants and reference objects. 

 

As a result of the analysis of the decision-maker's preferences, it was assumed, that veto threshold is: v1=0, v2=0, 

additionally weights are: w1=0,45; w2=0,55, equivalence threshold are q1=0,30, q2=0,30 and concordance level 

s=0,6.  

According to formula [4]-[6] for k=1, 2 and all pairs of decision variants and reference objects values of 

𝜑1
+(𝑎𝑖 , 𝑟𝑗), 𝜑1

−(𝑎𝑖 , 𝑟𝑗), 𝜑1
=(𝑎𝑖 , 𝑟𝑗) were calculated. All values have been used to find coefficient C

+
, C

-
, C

=
  (tab. 

2) which are given by formula [1]-[3].  

 

C
+
 d1 d2 z1  C

-
 d1 d2 z1  C

=
 d1 d2 z1 

a1 0 0 1  a1 0,55 1 0  a1 0,45 0 0 

a2 0,55 0 1  a2 0,45 0,45 0  a2 0 0,55 0 

a3 0 0 1  a3 0,45 1 0  a3 0,55 0 0 

Table 2. Matrix of coefficient C
+
, C

-
, C

=
 

Next step it was to determine the matrix of outranking indicators D
+
 and D

- 
(tab. 3): 

 

D
+
 d1 d2 z1  D

-
 d1 d2 z1 

a1 0 0 1  a1 1 1 0 

a2 0,55 0 1  a2 0 1 0 

a3 0 0 1  a3 1 1 0 

Table 3. Matrix of outranking indicators D
+
 and D

-
. 

This outranking indicators allow to determine the relations: L, I and R, which are defined as follows (tab.4) : 

 

 d1 d2 z1 

a1 a1Rd1 a2Rz1 a1Lz1 

a2 a2Ld1 a1Rd2 a3Rz1 

a3 a2Rd1 a3Rd2 a3Lz1 

Table 4. Relations defining the structure of preferences. 

 

Next  the position of the decision variant against the bipolar reference set was determined according to the for-

mula [17-18] to determine the success achievement degree and to failure avoidance degree (tab. 5). 

 

 S N 

a1 0 1 

a2 0,55 0 

a3 0 1 

Table 5. The success achievement degree and to failure avoidance degree 

Due to the success achievement degree and avoiding failure  decision's variants have been sorted into appropriate 

categories (tab. 6). 

 

mono ranking due to success achievement degree a2 

a1, a3; a1 is equivalent to a3 

mono ranking due to failure avoidance degree a2 

a1, a3; a1 is equivalent to a3 

Table 6. Mono-ranking 

Considering jointly evaluation of success achievement degree and failure avoidance degree, the following cate-

gories of variants are given:  

a2 ∈B1 
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a1, a3 ∉B2 ∧ a1, a3 ∉B3.  

Bipolar ranking looks like: 1. a2, and variants a1and a3 are equivalent decision variants. 

 

4 Summary 
Among many methods that can help in choosing the supplier, the BIPOLAR method should be indicated. Based 

on the research presented in this article, it can be concluded that BIPOLAR method is proper to choose. The 

analyzes carried out were aimed at selecting one among three suppliers. The proposed procedure allows compar-

ing the considered variants with "good" objects and "bad: objects. As a consequence, the decision variants were 

ranked considering the jointly evaluation of success achievement and failure avoidance. 
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A Semiparametric Approach to Modeling
Time-Varying Quantiles

Petra Tomanová1

Abstract. A conditional quantile of a time series can be simply estimated by invert-
ing the (possibly time-varying) conditional distribution. However, it turns out that a
parametric assumption about the underlying distribution is felt to be too restrictive. We
focus on distribution-free filters for time-varying quantiles. Our approach is motivated
by the fact that the first derivatives of the quantile criterion function are, in a sense,
similar to conditional score. We propose a Beta-t-IG model for time-varying quantile
estimation based of Generalized Autoregressive Score (GAS) framework, also known
as Dynamic Conditional Score (DCS) models, allowing parameters to vary over time
and capturing the dynamics of time-varying parameters by the autoregressive term and
the scaled score of the conditional observation density. We compare our model to the
originally proposed specifications of CAViaR models.

Keywords: Generalized autoregressive score model, quantile regression, time-
varying quantile.

JEL classification: C14, C22
AMS classification: 91G70

1 Observation-driven models for time-varying quantiles
In this paper, we focus on the observation-driven models, where the time variation of quantiles is introduced by
letting quantiles be functions of lagged dependent variables as well as lagged exogenous variables. Thus the
quantiles are perfectly predictable given the past information. Our approach to time-varying quantile modeling is
inspired by the generalized autoregressive score (GAS) models of [1], also known as Dynamic Conditional Score
(DCS) models of [4], which are described in Section 1.1. Then we focus on the semiparametric models and propose
a new model for value-at-risk (VaR) estimation in the Section 1.2. Next Section 2 shows the model performance
using the real data and the Section 3 concludes.

1.1 Generalized autoregressive score models
In a general setting, let y be an observed time series of interest, y1, . . . , yn, and f̃ be an unobserved path of equal
length f̃1, . . . , f̃n. Assume that the data generating process is y ∼ p(y; f̃) where f̃ represents a time-varying
feature of the ’true’ model density.

In an observation-driven model, the time-varying effect is extracted as a direct function of past data: ft =
ft(y1, . . . , yt−1;β), where β is a parameter vector. Then we have predictive model of the form

p(yt|ft, y1, . . . , yt−1;β). (1)

Under GAS frameworks, for ft we adopt the updating scheme

ft+1 = β0 +

p∑

i=1

βift−i+1 +

q∑

j=1

βp+jst−j+1, (2)

where st is an appropriate function of past data, st = st(y1, . . . , yt; f1, . . . , ft;β). Let st = St∇t, where

∇t =
∂ ln p(yt|ft, y1, . . . , yt−1;β)

∂ft
,

and St can be defined as I−1t|t−1, It|t−1 = Et−1 [∇t∇′t].
Once the time-varying parameters of the conditional distribution are estimated, we can simply obtain a con-

ditional quantile of a time series by inverting the conditional distribution at each time t. However, it turns out
that a parametric assumption about the underlying distribution is felt to be too restrictive. Thus, we focus on
distribution-free filters for time-varying quantiles.
1University of Economics, Prague, Department of Econometrics, W. Churchill Sq. 1938/4, 130 67 Prague 3, Czech
Republic, petra.tomanova@vse.cz
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1.2 Semiparametric models
In the general dynamic quantile regression problem, the (1) is specified as

yt = ft(xt−1;β) + ut, (3)

where ut is an unknown error term with a generally unspecified distribution, andxt−1 might contain a set of lagged
values of the response yt−k, k > 0, and explanatory variables. Let ft(xt−1;βθ) be the conditional quantile at
probability level θ, where βθ is the solution to

min
β

∑

t

ρθ(yt − ft(xt−1;βθ)). (4)

Function ρ(·) is a loss function, usually specified as ρ(u) = u(θ − I(u < 0)). Function ft(·) defines the dynamic
link between the response yt and the explanatory information xt−1.

If the observations are assumed to come from an asymmetric double exponential distribution, maximising the
log-likelihood function is equivalent to minimising the criterion function in (4) [2]. The Skewed-Laplace location-
scale family (SL(µ, τ, θ)) of distributions has density function

pθ(u) =
θ(1− θ)

τ
exp

{
−ρθ

(
u− µ
τ

)}
, (5)

where µ is the mode and τ > 0 is a scale parameter. Let ut be an i.i.d. sequence in the model (3), ut ∼ SL(0, τ, θ),
then the likelihood function becomes

Lθ(β, τ ;y,xt−1) ∝ τ−n exp
{
−τ−1

n∑

t=1

(yt − ft(xt−1;β))[θ − I(yt − ft(xt−1;β) < 0)]

}
, (6)

where I(·) is an indicator function.

The maximum likelihood estimate for β in (6) is equivalent to the quantile estimator in (4) since (4) is contained
in the exponent of the likelihood. De Rossi and Harvey [2] pointed out that quantiles are fitted separately, hence
there is no notion of an overall model for the whole distribution and assuming the distribution (5) for one quantile
is not compatible with assuming it for another. Setting up this particular parametric model is simply a convenient
device that leads to an appropriate criterion function for what is essentially a nonparametric estimator. Now we
can derive a basic score function for updating equation (2).

Differentiating (minus) (4) at all points where this is possible gives
∑

t

IQ(yt − ft(xt−1;βθ)),

where

IQ(yt − ft(xt−1;βθ)) =

{
θ − 1, if yt < ft(βθ,xt−1)

θ, if yt > ft(βθ,xt−1)

defines the quantile indicator. Since ρ(·) is not differentiable at zero, IQ(0) is not determined [2]. Then the basic
model for time-varying quantiles becomes

yt = ft + ut

ft+1 = β0 + β1ft + β2st

st = IQ(yt − ft)

where we write ft = ft(xt−1;β) for simplicity. By maximizing likelihood function (6) we obtain estimate βθ
and then conditional quantiles ft, t = 2, . . . , n, can be computed. It is important to emphasize that, though we
treat (6) exactly as a likelihood function, methods here do not actually assume that the observations y follow a
Skewed-Laplace distribution. The likelihood form here is only employed because it leads to a mathematically
equivalent estimator to (4).

We call this model as a Quantic model (based on [2], where authors used it for quantile indicator IQ). De Rossi
and Harvey [2] argue that only indicator variables should be used in the context of nonlinear dynamic models for
conditional quantiles since specifications, which are based on actual values, rather than indicators, may suffer from
a lack of robustness to additive outliers. Thus, we will examine this model performance in the Section 2.
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CAViaR models

Engle and Manganelli [3] were among the first to use quantile regression and defined a general class of nonlinear
dynamic models called the Conditional Autoregressive Value-at-Risk (CAViaR). They proposed four specifications
of quantile ft, see [3], which we compare to our specifications in the Section 2.

Mitrodima and Oberoi [9] pointed out, that the potential of CAViaR models in their various specifications has
not been fully explored and thus, they propose two sets of CAViaR specifications in their paper. The first is a
component structure to generate a long-range dependence and the second is to incorporate lower frequency returns
as quantile predictors. They also presented a modified estimation algorithm that makes the model parameters
estimation easier. Huang et al. [5] extend the CAViaR model by allowing the parameters to be a function of past
returns. Schaumburg [11] adopts the Indirect GARCH CAViaR model to incorporate the previous day’s return as
a regressor in the quantile equation and proposes the Indirect Autoregressive Threshold GARCH model. Kuester
et al. [7] incorporate autocorrelation in the return process. Jeon and Taylor [6] use information in the implied
volatility of options to enhance CAViaR forecasts, both directly using a forecast combination strategy and by
using the implied volatility as a regressor in the quantile specification. Rubia and Sanchis-Marco [10] consider
a first-order autoregressive covariate-extended CAViaR model. De Rossi and Harvey [2] combine CAViaR with
signal extraction. We show how it is possible to use the GAS models to derive models for time-varying quantile
estimation.

Beta-t-IG model

The Beta-t-GARCH(1,1) model was introduced by [1] and [4] and belongs to the GAS class of models. For a
sequence of financial returns {yt}t∈N with time-varying conditional volatility and leverage effects the Beta-t-
GARCH(1,1) model is defined

yt = σtεt,

σ2
t+1 = ω + βσ2

t + (α+ γdt)
(v + 1)y2t

(v − 2) + y2t /σ
2
t

,

where {εt}t∈Z is an i.i.d. sequence of standard Student’s t random variables with v > 2 degrees of freedom and
dt is a dummy variable that takes value dt = 1 for yt ≤ 0 and dt = 0 otherwise.

If zθ is the θ-quantile of the standard Student’s t distribution, then ft = σtzθ, where ft is the θ-quantile of yt.
This implies

f2t+1 = ωz2θ + βf2t + (α+ γdt)
(v + 1)y2t z

2
θ

(v − 2) + y2t z
2
θ/f

2
t

,

which is the Beta-t-IG version of the CAViaR model. By substitution β0 = ωz2θ , β1 = β, β2 = α and β3 = γ, we
obtain the following updating equation for the quantile ft

ft+1 =

[
β0 + β1f

2
t + (β2 + β3dt)

(v + 1)y2t z
2
θ

(v − 2) + y2t z
2
θ/f

2
t

]1/2
. (7)

As [3] point out, though the original CAViaR models are exactly specified counterparts of corresponding
GARCH models, CAViaR models are in fact more general than the GARCH models.

2 Empirical results
To compare our Beta-t-IG model for quantiles to the originally proposed specifications, we replicate results of
[3]. Engle and Manganelli [3] used historical series of portfolio returns of General Motors (GM), IBM and S&P
500. We took the same sample of 3,392 daily prices from Datastream and computed the daily returns as 100 times
the difference of the log of the prices. The samples ranges from April 7, 1986, to April 7, 1999. The first 2,892
observations are used to estimate the model and the last 500 are left for out-of-sample testing. We also repeat the
analyses using new data sample ranging from November 18, 2010, to April 25, 2018, resulting in 1,639 in-sample
observations and 300 out-of-sample observations.

We estimated 1% and 5% 1-day VaRs, using the four CAViaR specifications (Adaptive, IG, Symmetric absolute
value (SAV) and Asymmetric slope (AS)) described in [3], as well as our Beta-t-IG and Quantic specification. For
the adaptive model we set G = 10, where G entered the definition of the adaptive model, see [3], and for the
Beta-t-IG model (7) we set v = 10. As Engle and Manganelli [3] noted, parameter G itself could be estimated
(analogously v as well), however, this would go against the spirit of this model, which is simplicity. We optimized
the models using the similar procedure as in [3]. The 5% VaR estimates for GM (original data sample) are plotted
in Figure 1, and results the for Beta-t-IG and Quantic specifications are reported in Table 1.
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Figure 1 Estimated 5% V aRt, where V aRt = −ft(xt−1;βθ).

Harvey [4] noted, that the three specifications (IG, SAV, AS) may suffer from a lack of robustness to additive
outliers, which is clear from the Figure 1 (the spike at the beginning of the sample which is caused by the 1987
crash). The issue might be solved by (i) using only indicator variables as in the Adaptive or the Quantic specifi-
cation, or by (ii) using a weighting scheme to put smaller weights to the extreme observations. In the Beta-t-IG
specification, the updates are less responsive to extreme realized returns than in the standard IG model based on
the Gaussian weighting scheme. This makes the computed quantiles less responsive to abrupt volatility changes.
In contrast, if there are incidental tail observations, the Beta-t-IG model provides a much better and more robust
estimate of the quantile at time t [8]. Figure 2 plots the impact curve for the 5% VaR estimates of S&P 500. The
sharp difference between the impact of positive and negative returns in the Beta-t-IG and the AS model suggests
that there might be relevant asymmetries in the behavior of the 5% quantile of this portfolio.

Table 1 presents the values of estimated parameters, corresponding standard errors and (one-sided) p values,
value of the regression quantile objective function (4), the percentage of times the VaR is exceeded, and the p value
of the Dynamic Quantile (DQ) test, both in-sample and out-of-sample in the same manner as in [3].2 The Beta-t-IG
and Quantic models are comparably precise as the originally proposed specification, as measured by the percentage
of in-sample hits, however, the Quantic model has a slightly inferior performance for 5% VaR. On average, the
Beta-t-IG model provides the best fit in terms of the RQ value among all 6 models and very good performance in
terms of both in-sample and out-of-sample DQ test, especially for the GM. The Beta-t-IG model performs poorly
for S&P 500 out-of-sample when estimating 5% VaR. However, Engle and Manganelli [3] documented that all their
models fail to predict both 1% and 5% VaR for S&P 500 in terms of out-of-sample DQ test at the 5% confidence
level. They explained such results by the fact that the last part of the sample of the S&P 500 is characterized by
a sudden spur of volatility and roughly coincides with our out-of-sample period. Finally, the coefficients β3 of
Beta-t-IG model are always significant at the 5% confidence level for the original data sample, which indicates the
presence of strong asymmetric impacts on VaR of lagged returns. However, when analyzing the new data sample,
results about asymmetric impact are rather mixed.

3 Conclusion
In this paper, we showed how it is possible to use the GAS models to derive models for time-varying quantiles.
We proposed a new Beta-t-IG specification for VaR estimation and compared it to the originally proposed CAViaR
specification of [3] and to specification based on indicator variables. Although Engle and Manganelli [3] docu-
mented that GARCH might provide an unsatisfactory approximation when applied to tail estimation since GARCH
implicitly assumes that the tails follow the same process as the rest of the returns, we show that our Beta-t-IG solves
2See [3] for more information about computation and testing procedure.

A Semiparametric Approach to Modeling Time-Varying Quantiles

604



−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − SAV

−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − AS

−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − GARCH

−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − Adaptive

−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − Quantic

−10 −5 0 5 10

2

3

4

5% S&P500 Impact Curve − Beta−t−GARCH

Figure 2 Impact Curve

this issue and performs well in terms of both in-sample and out-of-sample DQ test. In the future work, we will
focus on generalization of this finding and propose a GAS-based framework to time-varying quantile modeling.

Acknowledgements
Supported by the grant No. F4/93/2017 of the Internal Grant Agency VŠE.
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Modeling of ESG factors influence on both long term risk 

management and return on investment 
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Abstract. The paper deals with the modeling of ESG factors impacts on the long-term 

risks management in conjunction with the expected return on investment. ESG factors 
(environment, social responsibility and corporate governance), the current state of 

ESG investing, and the evaluation of sustainable investment are described. As an input 

data for individual assessments, both ESG investment funds and funds not containing 

these descriptive instruments are used. The selective portfolio theory (Selective Mar-

kowitz's Model) and multi-factor or multi-dimensional statistical methods are em-

ployed to evaluate the return on investment risk. The emphasis is placed on the social 

responsibility of the investment in financial funds. The achieved results could be used 

as recommendations of the investment decision making process as well as a basis of 

investment decision making software. 

Keywords: Sustainable investing, SRI, ESG, Sustainability, Corporate social respon-

sibility, Decision making 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

In the last few years, the investors are becoming more interested in investments in unit trusts which, in their in-
vestments, apply the rules of Social Responsible Investment (SRI), which is a part of Corporate Social Responsi-

bility (CSR), or alternatively, ESG criteria are being applied – environmental, social and administrative responsi-

bilities [17], [19]. The funds that apply the SRI investment form avoid investments into areas of tobacco and 

alcohol, weapon manufacturing, the running of gambling and other areas which are antagonistic to social respon-

sibility. Contrary to this, the funds select investments that fulfill ESG criteria, while their portfolio contains areas 

which meet high standards in the field of environmental protection, ecology, employee handling ethics (1st world 

countries) and which apply transparent company management [5]. 

SRI funds are not only funds focused on green technologies, but they also have important representation [21]. 

These funds also respect the carbon footprint (Carbon Intensity) and environmental impact (Climetrics). Energy 
conservation, renewable resources, waste and water management are very enticing at present and according to 

BNP Paribas [2], 15 % of investments effectuated in supportive stimulative packages go into this branch, while 

this trend can be recently seen in China, where these "stimulants" account for 9 % of the total amount of carried 

out investments. Today, BNP Paribas offers direct SRI investments support and administers, in these funds, in-

vestments totalling around 32 billion EURO [2]. In the USA, the present approach is called "The Green New Deal" 

with emphasis placed on the support of sustainability and the prevention of economic crisis, whence, as part of the 

activation package, 106 billion USD, from the total of 787 billion USD, is allocated specifically to this activity, 

thus supporting socially responsible investments [18]. 

Some studies contradict the benefits of the SRI investments, i.e., they point out that the performance of the 

funds which do not fulfill the sustainable investment form is greater than the performance of funds that comply 

with SRI. Some go as far as to recommend diverging from the SRI [3]. At present, however, the character of 

investment and investment markets is changing into a form in which it will be easier to acquire capital means 
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specifically for investing into SRI funds. This way, then, it will be possible to gain a certain competition advantage 

[4]. Forbes along with and talks with experts show that we can expect a better return of fund investments and ESG 

strategies [8]. Sonia Kowal, the president of Zevin Asset Management, a company managing 0,6 billion USD and 

focusing on ESG investments, says that companies with the best employee relationships and the best environmental 

sustainability normally show a better financial performance in the long-term, as opposed to companies on the other 

side of the spectrum [10]. 

The present situation, in the scope of the SRI investments, in Czech Republic, is fairly tenable. From the 

10 largest european SRI fund managers, 4 representatives offer investments into these funds. Namely: BNP Pari-

bas, the Belgian KBC (ČSOB), the French Société Generale (KB) and the Austrian Erste Group (ČS). These ad-
ministrators manage approximately 20 % of the european market of SRI funds for small investors. The image of 

the SRI is an option or renewing trust in the market after the crash of capital markets which occurred in the midst 

of the period of several past years. Positive expectations are newly being manifested with small and middle-sized 

investors, in connection with putting forth potential investments. Representatives of investment funds that admin-

ister SRI investments are aware of this movement and they see a great investment potential for the future here [1].  

2 Material and Methods 

The investor, when investing, needs to assess the potential risk connected with the investment values and the 
overall impact of this enterprise. Sustainable, responsible, and impact investing (SRI) spans a wide range of prod-

ucts and asset classes, embracing not only public equity investments (stocks), but also cash, fixed income and 

alternative investments, such as private equity, venture capital and real estate [20]. 

A study performed in 2015 by the Oxford University and the Arabesque Partners analyzed over 200 sources 

(academic studies, industry reports, newspaper articles, book chapters and books), the result being that 88 % of 

the reviewed sources attained the result of a positive SRI impact on the investments, in the form of their higher 
performance [4]. 

Although the SRI fund portfolio may be, compared to other funds, smaller, the available data may be assessed 

from various viewpoints, i.e., the character of the SRI itself, as well as of the other funds, and this with respect to 

their risk-level, as well as their performance-level. Fund productivity is assessed always in the given time-interval; 

in the case of this contribution, we take into account funds' performance in the last 5 years, the last 3 years, the last 

year and the last six months. Performance, in this description, means the % increase/decrease of the fund in the 

given period. When assessing the rating (risk-level) of the fund, the situation is more complex. There are several 

methodologies which assess the quality of the given fund, while sometimes it is difficult to perform the conversion 

between the different evaluation approaches. For the purposes of assessing the fund data, the SRRI (synthetic risk 

and productivity indicator) methodology will be used – one that is used by, for instance, the Erste Group. The 

value of this indicator can appear between 1–7, whilst it connects risk and volatility. The limit value 1 is equal to 
small risk, the value of 3 to a medium risk and 7 corresponds to high risk [7]. 

The aim of the article is to compare funds with the ESG enhancement with other funds, and this at the level of 

their rating and performance, with the help of the portfolio theory [6]. Emphasis will be placed on verifying the 

approach (portfolio theory) comparatively with the statistical approach. This method having been verified, the 

outputs will be used for a web-based project designated for the support of small investors who are considering 

investments into instruments within the area of sustainable funds. It should duly be added that the objective of this 

article is not to fully plant the portfolio theory. Instead, there is the primary testing of this approach, its analysis, 

and furthermore a follow-up of more research and the consequent application. 

The aim of the article is a familiarization with the issue of unit trusts, with the evaluation in the form of the 

SRI, optionally the ESG rating; and, a proposal of a simplified model for the assessment of potential investments 

into these funds, with emphasis on the diversification of the investment risk. The outputs of this study will be used 

for creating a web-application enabling the support of decision-making of small investors in this specific sector, 
with the option of the levelling of investments into rated and unrated funds, including the option of keeping the 

investment profile of the registered user. 

2.1 Portfolio Theory – the Selective Markowitz Model   

The portfolio theory – the selective Markowitz model – joins the expected portfolio output, portfolio risk, the 

effective boundary of the investment into the evaluated funds, and it enables the creation of an optimal investment 

portfolio – i.e., to diversify the investment risk. The fundamental premise of the model is that the investors are 
sensible and all of them invest for an equally long time-period, while the risk is given by the standard deviation 

[11].  
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We are dealing with a portfolio made up of n investment instruments with every instrument R having a certain 

weight w, this weight being such that the total sum is equal to 1. The weights in this case may even be negative, 

which means the given instrument must be shortened. The expected yield is then given by the formula: 

 

 


n

i iiP RwRE
1

.)(          (1) 

Thus, the portfolio yield is a weighted average of the yields of the individual assets. The expected risk of the 
individual assets can be measured using the standard deviation of the yields. The expected risk-level of the port-

folio is not only a weighted average, as it had been in the case of the expected yield. The standard deviation of the 

whole portfolio depends mainly on the co-variance of the yields of the individual assets. The following relationship 

shows the standard deviation of the portfolio with n activities: 

  


n

i
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where p pis the expected standard deviation of the portfolio yields, wi wj are the wieghts of the asset i and j 

and ij is the co-variance between the yields i and j. 

If the individual assets are not perfectly correlated (correlation near 1), it will always be possible to find such 

a portfolio whose expected risk will be lower than the expected risk of the safest asset. The diversification effect 

does not necessarily have to depend on the number of assets that are included in the portfolio. What is important 

is the mutual low correlation between the assets [12]. A high mutual correlation can be seen, for instance, with the 

stocks from the same sector. There is a certain sector dependence. The yields of such stocks will react in a very 

similar fashion to the world's events, to the established macro-economic conditions in the region – i.e., they will 

not be, in view of the executed investments, stable. Thus, a portfolio composed of tens of titles of the same market 
segment will not necessarily bear the same fruits like a portfolio composed of several stocks from different sectors. 

Markowitz's optimal portfolio is such a portfolio Xopt, for which there is an indifference curve uk such, that: 

   ,, EMuR koptopt            (3) 

Where the set of acceptable portfolios is assessed and where EM is a set of effective portfolios in Markowitz's 

sense; for more details, see, e.g., Edwin [6].        

  

 

Figure 1 Optimal Portfolio of the Individual Investor  

 

The optimal portfolio is the intersection between the effective boundary and the indifference curve of the in-

vestor, which is a tangent to this boundary (it is, therefore, located top-left). The optimum portfolio is demonstrated 

in Figure 1. Portfolio D is optimal for the investor, because it lies on the highest positioned indifference curve 

which still has a common point with the portfolio. 

For the calculation itself, the environment of the Python programming language and the freely available source 

codes of the Markowitz method tailored for this programming language will be used [15]. 
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2.2 Statistical Methods Used – Pearson's Chi-Squared Test 

Pearson's chi-squared test is the basic and most widely used pair test of independence in a contingent chart. 

The zero hypothesis, in this approach, is the statement that stochastic magnitudes X1 and X2 are independent; the 

alternative hypothesis is then the mutual dependence of the stochastic magnitudes. Therefore, there is a higher 
probability that the stochastic magnitude X1 will not affect the stochastic magnitude X2, in the case of the zero-

hypothesis [16], 
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where the statistical chi-squared reaches values from the interval <0; n.(q-1)>, where q = min {R, S}. The test 

is based on the comparison of the observed frequency (experiment) and the so-called expected frequencies (based 

on the validity of the H0 hypothesis) of the distinct combinations of the stochastic magnitudes X1 and X2 [13]. 

The chi-squared independence test does not, however, say anything about the power of the relationship; it only 

does not dismiss, or dismisses, the zero hypothesis of the dependence of the stochastic magnitudes (signs) X1 and 

X2. For the identification of the power of the relationship, it is useful to employ an adequate statistical coefficient. 

The tested data will be assessed in the Statistica software. 

2.3 Input Data 

The input data designated for verifying the approach has been the data of capital funds with ESG-respecting 

factors; data available on the pages of the Socially Responsible Investment6. The advantage of this search engine 
is the option of filtering the funds based on the appurtenance to a given country where this fund is marketable. The 

data used has been filtered for the Czech Republic and a partial view of this data is available in Table 1. 

 

Fund id Rating Performance 

  6m 1yr 3yr 5yr 

LU0132414144 4 -6.71 -3.47 1.26 3.70 

LU0963865323 4 -2.24 -6.35 -1.75 2.10 

LU0616241476 3 -0.48 2.45 0.08 3.06 

LU0119099819 3 -1.65 1.23 1.10 2.53 

LU0518421895 3 -0.01 2,00 0.17 3.38 

… … … … … … 

Table 1 ESG Funds Data 

Data which does not take into account ESG factors in financial instruments has been acquired in a similar way, 

Table 2. From available databases of funds and their descriptive information, the Morning Star7 database has been 

used. Here, detailed data of the performance of individual funds is available.  

 

Fund id Rating Performance 

  6m 1yr 3yr 5yr 

LU0329443377 4 4,18 4.67 0.69 13.95 

LU0613078186 4 2.37 6.40 -3.50 -6.38 

LU0557862082 4 3.07 8.01 2.73 3.72 

LU0329445158 4 4.89 11.17 11.94 17.66 

LU0551246555 2 -0.56 -0.28 1.42 2.87 

… … … … … … 

Table 2 Other Funds Data (non-ESG) 

                                                        
6 Aocially Responsible Investment – https://yoursri.com/.  
7 Morning Star – http://www.morningstar.co.uk/uk/. 
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For the collection of data from the given sources, we have used a mechanical processing, i.e., in the form of 

the designated script. A manual processing, vis á vis the number of source data needed and their interconnectivity, 

does not seem to be a good and a tenable solution in terms of time. 

3 Results  

Based on the application of the Markowitz model on select investment funds of the ESG and other funds, results 
presented in Figure 1 have been reached. It stands to reason that for achieving better evidence, it is necessary to 

input a larger data set of assessed data at the start. The data hereby used (from tens of funds) do not fully reflect 

the described reality in the given funds area, and it would be suitable to evaluate the funds across a whole area or 

by the investment focus. In the volatility values achieved with ESG funds there is an evident fluctuation of the 

fund value; this fact, then, points to a higher risk, i.e., to a loss of executed investments. This finding is not a happy 
one in relation to ESG funds, but some studies suggest that it is not out of the question, [4]. 

 

Figure 2 Portfolio Theory – Assessment of Evaluated Funds 

The employed comparative approach in the form of a chi-squared test – good match test – was chosen to be 

a complement for reasons of verifying the correctness of the judged data. As we have mentioned, a suitable form 

might be the assessment of hundreds of input funds, not only tens. The applied approach also has a relatively good 

testifying value. The results of assessment of ESG and non-ESG funds is the contents of Table 3. From the values 

reached, the hypothesis of the independence of the selected rating on the evaluation of the performance in the 

chosen observed time-interval; i.e., we can assess the selected rating (method of evaluation) as satisfactory. 

 

ESG Funds 6m 1yr 3yr 5yr  no-ESG Funds 6m 1yr 3yr 5yr 

R
at

in
g Pears. chí-sqr 2,916 5,000 2,916 5,000  

R
at

in
g Pears. chí-sqr 5,000 5,000 1,875 5,000 

p 0,40 0,29 0,23 0,08  p 0,29 0,60 0,23 0,29 

 

Table 3 Pearson's chi-squared applied on the funds data 

4 Conclusions 

The performed description is only a detailed sketch of the approach for the evaluation of the possible invest-

ment into funds, and this especially with SRI (ESG) evaluation, and a way of diversifying the risk of potential 

investments. A part of the solution of the project is also an effort to balance the convenience of the investments 
into the evaluated funds (SRI, ESG rating) vis á vis the unrated funds. The basis for any comparison is the availa-

bility of suitable descriptive data in the required form, to which, subsequently, suitable economic models are ap-

plied. Here, the approach of machine data-extraction from publicly available websites in the form of a created 

script (Morning Star, 2018) has proved to be competent. Thus, it is not necessary to have access to a paid database; 

this will be made use of as part of the created web-application designated to be a support platform for small inves-

tors who are considering investing into select funds. 
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The knowledge here acquired will be used in further research; collection of more input data and the creation 

of a greater input data-set will precede this research, so that it may be possible to apply this approach to the whole 

market-segment – namely, for instance, the Green Economy, Water Utilization, Sustainable Agriculture –  in the 

form of ESG funds, thus enabling small investors to assess their potential investments in this sphere. Emphasis 

will be placed on the diversification of the investment risk. 
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Behavior of the Czech small open economy in the conditions
of occasionally binding constraints

Stanislav Tvrz1, Jaromı́r Tonner2, Osvald Vašı́ček3

Abstract. The period of economic recovery after the Great Recession was marked
by utilization of non-standard monetary policy tools, such as quantitative easing or
exchange rate interventions, by the central banks around the globe. In this paper
we model the behavior of the Czech small open economy in the conditions of non-
standard monetary policy with the use of DSGE model with occasionally binding
constraints. We compare the baseline model to the alternative set-up, where the de-
velopment of domestic and foreign policy interest rates and nominal exchange rate is
restricted to given bounds. We investigate the behavior of model economy using the
impulse response functions under the assumption that the limiting bounds are fully
anticipated by the rational economic agents. We show that the effects of given con-
straints largely depend on the type of particular exogenous shock. While responses to
some may remain unaffected, the rest gets to a certain extent amplified or dampened.

Keywords: DSGE model, simulation, non-standard monetary policy, occasionally
binding constraints.

JEL classification: E32, E37
AMS classification: 91B51, 91B64

1 Introduction
The extraordinary conditions of the Great Recession of 2008-2009 brought about extraordinary measures. The
standard monetary policy tools were exhausted as the policy interest rates hit near-zero values in reaction to the
crisis around the globe. In the conditions of weak and inflation-less economic recovery, the central banks had to
consider alternative ways of delivering further easing of monetary policy. Some, such as Federal Reserve System,
European Central Bank or Bank of England launched quantitative easing programmes, while others, such as Swiss
National Bank or the Czech National Bank introduced asymmetric commitments to keep their domestic currencies
weaker than some given level of nominal exchange rate with respect to the euro.

The question of quantifying the estimated impact of non-standard monetary policy in this period for the Czech
economy was studied e.g. in [2]. In this paper, we employ the method of modelling the occasionally binding
constraints (OBC), as proposed in [4]. The same algorithm was applied before in [3], [7], [9] and [10]. Continuing
this line of research, we focus on the behaviour of the model economy in this paper. We want to illustrate and better
understand the implications of multiple simultaneous constraints, consistent with the situation during the CNB’s
exchange rate commitment period, for the response of the model economy to different exogenous shocks. Thus,
we will introduce the zero lower bound in the domestic and foreign nominal interest rates and the asymmetric
constraint in the nominal exchange rate of the Czech currency.

The rest of the paper is organised as follows: Section 2 describes the basic features of the DSGE model structure
that is used in this paper; Section 3 introduces the very basics of the method of occasionally binding constraints
simulation; Section 4 presents the impulse response functions simulation results; and Section 5 concludes.

2 Model
In this paper, we use the DSGE model structure in line with [1] and [6]. The relatively simple model structure
contains representative optimizing economic agents of households and firms. There are intermediate firms and
two type of retail firms, one selling domestic and one imported foreign goods. Households provide labour to
the domestic intermediate firms and receive wages and dividends in return. Households spend their income on
consumption but they can also use domestic bonds to smooth their consumption in time. Households and retail
firms operate in monopolistically competitive markets. Therefore, they have some market power over their wages
and prices. At the same time, Calvo-type nominal rigidity is assumed in both.

Following [8], the modified uncovered interest parity equation is assumed in the model:

1Czech National Bank, Monetary Department, Na Přı́kopě 28, 115 03 Praha, Stanislav.Tvrz@cnb.cz
2Czech National Bank, Monetary Department, Na Přı́kopě 28, 115 03 Praha, Jaromir.Tonner@cnb.cz
3Masaryk University, Faculty of Economics and Administration, Lipová 41a, 602 00 Brno, osvald@econ.muni.cz
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E (et+1)− et = rt − r∗t + γσ2
(
f∗t + fCBt

)
, (1)

where the expected appreciation of the nominal exchange rate on the left side of the equation is related with the
nominal interest rate differential of domestic and foreign interest rates together with the capital inflows generated
by the FX market dealers (f∗t ) and the interventions of the domestic central bank (fCBt ). Parameter γ stand for
the risk aversion of the FX market dealers, while the parameter σ denotes the standard deviation of the nominal
exchange rate. The capital inflows f∗t are given exogenously and are modelled as an AR(1) process. Interventions
of the central bank are modelled in line with the asymmetric commitment of the CNB to keep the nominal exchange
rate at a level not stronger that 27 CZK/EUR, which means that they contain an occasionally binding constraint:

fCBt = min
{
0, χe(et − ẽ) + εfCB

t

}
, (2)

where χe is the elasticity of the central bank’s reaction to the deviations of the nominal exchange rate from its
target ẽ and εfCB

t is exogenous shock in central bank’s interventions.

Monetary policy of the central bank is represented by a Taylor rule with zero lower bound:

rt = max
{
0, ρMP rt−1 + (1− ρMP ) (φπE(πt+1) + φppt + φyyt + φeet) + εMP

t

}
. (3)

Thus, the central bank can in general react to deviations in expected inflation E(πt+1), price level pt, output yt
or nominal exchange rate et, depending on values of specific elasticity parameters φx, x ∈ {π, p, y, e}. ρMP stands
for interest rate smoothing parameter and εMP

t is exogenous i.i.d. monetary policy shock. Price level targeting is
included in line with [5] in order to make the OBC algorithm more stable.

Foreign sector is modelled in a structural way. It contains analogous equations to domestic New Keynesian
Phillips curve, dynamic IS curve, marginal costs and the Taylor rule equations. A zero lower bound is assumed in
the foreign sector in the same way as in (3).

3 Method
Following [4] we estimate the model with occasionally binding constraints. The algorithm generates a sequence
of shadow price shocks that allows the bounded variables to remain in specified bounds. In an otherwise linear
model, a bounded variable x1,t can be specified e.g. as

x1,t = max {0, µ1 + φ−1xt−1 + φ0xt + φ1E(xt+1)− (φ−1 + φ0 + φ1)µ} , (4)

where xt is a vector of model variables, µ is a vector of their steady states, and µ1, φ−1, φ0, φ1 are vectors,
µ1 > 0. Supposing that the length of impulse response vector is T and the last period where the constraint is
binding is T ∗, T ∗ ≤ T , the algorithm finds a sequence of shadow price shocks εSPs,t−s, s.t. following equation
fulfils the constraint (4):

x1,t = µ1 + φ−1xt−1 + φ0xt + φ1E(xt+1)− (φ−1 + φ0 + φ1)µ+

T∗−1∑

s=0

εSPs,t−s. (5)

The shadow price shocks εSPs , t act as news shocks - they are known at time t, but hit the economy in t + s.
In the impulse response exercise, only the values εSPs,0 are different from zero, because all the news arrive in period
t = 0.

4 Results
In this section we get to the main contribution of the paper, i.e. the economic interpretation of the model behaviour
as captured by the impulse responses to different exogenous structural shocks under the simultaneous occasionally
binding constraints on nominal exchange rate et, domestic nominal interest rate rt and foreign nominal interest
rate r∗t . IRFs are presented in Figures 1 through 7 and they are depicted as logarithmic deviations from steady
state.
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Figure 1 Demand shock

Occasionally binding constraints strengthen the effects of a demand shock (Figure 1), i.e. they work in a pro-
cyclical way. When the shock is positive, the exchange rate appreciation is constrained in its reaction to higher
interest rates and the output gap is more positive compared to the situation without any constraint. In the case of
a negative demand shock, the monetary conditions cannot be relaxed sufficiently via lower interest rates, thus the
output gap is more negative compared to the situation without constraints.
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Figure 2 Technology shock

In the case of a technology shock (Figure 2), occasionally binding constraints work against the cycle. When
the shock is positive, cutting of interest rates is limited, thus the output gap does not open as much. When the
shock is negative, the monetary conditions can be relaxed sufficiently by exchange rate depreciation along with
raising interest rates.
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Figure 3 Monetary policy shock

When a monetary policy shock is considered (Figure 3), occasionally binding constraints work against the
cycle. A positive shock does not lower the output gap as much, because the exchange rate cannot appreciate
sufficiently. A negative shock hits the zero lower bound, thus exchange rate cannot depreciate as much and output
gap is little less positive.
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Figure 4 Cost push shock

For a cost push shock (Figure 4), constraints work in an asymmetric way. When a positive shock hits the
economy, constraints do not apply because exchange rate depreciates and interest rate increases. For a negative
shock, both constraints apply and output gap increases less because exchange rate appreciates less compared to the
case without constraints.
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Figure 5 Capital flows shock

An outflow of capital (IRF in Figure 5) depreciates the exchange rate and increases interest rates, thus con-
straints do not apply. In the case of capital inflow, its effects are counter-cyclical as interest rates cannot decrease
as much.
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Figure 6 Foreign demand shock

A positive foreign demand shock (Figure 6) increases interest rates and makes exchange rate weaker, thus
constraints do not apply. For a negative shock, their effects are pro-cyclical due to higher interest rates and stronger
exchange rate.

A positive foreign monetary policy shock (Figure 7) does not collide with the constraints, because it increases
the interest rate and makes the exchange rate weaker. The effect on the output gap is a puzzle. For a negative
shock, the effects of the constraints are counter-cyclical.
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Figure 7 Foreign monetary policy shock

5 Conclusion
We have shown the possible implications of multiple occasionally binding constraints in the domestic and foreign
economy at the same time. The main result of this paper is that the results depend largely on the type of particular
exogenous shock in question. While some shocks may remain unaffected, in other cases, the constraints may
dampen or amplify the response of the domestic economy in comparison to the baseline model.
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[10] Súkupová, K. & Vašı́ček, O. (2016). Multiple constraints applied into the DSGE model: The case of un-
conventional monetary easing in the Czech economy. In M. Reiff & P. Gežı́k (Eds.), Proceedings of the
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Abstract. During the 1980’s and 1990’s Milan Zeleny, in a number of papers, pro-
posed and developed a method (called De Novo Programming) for embedding a given 
linear optimization model into a certain class of linear models by allowing for reshap-
ing the feasible set of the original problem. The method uses, in an essential way, a 
transformation of the original problem to continuous knapsack problem, and it con-
cerns only models with capacity constraints and some implicit assumptions about the 
problem data. 
First we briefly recall De Novo methodology and present conditions on the initial data 
– values of cost coefficients, technical coefficients, prices of resources and total avail-
able budget - that are necessary for applicability. Then we present an example of ad-
aptation of De Novo approach for models with both capacity and requirement con-
straints. In such cases the transformation to continuous knapsack problem is not pos-
sible. But the so called optimum-path ratio for achieving the best performance for a 
given budget B is again applicable. 
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1 Introduction 
1.1 De Novo approach to single criterion optimization 

To motivate the De Novo approach ([5], [6], [7], [8]) to modeling and analyzing decision making, let us first 
consider one of the standard linear programming models for allocating resources to activities so as to attain a given 
economic objective; for example 

𝑐𝑐𝑇𝑇𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴𝑥𝑥 ≤ 𝑏𝑏, 𝑥𝑥 ≥ 0 (1) 
where 𝐴𝐴 is a real (𝑚𝑚,𝑛𝑛)-matrix, 𝑏𝑏 is a real 𝑚𝑚-vector, and 𝑐𝑐 is a real 𝑛𝑛-vector.  

Since the early days of linear programming, both practitioners and theorists have been interested in behaviour 
of solutions when coefficients of the problem are allowed to vary. Such questions have led to the emergence of 
sensitivity analysis (investigation of changes in the individual coefficients which cause an optimal solution to 
become nonoptimal) and parametric programming (investigation of changes when some of the coefficients are 
assumed to be linear functions of a parameter). 

The De Novo methodology ([6], [7]) also deals with changes in some of the input data; in particular, it deals 
with the changes in the components 𝑏𝑏𝑖𝑖 of the right hand side vector 𝑏𝑏 of model (1). Clearly, such changes modify 
the set of feasible solutions, which may change the set of maximizers. In contrast to the sensitivity analysis and 
parametric programming, De Novo requires additional exogenous data, cost of resources and level of available 
budget. If 𝑝𝑝 denotes a given 𝑚𝑚-vector of unit cost of resources and 𝐵𝐵 denotes a given available budget, then De 
Novo approach gives to 𝑏𝑏 the freedom to vary freely in the region given by 

𝑝𝑝𝑏𝑏 ≤ 𝐵𝐵 and 𝑏𝑏 ≥ 0. (2) 
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To indicate that the components of 𝑏𝑏 are now real variables we change the notation and use the letter 𝑦𝑦 instead 
of 𝑏𝑏. Therefore, instead considering problem (1) with a fixed b, we deal with the problem  

𝑐𝑐𝑇𝑇𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴𝑥𝑥 − 𝑦𝑦 ≤ 0, 𝑝𝑝𝑦𝑦 ≤ 𝐵𝐵, 𝑥𝑥 ≥ 0, 𝑦𝑦 ≥ 0. (3) 
This is again a linear programming problem, which can be solved by any procedure for solving linear programming 
problems. To refer to the special structure of this problem, we will say that we are dealing with De Novo program-
ming problem with a single criterion. The De Novo approach takes advantage of the fact that (under certain as-
sumptions about A, B, c and 𝑝𝑝) problem (3) can be rewritten as follows:  

𝑐𝑐𝑇𝑇𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝑝𝑝𝐴𝐴𝑥𝑥 ≤ 𝑝𝑝𝑦𝑦, 𝑝𝑝𝑦𝑦 ≤ 𝐵𝐵,𝑥𝑥 ≥ 0, 𝑦𝑦 ≥ 0. (4) 
To solve this problem the De Novo approach uses an obvious observation that for each feasible solution (x,y) of 
problem (4), 𝑥𝑥 is also a feasible solution of the problem 

𝑐𝑐𝑇𝑇𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝑉𝑉𝑥𝑥 ≤ 𝐵𝐵, 𝑥𝑥 ≥ 0 (5) 
where 𝑉𝑉 stands for the 𝑛𝑛-vector 𝑝𝑝𝐴𝐴.  

Similarly to problem (3), problems (4) and (5) are specially structured linear programming problems that 
can be solved and whose properties can be studied by standard linear programming means. However, it is useful 
to take advantage of their special structure. In particular, the De Novo approach takes advantage of the fact that 
problem (5) is a continuous linear knapsack problem whose optimal solution 𝑥𝑥� can easily be obtained (for strictly 
positive components of 𝑐𝑐 and of 𝑉𝑉) as follows: Let 𝑐𝑐𝑘𝑘 𝑣𝑣𝑘𝑘⁄  be such that 𝑐𝑐𝑘𝑘 𝑣𝑣𝑘𝑘⁄ = 𝑚𝑚𝑀𝑀𝑥𝑥{𝑐𝑐1 𝑣𝑣1⁄ , 𝑐𝑐2 𝑣𝑣2⁄ , … , 𝑐𝑐𝑛𝑛 𝑣𝑣𝑛𝑛⁄ }. 
Then the components of the optimal solution 𝑥𝑥� are given by 𝑥𝑥�𝑖𝑖 = 𝐵𝐵 𝑣𝑣𝑖𝑖 ,⁄  when  𝑖𝑖 = 𝑘𝑘, and 𝑥𝑥�𝑖𝑖 = 0 otherwise. Using  
𝑥𝑥�, we set 𝑦𝑦� = 𝐴𝐴𝑥𝑥� and 𝐵𝐵 � = 𝑉𝑉𝑥𝑥�. The resulting triple �𝑥𝑥�, 𝑦𝑦�,𝐵𝐵�� is then called the optimal system design for De Novo 
problem (3). Note that, in our simple situation with single objective function, we have  𝐵𝐵� = 𝐵𝐵. 

1.2 De Novo approach to multiple criteria optimization 
In practice, many (if not most) of decision problems have multiple objectives to be optimized simultaneously, and 
the De Novo approach has been successfully used for designing and solving a number of such problems ([1], [2], 
[3], [4], [5], [6], [7], [8]). In such situations problem (1) is replaced by the problem   

𝐶𝐶𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴𝑥𝑥 ≤ 𝑏𝑏, 𝑥𝑥 ≥ 0 (6) 
where 𝐶𝐶 is a real (𝑞𝑞,𝑛𝑛)-matrix of coefficients of 𝑞𝑞 objective functions. Now the situation is more complicated 
because one has to take into account the fact that the individual objective functions can attain their optimal values 
on the common feasible set in different points.  

To take care of this complication, the De Novo approach first proceeds as in the single criteria problems 
(replacing 𝑐𝑐 by 𝐶𝐶) until solving the corresponding knapsack problems. Let 𝑍𝑍∗be the 𝑞𝑞-vector of optimal values of 
individual objective functions over the set of feasible solutions, which is the same as in problem (5). Then 𝑍𝑍∗ is 
used to define an auxiliary problem, called the meta-optimization problem, which is formulated as the minimiza-
tion problem 

𝑉𝑉𝑥𝑥 → 𝑀𝑀𝑖𝑖𝑛𝑛   subject to 𝐶𝐶𝑥𝑥 ≥ 𝑍𝑍∗, 𝑥𝑥 ≥ 0. (7) 
Let 𝑥𝑥∗ be the resulting minimizer, and let define 𝑦𝑦∗ and 𝐵𝐵∗ by 𝑦𝑦∗ = 𝐴𝐴𝑥𝑥∗and 𝐵𝐵∗ = 𝑉𝑉𝑥𝑥∗. It is easy to see 

that 𝐵𝐵∗ ≥ 𝐵𝐵 and that the value 𝐵𝐵∗ is the minimum budget for obtaining at least 𝑍𝑍∗ by using 𝑥𝑥∗ and  𝑦𝑦∗. 
The fraction 𝑟𝑟∗ = 𝐵𝐵/𝐵𝐵∗ is called the optimum path ratio ([4], [6], [7]) for approaching 𝑍𝑍∗with respect to given 
budget 𝐵𝐵, and the ordered triple (𝑟𝑟∗𝑥𝑥∗, 𝑟𝑟∗𝑦𝑦∗, 𝑟𝑟∗𝑍𝑍∗) is called the optimal system design for the following De Novo 
problem 

𝐶𝐶𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴𝑥𝑥 − 𝑦𝑦 ≤ 0, 𝑝𝑝𝑦𝑦 ≤ 𝐵𝐵, 𝑥𝑥 ≥ 0, 𝑦𝑦 ≥ 0. (8) 
The aim of our paper is to show how and under what conditions on the initial data (values of objective 

functions coefficients, technical coefficients, prices of resources, and total available budget) the De Novo pro-
gramming methodology is functioning in problems with multiple criteria. We also show when the approach can 
fail, and that not always it is possible to solve the model (8) with the help of knapsack problem. Furthermore we 
present the adaptation of De Novo approach to models with both capacity and requirement constraints, and con-
clude with some comments about possible future developments.   

2 Conditions for De Novo approach 

2.1 Remarks on the De Novo optimization application  
Remark 1 

De Novo optimization is proposed as a tool for optimization of system design. Therefore, for reasonability of the 
decision-making process, it is natural to assume that 𝐵𝐵 =  𝑝𝑝𝑏𝑏 for given initial model (1), given budget 𝐵𝐵, and given 
price vector 𝑝𝑝 of resources. As mentioned previously, the De Novo approach transforms problem (3) into problem 
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(4). This is possible, because every feasible solution (𝑥𝑥,𝑦𝑦) of problem (3) is also a feasible solution of problem 
(4) and the coefficients at the components of 𝑦𝑦 are zero. It is also not difficult to see that if (𝑥𝑥,𝑦𝑦) is a feasible 
solution of problem (4), then 𝑥𝑥 is a feasible solution of the problem (5). Moreover, since to each feasible solution 
of problem (5), it corresponds at least one (usually many) 𝑦𝑦 such that (𝑥𝑥, 𝑦𝑦) is a feasible solution of problem (4) 
and because all coefficients at the components of 𝑦𝑦 are zero, it is possible (under certain conditions, see the next 
remark) to deal with problem (5). 

Remark 2 

Implicit assumption, reasonable for a large class of problems, is that 𝐵𝐵 and all components of 𝑝𝑝 are positive. 
However, almost none of the published articles mentions that the transformation of the model (4) to the knapsack 
problem (5) requires the positivity of components of 𝑝𝑝𝐴𝐴 because problem (5) may have no solution if some com-
ponents of   𝑝𝑝𝐴𝐴 are negative or zero. Notice that the positivity of 𝑝𝑝𝐴𝐴 is guaranteed if matrix 𝐴𝐴 is nonnegative and 
has no zero-column and all components of vector 𝑝𝑝 are positive.  

As a simple illustration, let us consider the following example of optimization of system design, which has to 
be solved under the condition of the total budget 𝐵𝐵 = 5 and, prices of resources equal to  𝑝𝑝 = (1, 1, 1)  and the 
initial problem  

𝑥𝑥1 → 𝑀𝑀𝑀𝑀𝑥𝑥  subject to  �
−1 −1    1
   1    1 −1
   0    0    1

��
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
� ≤ �

2
2
1
�, 𝑥𝑥 ≥ 0. 

Using De Novo approach, we receive 𝑝𝑝𝐴𝐴 = (0, 0, 1) and the initial model will be reformulated into the follow-
ing instance of continuous knapsack problem (5)  

1𝑥𝑥1 → 𝑀𝑀𝑀𝑀𝑥𝑥  subject to  (0 0 1)�
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
� ≤ 5, 𝑥𝑥 ≥ 0. 

Now the objective function of this knapsack problem is unbounded on the feasible set, and therefore no maxi-
mal value of it exists. Nevertheless, if only the transformation of problem (3) to problem (4) would be used, then 
the solution would exist. Indeed, the problem (4) takes the form 

𝑥𝑥1 → 𝑀𝑀𝑀𝑀𝑥𝑥  subject to  �
−1 −1    1
   1    1 −1
   0    0    1

��
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
� − �

𝑦𝑦1
𝑦𝑦2
𝑦𝑦3
� ≤ �

0
0
0
�,  𝑦𝑦1 + 𝑦𝑦1 + 𝑦𝑦1 ≤ 5,  𝑥𝑥, 𝑦𝑦 ≥ 0 

and has the solution 𝑥𝑥 = (5, 0, 0) and 𝑏𝑏 = (0, 5, 0). The optimal system design under the budget 𝐵𝐵 = 5 is given 
by the problem 

𝑥𝑥1 → 𝑀𝑀𝑀𝑀𝑥𝑥  subject to  �
−1 −1     1
   1    1 −1
   0    0    1

��
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
� ≤ �

0
5
0
�, 𝑥𝑥 ≥ 0. 

Remark 3 

The De Novo model construction suppose only the constraints of type 𝐴𝐴𝑥𝑥 ≤ 𝑏𝑏, so called the capacity constraints, 
and not the constraints of type 𝐴𝐴𝑥𝑥 ≥ 𝑏𝑏, so called the requirements constraints. The requirements constraints for 
example ensure the required amount of production for sale. In practical applications, it is often necessary to assume 
the cost of such requirements (the cost of the contract signed). If the De Novo standard procedure is used, the 
optimum value of the requirements will be zero, which corresponds to the general opinion that the requirements 
have to be neither set nor even paid. In practice, it can lead to an optimal system design not having contracts for 
production, but very often, such contracts are necessary. A way to overcome this problem is given in the next 
chapter. 

2.2 De Novo approach for model with requirement constraints 
De Novo approach allows to decision-maker to optimize not only values of criteria function but also to optimize 
the system design under given budget. Zeleny ([5], [6], [7], [8]) implements this approach for models with capacity 
constraints only. Because it is often necessary to optimize the system described not only by capacity constraints 
but also by requirement constraint, we propose the following generalization of De Novo optimization approach. 
In this case, the optimal values of capacities and demands under given budget will be found. 
The typical multiple criteria linear optimization model with the capacity and requirement constraints can be written 
as follows  

𝐶𝐶𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴≤𝑥𝑥 ≤ 𝑏𝑏≤,  𝐴𝐴≥𝑥𝑥 ≥ 𝑏𝑏≥,  𝑥𝑥 ≥ 0 (9) 
where 𝐴𝐴≤, 𝑏𝑏≤ are coefficients from capacity constraints 

𝐴𝐴≥, 𝑏𝑏≥ are coefficients from requirement constraints and 
𝐶𝐶 are coefficients of cost functions. 
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The criteria optimization means to find the optimal values of criteria functions. The system design optimization 
means to find the optimal values of capacities and requirements under the given budget. 
Consider now the values of capacities and requirements as variables and reformulate constraints as follows: 

• capacity constraints with unknown capacities 
𝐴𝐴≤𝑥𝑥 − 𝑦𝑦≤ ≤ 0 (10) 

• requirements constraints with unknown requirements 
𝐴𝐴≥𝑥𝑥 − 𝑦𝑦≥ ≥ 0 (11) 

• cost of necessary capacities and possible requirements has to be less or equal to the given budget 𝐵𝐵 
𝑝𝑝≤𝑦𝑦≤ + 𝑝𝑝≥𝑦𝑦≥ ≤ 𝐵𝐵 (12) 

where 𝑦𝑦 = (𝑦𝑦≤,𝑦𝑦≥) are unknown values of capacities and requirements, 𝑝𝑝≤, 𝑝𝑝≥ are the cost of capacities and re-
quirements and 𝐵𝐵 is the available budget. 

Optimal budget allocation means looking for optimal necessary capacities and possible requirements. If these 
values are known, the constraints of type (10) and (11) can be seen as the equations ([8]). Into the set of constrains, 
the budget constraint (12) has to be added. New model formulation will be 

𝐶𝐶𝑥𝑥 → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 𝐴𝐴≤𝑥𝑥 − 𝑦𝑦≤ = 0 ,  𝐴𝐴≥𝑥𝑥 − 𝑦𝑦≥ = 0,  𝑝𝑝≤𝑦𝑦≤ + 𝑝𝑝≥𝑦𝑦≥ ≤ 𝐵𝐵,  𝑥𝑥, 𝑦𝑦 ≥ 0 (13) 

The partial optimal solutions of model (13) are found for each criterion and the ideal values of all criteria cre-
ate the vector  

𝑍𝑍𝐼𝐼 = (𝑧𝑧1𝐼𝐼 , … , 𝑧𝑧𝑞𝑞𝐼𝐼 ) (14) 
The new problem now is to find the minimal necessary budget guarantee at least ideal values of criteria, the 

formulation of this meta-optimum model is  

𝑝𝑝≤𝑦𝑦≤ + 𝑝𝑝≥𝑦𝑦≥ → 𝑀𝑀𝑖𝑖𝑛𝑛   subject to 𝐴𝐴≤𝑥𝑥 − 𝑦𝑦≤ = 0 ,  𝐴𝐴≥𝑥𝑥 − 𝑦𝑦≥ = 0,  𝐶𝐶𝑥𝑥 ≥ 𝑍𝑍𝐼𝐼,  𝑥𝑥, 𝑦𝑦 ≥ 0 (15) 

After solving the model (15), the minimal budget for achieving ideal criteria values 𝐵𝐵∗, the optimal solution 
(𝑥𝑥∗, 𝑏𝑏∗) and achieved values of criterial functions 𝑍𝑍∗ = 𝐶𝐶𝑥𝑥∗ are received. Generally this minimal budget 𝐵𝐵∗ is 
greater than available budget 𝐵𝐵. The optimum-path ratio for achieving the best performance 𝑍𝑍 for a given budget 
𝐵𝐵 can be defined using for instance ratio 𝑟𝑟∗ = 𝐵𝐵

𝐵𝐵∗
. Other possible optimum-path ratio formulas can be found in the 

paper of Shi ([4]). By using optimum-path ratio 𝑟𝑟∗, the following data for optimal system design can be received: 
Optimal right hand side values  𝑏𝑏 = 𝑟𝑟∗𝑏𝑏∗ 
Optimal values of variables  𝑥𝑥 = 𝑟𝑟∗𝑥𝑥∗ 
Optimal values of criteria  𝑍𝑍 = 𝑟𝑟∗𝐶𝐶𝑥𝑥∗ 
The optimal system design  𝐴𝐴≤𝑥𝑥 = (𝑟𝑟∗𝑏𝑏∗)≤, 𝐴𝐴≥𝑥𝑥 = (𝑟𝑟∗𝑏𝑏∗)≥, 𝑥𝑥 ≥ 0 

2.3 Example 
The above-mentioned generalization of De Novo optimization is now illustrated in the following example:  

�1 1
1 4� �

𝑥𝑥1
𝑥𝑥2� → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 

�3 4
1 3� �

𝑥𝑥1
𝑥𝑥2� ≤ �60

30� 

�1 0
0 1� �

𝑥𝑥1
𝑥𝑥2� ≥ �5

5� 

𝑥𝑥 ≥ 0 

The set of feasible solutions and the partial optimal solutions for both criteria under fixed system design are in 
the Figure 1. 

 
Figure 1 Set of feasible solutions and partial optimal solutions 

Let the available budget be 𝐵𝐵 = 43 and the costs of capacities and requirements be  𝑝𝑝 = (0.5, 0.4, 0.1, 0.1). 
The reformulation of the initial model for the optimal budget allocation is following 
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�1 1
1 4� �

𝑥𝑥1
𝑥𝑥2� → 𝑀𝑀𝑀𝑀𝑥𝑥   subject to 

�3 4
1 3� �

𝑥𝑥1
𝑥𝑥2� − �

𝑦𝑦1
𝑦𝑦2� = �0

0� 

�1 0
0 1� �

𝑥𝑥1
𝑥𝑥2� − �

𝑦𝑦3
𝑦𝑦4� = �0

0� 

0.5𝑦𝑦1 + 0.4𝑦𝑦2 + 0.1𝑦𝑦3 + 0.1𝑦𝑦4 ≤ 43 
𝑥𝑥, 𝑦𝑦 ≥ 0 

The ideal values of both criteria create the ideal vector 𝑍𝑍𝐼𝐼 = (21.5, 52.12) and the partial optimal solutions for 
both criteria under the available budget are in the Figures 2 and 3. 

 
Figure 2 Optimal system design and optimal solution 

for the first criterion 

 
Figure 3 Optimal system design and optimal solution 

for the second criterion 

The minimal necessary budget for achievement of ideal criterial values is computed using the following model 

0.5𝑦𝑦1 + 0.4𝑦𝑦2 + 0.1𝑦𝑦3 + 0.1𝑦𝑦4 → 𝑀𝑀𝑖𝑖𝑛𝑛   subject to 

�3 4
1 3� �

𝑥𝑥1
𝑥𝑥2� − �

𝑦𝑦1
𝑦𝑦2� = �0

0� 

�1 0
0 1� �

𝑥𝑥1
𝑥𝑥2� − �

𝑦𝑦3
𝑦𝑦4� = �0

0� 

�1 1
1 4� �

𝑥𝑥1
𝑥𝑥2� ≥ � 21.5

52.12� 

𝑥𝑥, 𝑦𝑦 ≥ 0 
Optimal system design needs budget 𝐵𝐵∗ = 56.269, optimal solution is 𝑥𝑥∗ = (11.293, 10.207), and right hand 

sides are  𝑏𝑏∗ = (74.707, 41.914, 11.293, 10.207). Because the necessary budget is higher than available, the op-
timum-path ratio is 𝑟𝑟 = 43

56.269
. Therefore the achievable optimal solution and optimal system design is described 

as  𝑥𝑥∗ = (6.63, 7.8), and 𝑏𝑏∗ = (57.09, 32.03,8.63,7.8). Optimal values of criteria are 𝑍𝑍𝐼𝐼∗ = (16.43, 39.83). See 
Figure 4 and 5. 

 
Figure 4 Optimal system design with minimal budget 

for ideal criteria values 

 
Figure 5 De Novo system design with maximal possi-

ble criterion values under given budget  

The criterial space of the solved problems is in the Figure 6. The blue line bounds the set of possible criterial values 
under the initial constraints and the grey dotted line describes the partial optimal values of criteria. The orange line 
shows possible criterial values of both criteria achievable with different budget and with optimal system design. It 
is seen, that optimization of system design allows to reach higher (or better) criteria values than that under the 
initial fixed constraints. 
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Figure 6 Criterial space and solutions of model 

3 Conclusion 
We have seen, the De Novo approach uses several problem transformation to obtain the optimum path ratio and 
the corresponding optimal design for the De Novo problem with single or multiple criteria. All of these transfor-
mations require that the values of individual components of 𝑦𝑦 can vary freely in the region given by (2). This is 
certainly not always possible in practice, and the validity of this assumption may be lost with increasing value of 
parameter 𝐵𝐵. Thus it would be valuable to investigate possibilities for including some reasonable restrictions of 
the region given by (2).  

It seems that the transformation from (3) to (4) may be related to duality of linear programming, which could be 
of interest both from the theoretical and practical point of view.  

We have also seen that it will be of interest to study the classes of problems that cannot be solved by transformation 
to the knapsack problem and develop for them specialized procedures.  

There are also some alternative proposals for introducing the optimum path ratios ([4]) and therefore for optimal 
system designs. It seems that the terminology is slightly confusing: Which optimal one would be optimal? It would 
be desirable to clarify relations between different notions of optimum path ratios and optimal system design, and 
search for others. 
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Problem of competing risks with covariates: Application to
an unemployment study

Petr Volf1

Abstract. This study deals with the methods of statistical analysis in the situation of
competing risks in the presence of regression. First, the problem of identification of
marginal and joint distributions of competing random variables is recalled. The main
objective is then to demonstrate that the parameters and, in particular, the correlation
of competing variables, may depend on covariates. The approach is applied to solution
of a real example with unemployment data. The model uses the Gauss copula and
Cox’s regression model.

Keywords: statistical survival analysis, competing risks, copula, unemployment
study, Cox’s regression model.

JEL classification: C41, J64
AMS classification: 62N02, 62P25

1 Introduction and Motivation
The problem of competing risks arises when two (or more) mutually dependent random times to certain events (e.g.
a failure of a device which can be caused by two different reasons) are followed and just the first (least) of them
is registered. The phenomenon occurs frequently in areas of reliability, biostatistics and medical studies, as well
as in demography studies, labor statistics, insurance, and in econometrics generally. The interest in the problem
dates back to 70-ties of the last century. It is well known that, in general, without additional assumptions (e.g. on
a parametric form of distributions) the model is not identifiable. It means that for each level of dependence we
may obtain different estimate of joint probability distribution of both random times, and we are not able to choose
among them. Further, Heckman and Honoré (1989) have shown (rather than proved, as their argumentation is more
verbal than precisely mathematical) that when an additional information on covariates is available, identification
is possible. Namely, they dealt with competing times with Cox’s and AFT regression models. Their result is in
the background of the unemployment duration study by Han and Hausman (1990), with two competing events of
unemployment termination. However, they quite neglected the possibility that the parameter characterizing mutual
dependence of risks (e.g. the correlation) may also depend on the covariate. When this is the case, the problem
of non-identifiability arises anew. Later on the case of competing risks with covariates was solved by many other
authors, in a more precise way, already with the aid of a copula describing the dependence, see e.g. Lee (2006),
Berg et al. (2007). However, the problem of possible dependence of copula parameter on the covariates was not
discussed. That is why the present paper opens this problem. On another unemployment data, which are commonly
available on the Web (as the original data used in Han and Hausman are not available to me), the model of joint
distribution is formulated, with the use of Gauss copula. Then, it is shown that the correlation, which characterizes
the dependence of two random times, depends on the age of employee, here taken as a covariate. In fact, the
result of Heckman and Honoré and of others can be used for at least approximate estimation of partially constant
correlation in a moving window scheme. In such a way its dependence on the covariate can be demonstrated.

The outline of the paper is the following: The next section introduces the scheme of competing risks, presents
the method of analysis of competing events incidence, and points to the problem of possible non-identifiability
of their marginal probability distributions. We shall mention also certain identifiability results in the framework
of regression models. Then the notion of copula is recalled and used in competing risks model formulation. In
Section 3 the Gauss copula is introduced and the procedure of simultaneous maximum likelihood estimation of
marginal distributions and correlation is described. Finally, in Section 4, the Gauss copula and Cox’s regression
model are jointly applied to a real example. We use the data taken from Kadane and Woodworth (2004) recording
the employment and its termination in certain company. There are two competing events, dismissal or voluntary
leaving the job, it is expected that their risks are dependent mutually and also on the age of employees, which is
taken as a covariate. The objective is to show that the model parameters and, in particular, the correlation of both
risks, depend on this covariate. The solution consists in a randomized search for the maximum likelihood estimate
combined with the Metropolis MCMC algorithm in the Bayes framework.

1Department of Stochastic Informatics, ÚTIA AV ČR, Pod vodárenskou věžı́ 4, 182 08 Praha 8, Czech Repub-
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2 Competing risks scheme
Let us recall briefly the competing risks scheme: There are K (possibly dependent) random variables, times
Tj , j = 1, ...,K, running simultaneously. Observation is terminated at minimum of them. Sometimes there is
another random or deterministic variable C of right censoring assumed to be independent of all Tj . Standardly,
C is the time of observation termination without expected event occurrence; in that case C < Tj for all j. We
assume that all variables Tj are of continuous type. Let FK(t1, ..., tK) = P (T1 > t1, ..., TK > tK) be the joint
survival function of {Tj}. However, instead the ’net’ survivals Tj we observe just ’crude’ data (sometimes called
also ’the identified minimum’) Z = min(T1, ..., TK , C) and the indicator δ = j if Z = Tj , δ = 0 if Z = C. Such
data lead us to direct estimation of the distribution of Z∗ = min(T1, ..., TK), for instance its survival function
S(t) = P (Z∗ > t) = FK(t, ..., t). Further, we can estimate so called incidence densities

f∗j (t) = dP (Z∗ = t, δ = j) = −∂FK(t1, ..., tK)

∂tj
|(t1 = ... = tK = t),

and also their integrals, cumulative incidence functions

F ∗
j (t) =

∫ t

0

f∗j (s) ds = P (Z∗ ≤ t, δ = j).

Notice that limF ∗
j (t) = P (δ = j) < 1 if t → ∞, S(t) = 1 −∑K

j=1 F
∗
j (t). Further, so called cause–specific

hazard functions for events j = 1, 2, . . . ,K are estimable by:

h∗j (t) = lim
d→0

P (t ≤ Z∗ < t+ d, δ = j |Z∗ ≥ t)

d
.

Overall hazard rate for Z∗ = min(T1, ..., TK) is then:

h∗(t) = lim
d→0

P (t ≤ Z∗ < t+ d |Z∗ ≥ t)

d
=

K∑

j=1

h∗j (t),

by integration the cumulated hazard rates H∗
j (t), H

∗(t) are obtained. Consequently, S(t) = P (Z∗ > t) =
exp(−H∗(t)). Then f∗j (t) = h∗j (t) · S(t) and the cumulative incidence functions can be also written as

F ∗
j (t) = P (Z∗ ≤ t, δ = j) =

∫ t

0

S(s) · h∗j (s) ds.

As both components, i.e. S and h∗j , are estimable consistently by standard survival analysis methods, it follows
that there also exist consistent estimates of F ∗

j , see for instance Lin (1997).

2.1 Non-identifiability problem
As it has already been said, in general, from data (Zi, δi), i = 1, . . . , N it is not possible to identify neither
marginal nor joint distribution of {Tj}. A. Tsiatis (1975) has shown that for arbitrary joint model we can find a
model with independent components having the same incidences, i.e. we cannot distinguish among the models.
Namely, this ’independent’ model is given by cause-specific hazard functions h∗j (t). It follows that it is necessary
to make certain functional assumptions about the form of both marginal and joint distribution in order to identify
them. Several such cases are specified for instance in Basu and Ghosh (1978). More recent results on identifiability
can be found for example in Schwarz et al (2013) dealing with non-parametric setting, or in Escarela and Carriere
(2003) considering Frank copula and parametric models.

Many authors have studied the role of additional information gathered from covariates in the framework of a re-
gression model for examined random times. There are numerous results showing conditions for full identifiability
of such a regression model, starting from already mentioned Heckman and Honoré (1989). Lee (2006) investi-
gated more general transformation models of regression. Berg et al. (2007) have studied two competing transition
rates from unemployment state. They have used a discrete-time multiplicative regression model with latent hetero-
geneities. A common identifiability assumptions consists in sufficiently rich structure of covariates. However, all
these studies rely on the assumption that the dependence structure (in the next section given by a copula parameter)
does not change with covariates. And this rater strong assumption is the target of our examination.

2.2 Copulas in models for competing risks
Let us reduce the model to just 2 competing events, random variables S, T (eventually with a censoring variable
C). The data are then given as realizations of N i.i.d. random variables Zi = min(Si, Ti, Ci), δi = 1, 2, 0, i =
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1, 2, ..., N . The notion of copula offers a way how to model multivariate distributions, here the joint distribution
function F2(s, t) of S, T :

F2(s, t) = C(FS(s), FT (t), θ), (1)

FS , FT are marginal distribution functions of S, T, C(u, v, θ) is a copula, i.e. a two-dimensional distribution
function on [0, 1]2, with uniformly on [0, 1] distributed marginals U, V , θ is a copula parameter. The parameter
is connected uniquely with correlation of U, V , hence also with correlation of S, T . It is seen that the use of
copula allows to model the dependence structure separately from the analysis of marginal distributions. Hence, the
identifiability of the copula (and its parameter) and marginals can be considered as two separate steps.

Zheng and Klein (1995) have proved that when the copula is known, the marginal distributions are estimable
consistently (and then the joint distribution, too, from (1)), even in non-parametric (so that quite general) setting.
However, in general, also value of θ is needed, because (again due to Tsiatis, 1975) without fully determined
copula we are not able to distinguish between the ’true’ model and corresponding independent one. On the other
hand, Zheng and Klein (1995) also argued that the selection of copula type is not crucial. The problem of proper
copula choice is analyzed in a set of papers, let us mention here Kaishev et al (2007) comparing performance of
several copula types. A common agreement is that the knowledge (or a good estimate) of parameter θ is much
more important for correct model of joint distribution.

As a consequence, because the knowledge of copula type is still an unrealistic supposition, we can try to
use certain sufficiently flexible class of copulas, as approximation, and concentrate to reliable estimation of its
parameter. There exist a large number of different copula functions, among them for instance a set of Archimedean
copulas. Let us concentrate here to one rather universal and flexible copula type, namely to Gauss copula.

3 Use of Gauss copula
Let X, Y be standard normal random variables ∼ N(0, 1) tied with (Pearson) correlation ρ = ρ(X,Y ). Let us
denote by ϕ(x), φ(x) the univariate standard normal density and distribution function, further by φ2(x, y) dis-
tribution function and by ϕ2(x, y) density function of two-dimensional Gauss distribution with both expectations
equal to zero and covariance matrix Σ = [1, ρ; ρ, 1]. If we define U = φ(X), V = φ(Y ), we obtain that the
couple (U, V ) has a 2-dimensional copula distribution on (0, 1)2 with distribution function

C(u, v) = φ2
(
φ−1(u), φ−1(v)

)
. (2)

Naturally, ρ(U, V ) 6= ρ(X,Y ) (though they are rather close, as a rule), while Spearman’s correlations coincide,
namely ρSP(X,Y ) = ρSP(U, V ) = ρ(U, V ). As our aim is to model the dependence of competing variables S, T ,
let us assume that their joint distribution function is given by Gauss copula (2),

F2(s, t) = φ2
(
φ−1(FS(s)), φ

−1(FT (t))
)
, (3)

and S = F−1
S (φ(X)), T = F−1

T (φ(Y )). Again ρSP(S, T ) = ρSP(U, V ), and “initial” ρ = ρ(X,Y ) is the only
parameter describing the dependence of S and T . It, naturally, differs from ρ(S, T ), however, all values ρ(S, T )
can be achieved by convenient choice of ρ(X,Y ). Let us remark here that the real dependence among S, T can
be much more complicated, nevertheless the use of Gauss copula offers here certain rather simple and sufficiently
flexible (as regards the correlation) set of distributions.

3.1 Estimation in Gauss copula model
When parameter ρ is known, copula (2) is fully defined and from Zheng, Klein (1995) it follows that the distribution
of (S, T ) can be estimated, even non-parametrically. On the other hand, without knowledge of ρ nonparametric
model is not identifiable and in the parametric setting explicit proofs of identifiability are available for just certain
types of marginal distributions specified for instance already in Basu and Ghosh (1978). We shall deal with a richer
model including the covariates, and, similarly like Han and Hausman (1990), with the Cox’s model of dependence
on them. Let us first sketch the estimation procedure based on the maximum likelihood method. The data are
(Zi, δi), i = 1, . . . , N , the likelihood function then has the form

L =

N∏

i=1

{
− ∂

∂s
F 2(s, t)

}I[δi=1]

·
{
− ∂

∂t
F 2(s, t)

}I[δi=2]

· F 2(s, t)
I[δi=0],

evaluated at s = t = Zi, with F 2(s, t) = P (S > s, T > t) = 1− FS(s)− FT (t) + F2(s, t). From (3) it follows
that F2(s, t) = φ2(x, y) with x = φ−1(FS(s)), y = φ−1(FT (t)). For the first term we obtain that

∂

∂s
F 2(s, t) = −fS(s) +

∂

∂s
φ2(φ

−1(FS(s)), φ
−1(FT (t))) =
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= −fS(s) +
∂

∂x
φ2(x, y) ·

dφ−1(FS(s))

ds
= −fS(s) + φ1(y; ρx, 1− ρ2) · ϕ(x) · fS(s)

ϕ(x)
,

where φ1(y;µ, σ2) denotes the distribution function of normal distribution N(µ, σ2), evaluated at y. The second
term of the likelihood can be processed in the same way, hence the likelihood can be expressed in the following
manner:

L =

N∏

i=1

{
fS(Zi)

[
1− φ1(Yi; ρXi, 1− ρ2)

]}I[δi=1] ·
{
fT (Zi)

[
1− φ1(Xi; ρYi, 1− ρ2)

]}I[δi=2] ·

· {1− FS(Zi)− FT (Zi) + φ2(Xi, Yi}I[δi=0]
, (4)

again withXi = φ−1(FS(Zi)), Yi = φ−1(FT (Zi)). Parameter ρ is hidden in φ1 and in φ2. Distributions of S and
T are present both explicitly and also implicitly, in transformedXi, Yi. It is seen that the problem of maximization
may be a difficult optimization task and has to be solved by a convenient numerical procedure. In the following
real data example we search for the MLE of parameters. As it can be rather computationally involving, the search
is performed with the aid of the MCMC method, in the Bayes approach framework starting from conveniently
chosen uniform priors (c.f. Gamerman, 1997). Such method then allows to obtain estimated Bayes credibility
intervals for model parameters.

4 Real data example
The data are taken from the Statlib database: http://lib.stat.cmu.edu/datasets/caseK.txt, the ”Case K” data, appear-
ing also in Kadane and Woodworth (2004). They did not use the idea of competing risks, the aim of their study
was to explore whether older employees were or not ”discriminated” having higher rate of dismissal. In fact, the
same question is, though just implicitly, behind our analysis, the positive dependence of both risks revealed in the
present paper can be interpreted also in such a way that under the risk of dismissal some people prefer to leave the
job voluntarily, the change it in time. And the aim is to show that younger employees have higher tendency to do
it. This phenomenon should be taken into account when comparing younger and older persons.

The data contain the records on all persons employed by a firm during the period of observation, from 1.1.1900
to 31.1.1995, namely their dates of birth, dates when persons were hired by the company and when they have left
it, either voluntarily or were forced to leave (dismissed). There were together 412 people, from them 96 were
fired, 108 left voluntarily, the rest, 208 employees, were still with the company at the end of data collection period.
Hence, we deal with two competing risks of the end of work, and we assume that the risks are dependent. The
time considered is the calendar time, in days, from 1 to 1857, the end of study is also the fixed time of censoring,
namely C = 1857 is the upper bound for each personal record (it is so called type I censoring by fixed value). It
is expected that the development of the company can be the reason for changing rates of leaving it. There are also
people joining the company during the followed period, thus changing the ”risk set” of the study.

The age (in years) of employees at the moment of leave or censoring was taken as a covariate, because it was
expected that the age can influence the decision and is changing the relation between the rate of compulsory and
voluntary leaving. The age varied from 20 to 70 years, its median was 39. Figure 1 shows the times of leaving,
distinguishing both ways. It is seen that the period of higher intensity of dismissals (possibly as a consequence
of certain problems of the company) started at about day 800 and lasted almost another 800 days, and was more
remarkable for the strata with higher age, in fact supporting the conjecture of Kadane and Woodworth. In order to
prove the dependence of correlation of random times of both competing events on age, the sample was divided into
two subsamples with age<40 and age≥40 years, each subsample was analyzed separately. Number of employees
in each group and observed incidence is given in Table 1 below.

4.1 Competing risks with Cox’s regression model
The competing risks model together with the Gauss copula was sketched in preceding section. The influence of the
covariate (age) was incorporated via the Cox’s regression model. Hence, each of both random times was described
by the hazard rate

hj(t;x) = h0j(t) · exp(βj · x),
where j = 1, 2 for related risks of dismissal and voluntary leave, respectively, h0j are baseline hazard rates
and βj are regression parameters. Covariate x is the age of persons (in years) at moment of job termination or
of censoring, t is the time of study in days. Further, to make computation easier, we assume that the baseline
distributions correspond to Weibull ones. The baseline hazard rates and their cumulated (integrated) versions have
then the form

h0j(t) =
bj · tbj−1

a
bj
j

, H0j(t) =

(
t

aj

)bj
,
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Figure 1 Graphical representation of data: circles=dismissals, triangles=voluntary leavings, dots=censored records.

where aj , bj , j = 1, 2 are Weibull scale and shape parameters. When the Cox’s regression term is added, the
distribution of both random times for given covariate value x is still Weibull, with the same shape parameters bj
and scale parameters depending on covariate, i.e.

aj(x) = aj exp(−
βj
bj
x).

The complete model then contains 7 unknown parameters, aj , bj , βj for j = 1, 2 and parameter ρ controlling the
dependence of both competing risks via the Gauss copula.

4.2 Results
The model is fully parametrized, parameters were estimated by the MLE method. Already from (4) it is seen that
the computation may be difficult, therefore the maximum of log-likelihood was found approximately with the aid
of a random search. The results are collected in Table 1. In order to get also certain insight into the credibility
of parameters values we have employed the Metropolis algorithm in the Bayes framework. Such a procedure
yields the representation of the posterior distribution of parameters, hence also credibility intervals for them. Prior
distributions of parameters were chosen uniform in reasonable intervals, the first rough estimate was obtained
under the assumption of no dependence (i.e. ρ = 0). Then, naturally, the value of parameter ρ was alternated, too.
Each computation used 10000 iterations of the algorithm, credibility intervals were obtained from the last half of
them. It is seen that estimated parameters differ in both parts of data, i.e. they depend on the covariate - age of
employees. It concerns also parameter ρ. The interpretation of higher positive correlation in the group of younger
employees could be that they are more flexible and in the case of symptoms of approaching negative changes in the
company they are more prone to search for a new employment. Further, it is seen that also Cox’s model parameters
β characterizing the dependence of hazard rates on age differ for both risks. For instance, from the first column of
Table 1 we can deduce that the risk of dismissal increases significantly with age (parameter β1). In fact, it could be
understood as an indicator of existing discrimination of older employees in the sense of the study of Kadane and
Woodworth (2004).

5 Conclusion
We have studied the problem of competing risks with regression, with the focus on assessing mutual dependence
of competing random variables. The joint distribution was expressed with the aid of Gauss copula, while the Cox’s
regression model described the covariate influence. The model was utilized in an example with real unemploy-
ment data. Statistical analysis revealed positive correlation between times to both competing events, and also the
dependence of correlation on the covariate. This was, in fact, the main purpose of the study. It has to be said
that the Weibull model, used in order to simplify computations, is far from optimal. Further, the experience with
present and similar computational procedures indicates that the log-likelihood function is, as a rule, rather flat,
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Data: all data with age< 40 with age≥ 40

Par. n1,2,0 : 96, 108, 208 16, 53, 141 80, 55, 67
a1 13723 (13150,15608) 4667 (3731,5920) 12165 (10418,14602)
b1 1.975 (1.863,2.053) 1.444 (1.243,1.672) 2.070 (1.900,2.254)
a2 3186 (3152,3420) 2817 (2582,3072) 8924 (6021,11395)
b2 1.904 (1.776,1.910) 1.443 (1.300,1.617) 2.337 (2.117,2.597)
β1 0.0713 (0.0652,0.0722) 0.0063 (0.0027,0.0120) 0.0717 (0.0616,0.0789)
β2 0.0090 (0.0085,0.0100) 0.0002 (-0.0001,0.0003) 0.0600 (0.0507,0.0761)
ρ 0.221 (0.025,0.263) 0.778 (0.688,0.944) 0.216 (-0.073,0.580)

Table 1 Results of MCMC: Estimated parameters (modes of posterior distribution) and 90% credibility intervals.
Scale parameters a1, a2 of Weibull baseline distributions are related to time in days; n1, n2, n0 are numbers of
people dismissed, leaving voluntarily, censored.

the convergence of computations to its maximum is slow, resulting confidence intervals are then quite wide. This
phenomenon does not depend on the copula choice, it is a consequence of complicated model structure.
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Republic.
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Measuring systemic risk in the European insurance sector 

using copula-DCC-GARCH model and selected clustering 

methods 
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Abstract. The subject of the present article is the study of correlations between large 

insurance companies and their contribution to systemic risk in the insurance sector. 

Our main goal is to analyse the conditional structure of the correlation on the Euro-

pean insurance market and to compare systemic risk in different regimes of this mar-

ket. These regimes are identified by monitoring the weekly rates of returns of eight of 

the largest insurers (five from Europe and the biggest insurers from the USA, Canada 

and China) during the period February 2006 to March 2017. To this aim we use sta-

tistical clustering methods for time units (weeks) to which we assigned the conditional 

variances obtained from the estimated copula-DCC-GARCH model. In each of the 

identified market regimes we determined the commonly used today CoVaR systemic 

risk measure. From the analysis performed we conclude that all the considered insur-

ance companies are positively correlated and this correlation is stronger in times of 

turbulences on global markets which shows an increased exposure of the European 

insurance sector to systemic risk during crisis. Moreover, in times of turbulences on 

global markets the value level of the CoVaR systemic risk index is much higher than 

in “normal conditions”. 

Keywords: systemic risk, insurance market, copula-DCC-GARCH. 

JEL Classification: C44 

AMS Classification: 90C15 

1 Introduction 

Following the financial crisis in the years 2007-2009 and the European public debt crisis in the years 2010-2012, 

there has been significantly growing interest in systemic risk. This resulted in a prolific specialized literature pro-

posing, among others, a wide range of new methods for the study of the influence of financial institutions on 

systemic risk. Moreover, both the academic community and the financial regulatory authorities paid more attention 

to the role played by non-bank financial institutions, in particular insurance companies, in creating systemic risk.  

Before the crisis it was generally accepted that the insurance market has a negligible impact on it. However, in the 

subsequent literature – although many a study still supported the latter point of view – there appeared several 

articles suggesting the possibility of the insurance market creating systemic risk. Let us quote here a few articles 

the authors of which claim that insurance companies: 

 have become an unavoidable source of systemic risk (e.g. Billio et al. [6] , Weiß,  Mühlnickel [21]); 

 can be systemically important, but only due to their non-traditional (banking) activities (e.g. Baluch et al. [2], 

Cummins, Weiss [9]), while in general the systemic significance of the insurance sector as a whole is still 

subordinated to the banking sector (Chen et al.[8], Czerwińska [10]); 

 are systemically unimportant due to the low level of interconnections and the lack of a strong dependance on 

external funding (e.g. Harrington [14], Bell, Keller [4], Geneva Association [13], Bednarczyk [3]). 

On the other hand, in Bierth et al. [5] the authors, after having studied a very large sample of insurers in a long-

term horizon, claim that the contribution of the insurance sector to systemic risk is relatively small, its peak having 

been reached during the financial crisis in the years 2007-2008. They also indicate the four L’s: linkages, leverage, 

losses, liquidity, as the crucial factors influencing the exposure of insurers to systemic risk. 

The present article belongs to the main stream of the studies concerning the linkages between large insurance 

companies and their contribution to systemic risk in the insurance sector. Our main aim is to check whether the 

strength of the existing connections between the eight largest insurers (five from Europe, one from the USA, 

Canada and China) together with their contribution to systemic risk in the European insurance sector depend on 
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the insurance market regime. The market regimes were identified by analysing weekly rates of return of the insur-

ers in question during the period from February 2006 to March 2017.  They were assessed using statistical clus-

tering methods of time units (weeks) to which there had been assigned conditional variances obtained from the 

estimated copula-DCC-GARCH model. Indeed, we assumed that the change (increase) of the risk (variance) is a 

good (and, moreover, classical) index of the financial market tension. The advantage of such an approach is that 

there is no need to assume a priori a number of market regimes, because the latter is identified by the clustering 

quality assessment. Next, in each of the identified regimes we established the CoVaR systemic risk measure, com-

monly used nowadays (see e.g. Acharya et al. [1],  Bierth et al. [5], Jobst [15]). We assumed that the European 

insurance market is represented by the weekly rates of return from the STOXX 600 Europe Insurance index. The 

CoVaR measure, indicating the contribution of each of the insurers to systemic risk, was assessed using the con-

ditional distributions obtained from eight bivariate copula-DCC-GARCH models. In each of these models one 

boundary distribution represents the European insurance market (the logarithmic return from the STOXX 600 

Europe Insurance index), while the other one represents the insurer (the appropriate logarithmic rate of return). To 

the best of our knowledge, such an approach has not been used in systemic risk analysis ever before. 

The paper is organized as follows. The second chapter presents the methodology and the empirical strategy 

used in the paper, the third one presents the data and discusses the results obtained, while the fourth chapter con-

tains the conclusions. 

2 Methodology 

The empirical strategy we use in this article in order to analyse the dependences and assess systemic risk on the 

European insurance market consists of two basic steps: 

1. Market regime identification. 

2. Analysis, in the identified market regimes, of:  

a) the dependencies between the studied insurance companies, 

b) the systemic risk.  

In the first step it is assumed that market regimes are identified using statistical clustering methods of weekly 

periods t according to conditional variances of returns of all analysed instruments. The conditional variances that 

are essential in this approach are obtained through the multivariate copula-DDC-GARCH model. In this model the 

distribution of the rates of return vector )',...,( ,,1 tktt rrr  , Tt ,...,1  conditional on the information set available at 

time 1t  (
1t
) is modelled using conditional copulas introduced by Patton (2006). It takes the following form: 

 )|(~|...,),|(~| 1,1,1,11,1   ttkttktttt FrFr  (1) 

 )|(~| 11   tttt Fr  (2) 

  )|(),...,|()|( 1,,1,1,11   ttktkttttttt rFrFCrF  (3) 

where tC  denotes the copula, whereas tF  and 
tiF ,
 are the multivariate CDF and the CDFs of the marginal distri-

butions at time t, respectively. The use of a copula allows the separate modelling of marginal distributions and the 

dependence structure of the vector tr . In the empirical study elliptical copulas are used to describe the dynamics 

of the dependence structure, while conditional marginal distributions are modelled with the use of ARMA-

GARCH models. Conditional correlation matrices 
tR  modelled with the use of DCC(1, 1) model (Engle [4]) are 

assumed to be the parameters of conditional copulas. The parameters are estimated using the inference function 

for margins - IFM approached. This method is presented in details e.g. in:  Joe [16], p. 299–307, Doman [11], p. 

35–37, Wanat [20], p. 98-99. The computations were done in the R environment using the ”rmgarch” package 

developed by Alexios Ghalanos.  

To identify financial market regimes, statistical methods of unsupervised classification are used. The groups 

obtained are expected to be periods with a similar level of risk (i.e. similar conditional variance). Although the 

number of groups is not known a priori, it is assumed that it should be neither too small nor too large. In fact, 

clustering results are assessed taking into account both statistical criteria and economic interpretation of financial 

market regimes obtained. Clustering is conducted by means of hierarchical methods in which groups are created 

recursively by linking together the most similar objects (Ward's method is applied here). Other methods of divi-

sion, i.e. the k-means method and the partitioning among medoids (PAM) method proposed by Kaufman and 

Rousseeuw [17] are also used. In both cases, after making the initial decision about the desired number of groups, 

objects are allocated in such a way that the relevant criterion is met. In order to evaluate the optimal number of 
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clusters in the data, we use internal validity indexes: Calinski-Harabasz pseudo F statistics (Calinski and Harabasz 

[7]), the average silhouette width (Kaufman and Rousseeuw [17]), the Dunn index (Dunn [12]), and Xie and Beni's 

[22] index. The final classification of objects is, therefore, the result of the comparison of the results of respective 

grouping algorithms. 

In the second stage of analysis, in each of the identified market regimes we assessed the CoVaR. The systemic 

risk measure 
ji
tCoVaR |

,  is defined to be the value at risk (VaR) of the institution (market index) i under the condi-

tion that another institution (market index) j is subject to distress i.e. its rate of return is smaller than its value at 

risk, meaning: 

     j
ttj

ji
tti VaRrCoVaRrP ,,

|
,, | , (4) 

where j
tVaR ,  is the value at risk  of the institution (market index) j at time t and α, β denote the significance lev-

els for VaR and CoVaR measures, respectively. Using the conditional probability formula we get: 

 
 

 











j
ttj

j
ttj

ji
tti

VaRrP

VaRrCoVaRrP

,,

,,
|
,, ,

 (5) 

The definition of the value at risk for the institution j, i.e. 
j

tVaR ,  yields     j
ttj VaRrP ,, , that is: 

     j
ttj

ji
tti VaRrCoVaRrP ,,

|
,, ,  (6) 

Therefore, the assessment of 
ji
tCoVaR |

,  requires knowledge of the bivariate distribution Ft of the vector  tjti rr ,, , .  

Due to the Sklar Theorem this distribution can be represented using the copula in the following way: 

    )(),(, ,,,, tjjtiittjtit rFrFCrrF   (7) 

Invoking  (4), 
ji
tCoVaR |

,  can be determined by solving (numerically) the equation: 

    ),( |
,
ji
tit CoVaRFC  (7) 

In the empirical analysis we studied the influence on the European insurance market’s systemic risk of the five 

largest insurance companies from Europe and the biggest insurers from the USA, Canada and China. In accord-

ance, it was assumed that tir ,  represents the European insurance market (we made use of the weekly rates of return 

from STOXX 600 Europe Insurance), while tjr ,  describes the insurers (we made use of the weekly logarithmic 

returns on shares). For each of the eight pairs: 

(logarithmic return of the STOXX 600 index tir ,  , logarithmic return of the insurer  tjr , ) 

we assessed the parameters of the bivariate copula-DCC-GARCH model. Then, using these parameters together 

with the conditional correlations obtained by these models, we determined the copulas tC  and the distributions tF

. The values 
ji
tCoVaR |

,  for the analysed period were obtained by solving numerically the equation (7).  

3 Data and results 

The data used in this study consist of the weekly log-returns of the five largest insurers from Europe and the biggest 

insurers from the USA, Canada and China (Tab.1) as well as the STOXX 600 Europe Insurance index representing 

the European insurance market from February 2016 to March 2017.  

In the first stage of study we identified the regimes of the insurance market on the basis of the conditional 

variances of the rates of return of the insurance companies in question. These were assessed using the 8-variate 

copula-DCC-GARCH model. During the analysis we considered various ARMA-GARCH specifications of uni-

variate models. Finally, on the grounds of information criteria and model appropriateness tests (result available 

upon request to the author) we opted, for all the instruments, for the ARMA(1,1)-eGARCH(2,2) model with the 

skew Student distribution. The eGARCH means exponential GARCH model put forward by Nelson. During the 
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analysis of the dynamics of the dependences between the rates of return we considered the Gauss and Student 

copulas together with various specifications of the DCC model. As earlier, in the basis of information criteria we 

chose the Student copula with conditional correlation coefficients obtained from the DCC(1, 1) model and a con-

stant shape parameter η. 

 

Insurer Acronym Country Total assets 

(in mld USD) 

AXA AXA France 944.145 

Allianz Allianz Germany 934.654 

Prudential plc Prud Great Britain 578.149 

Legal & General Legal Great Britain 574.901 

Aviva Aviva Great Britain 541.188 

Metlife Metlife USA 898.764 

Manulife Financial Manu Canada 534.705 

Ping An Insurance Ping China 802.975 

Table 1 Insurance companies considered in the study with their acronyms used in the presentation of the results 

Market regimes were identified by means of clustering weekly periods with respect to the conditional variances 

of the rates of return of the studied insurance companies. In this crucial – from the point of view of the whole study 

– step we considered various combinations of distance measures, clustering methods and number of classes. We 

determined from 2 to 6 groups using each of the following methods: Warda, k-means  and PAM. Eventually, led 

by criteria of clustering quality (results available upon request to the author)  we chose a division into two classes 

obtained using the method of k-means with the Euclidean distance (cf. Fig. 1). In this case Rousseeuw’s Silhouette 

internal cluster quality index is equal to 0.855, Calinski-Harabasz index: 1153.277, Dunn index: 0.073 and Xie-

Beni index: 1.289. We assumed thereafter that to different classes there correspond different market regimes. 

 

Figure 1 Identified market regimes 

In the second step of our studies the analysis of the dependencies between the studied insurance companies 

was done based on the conditional correlations from the previously assessed 8-variate copula-DCC-GARCH 

model. Their distribution for the respective pairs in the identified market regimes is shown in Figure 2.  The sys-

temic risk assessment in the identified market regimes was performed using the CoVaR measure determined by 

the method described in the previous section. The CoVaR value distribution illustrating the influence of a given 

insurer on the European insurance market is shown in Figure 3. 

4 Conclusions 

In this work we used the copula-DCC-GARCH model to analyse the dependences in the group formed by the 

largest five insurance companies from Europe and the biggest insurers from the USA, Canada and China. Then, 

availing ourselves of the CoVaR measure we studied the influence of each insurer on the European insurance 

market systemic risk. The European market was represented by the STOXX 600 Europe Insurance index, while 

for the insurers we considered their quotations on domestic markets. The study was performed in two steps. The 

first one consisted in identifying the regimes of the European insurance market, while in the second one, we ana-

lysed – for the identified regimes – the following items: the correlations (using conditional correlations) between 
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the considered insurance companies, the dependences between a given insurer and the European insurance market 

as well as the influence  of the studied insurance companies on the European insurance market systemic risk. The 

market regimes were identified by monitoring the insurers’ logarithmic returns on shares. To this aim we applied 

statistical clustering methods for weekly periods to which we were assigning the conditional variances obtained 

from the estimated 8-variate copula-DCC-GARCH model. Both, the clustering quality measures and the possibility 

of a reasonable economical interpretation exposed two different market regimes in the considered period of time: 

a regime of low volatility (1st regime – “normal”) and a regime of unstable quotations (2nd regime –  “risk”) that 

appeared during the time of the biggest turbulences experienced by the global markets.  

 

Figure 2 Distribution of the conditional correlations between analysed markets in the identified regimes 

 

 

Figure 3 Distribution of the CoVaR measure in the identified regimes 

We can draw the following conclusions from our study: 

 The insurance companies from the investigated group are positively correlated. The strongest dependence is 

to be seen among the insurers from Europe (Axa and Allianz are the pair with the strongest tie), a somewhat 

weaker dependence exists between the insurers from Europe and those from North America, while the weakest 

is between the insurer from China and the remaining ones. These correlations are clearly stronger in the second 

identified regime, i.e. during the turbulences on global markets period (cf. Fig. 2). On that basis we can state 

that during a global crisis the exposure to systemic risk on the European insurance market increases.     
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 There is an important difference between the CoVaR measures for the first and second regimes of the European 

insurance market in the case of all the insurers from the studied group. The influence of insurance companies 

on systemic risk is much stronger during the turbulences period (cf. Fig. 3). It is also apparent that in a fixed 

regime this influence is more or less at the same level, which in the case of the insurer from China is somewhat 

lower than average. 

 The influence of insurance companies from North America on the European insurance market systemic risk is 

at a comparative level with the influence of companies from Europe, both in the first and second identified 

market regimes. 
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The use of tests LRuc, LRind, LRcc on example of estimation of 
the Value-at-Risk for WIG, DAX and DJIA indices 
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Abstract. The subject matter discussed in the article concerns the application of the Value 
at Risk metric in risk measurement on capital markets. On the one hand, this risk is the 
result of continuous and dynamic growth of the network of interdependencies between 
financial markets, and, on the other hand, is the result of the occurrence of shock situations 
that may turn into a permanent crisis situation. An unexpected and significant increase in 
risk may, in turn, translate into significant losses of financial institutions, and in some 
extreme cases lead even to their collapse. Therefore, measuring market risk in a skilful 
manner provides the opportunity to protect against significant financial losses. Quantitative 
determination of market risk is also important due to the possibility of spreading financial 
markets shocks to real economies. The main research objective of this article is to assess 
the quality of the Value at Risk calculations performed for the capital markets of the United 
States, Germany, and Poland. The research was conducted in the time period 2000-2012, 
where the parameters of the DCC-GARCH model were estimated for the purpose of 
determining VaR. The assessment of quality was made based on the backtesting performed, 
where binominal tests were used and they took the form of the LRuc test, LRind test, and 
LRcc test. 

Keywords: value-at-risk, backtesting, DCC-GARCH model, binominal test. 

JEL classification: G15, C58 
AMS classification: 91B30, 91B84 
 

1 Introduction   
Analysis of financial markets performed at the international level leads to the conclusion of continuous and 
dynamic growth of the network of interdependencies between these markets. A continuous increase in the value 
of financial markets is also observed, with a significant part of the share resulting from the increase in the 
capitalization of capital markets [see 25; 26; 11]. The strongest interdependencies are observed for capital 
markets, where the impact of information can be seen on subsequent markets almost in real time. Abundant 
research on the functioning of capital markets has indicated the existence of interdependencies between markets, 
where their strength changes over time. The problem of changing the strength of interdependence is interesting, 
since under a crisis situation the strength of interdependence tend to increase significantly, while periods of 
tranquillity on markets are characterized by a substantially lower level of mutual dependence [16; 17; 30; 31; 37; 
39; 8]. Therefore, the problem of measuring market risk is gaining particular importance, since under a crisis 
situation it may be significantly increased [2; 27; 34; 21]. An unexpected and significant increase in risk may, in 
turn, translate into significant losses made by financial institutions, and in extreme cases it may lead even to their 
collapse. Quantitative determination of market risk is also important due to the possibility of spreading financial 
markets shocks to real economies. Additionally, changes in the real sphere concerning macro and micro 
economic development [28; 29; 12; 33], including the level of innovation and the technological potential [4; 40] 
and the level of investment, which affects economy international competitiveness [19] can be influenced by the 
situation on the financial markets, their growth dynamics and finally their effectiveness [5; 22; 23; 24; 20; 32]. 

Value at Risk that is recommended by financial supervision institutions is a market risk measurement 
technique commonly used by financial institutions [6; 3; 7; 15; 22]. The issues undertaken in this article focus on 
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the application of VaR in measuring risk on the capital markets of the United States, Germany, and Poland. The 
main research objective of the article is to assess the quality of the VaR calculations made for the major market 
indexes: DJIA, DAX and WIG. The assessment of quality was made based on the backtesting performed, where 
binominal tests were used in the form of the LRuc test, LRind test, and LRcc test. The research was conducted in 
the time period 2000-2012, where the parameters of the DCC-GARCH model were estimated for the purpose of 
determining VaR.  

 

2 The DCC-GARCH  model and Value at Risk 
The Value at Risk (VaR) metric is commonly applied to measure the market risk of an individual financial asset 
or investment portfolio. By means of this metric, we can determine the probability of incurring a financial loss 
that would be considered as significant from the institution's point of view. To determine VaR for an asset or an 
investment portfolio, it is necessary to determine the distribution of their returns. In this case, the occurrence of 
returns variance that is volatile over time becomes problematic. The use of the multi-dimensional DCC-GARCH 
models allows for the modelling of the properties of returns in the form of the concentration of periods of 
significantly increased volatility and periods of reduced volatility in capital markets [see 13; 14; 35; 38; 18]. An 
additional advantage of the multidimensional DCC-GARCH models is their capacity to examine the mutual 
dependence between markets by estimating the variable conditional correlation. The DCC-GARCH model is 
determined as 

�� = �� + ��, ��|	
��~��0, ���,  �� = ������ ,  ��
� = �������� ,   (1) 

��,
 = �� +  �!�,
��
" + #���,
��, $� = ��

�%�� ,         (2) 

�� = �����&����/"&������&����/",    (3) 

&� = ( + �$��%$��%
) + *&��%, ( = �+�1 − � − *�,  (4)  

where tY  - multivariate process of returns, t  - conditional t-distribution with . > 2 degrees of freedom, tμ - the 

vector of conditional means of returns, tH  - the conditional covariance matrix, ti ,µ  - i-th  equation of the 

conditional mean, tih ,  - the conditional variance equation for i-th returns,  where 1,...,i N= , �� ,  � , #� - the 

parameters of the conditional variance equation, tR  - conditional correlation matrix, tQ  - quasi correlation 

matrix, R - the unconditional covariance matrix of the standardize errors which can be estimated or set as 

�+ = �

1
∑ $�$�

)1

3� , �, * the parameters of the conditional correlation equation. 

Aielli [1] shows that the estimation of �+  as the the empirical covariance matrix is inconsistent. So, we 
decided to estimate the unconditional covariance matrix.  

Value at Risk allows us to determine the potential loss for the current market value of the possessed asset or 
portfolio. Together with the loss value, the probability of occurrence or exceeding of the determined loss at a 
given tolerance level is also determined. VaR determination consists in adopting a tolerance level. The VaR 
measure can be obtained using the following formula (3) [see 10] 

-456 = 78 − 79     (4) 

where 79 is the initial value of the asset (portfolio), 78 is the quantile of the distribution of the asset (portfolio) 
value at the given tolerance level 8  representing the final value of the asset (portfolio). 

In practice, estimation of VaR consists in using the distribution of returns of the analysed asset (portfolio). 
The VaR estimate is then determined based on formula 5. 

:�;<

 = −=
>� + ?ℎ
>�A<    (5) 

where  =
>�  is  a  one period ahead forecast of conditional mean, ℎ
>�   is a one period ahead forecast of 
conditional volatility and A< is the q-quantile of conditional distribution. The DCC-GARCH model estimation is 
performed to determine the parameters of the distribution of returns. 

An important problem is the assessment of quality of the VaR estimates. The VaR measure is tested for two 
properties: unconditional coverage and independence property. The first one assumes that the expected number 
of hits (cases when returns are greater than estimated VaR) given the assumed coverage level. The second one 
states that the hit process is independent. The most common approach to assessing the quality of VaR estimates 
is called backtesting, which is based on the examination of hits resulting from the estimated values of the 
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measure. In order to evaluate the quality of the VaR, the backtesting procedure is applied. In the article, for the 
purposes of the verification of the quality of VaR, binominal tests were used and they took the form of the 
unconditional coverage test LRuc, the test of independent LRind, and the conditional coverage test LRcc [see  
9]. 

 

3  Empirical estimation of Value at Risk and the use of binominal 
tests 

The study used the time series of three stock indices: DAX, DJIA and WIG, which allowed the analysis of the 
capital markets of Germany, the United States, and Poland to be carried out. Logarithmic daily returns were used 
for calculations. Data covering the time period 2000-2012 were obtained from the www.finance.yahoo.com 
website. In the first step, GARCH model estimation for individual indices was made, which allowed us to 
determine the best model specification in the form of GARCH (1,1).  

Next, the parameters of the DCC-GARCH (1,1) model were estimated using the maximum likelihood method 
with the conditional t-distribution. The results of the estimation are presented in Table 1. All parameters, derived 
from both the conditional variance equations and conditional correlation equations, proved to be statistically 
significant at the 5% significance level, beside the unconditional correlation parameter  6+�B . The occurrence of 
thick tails in the distribution of returns was confirmed by the estimates of v parameter of the t-distribution.  

 

The conditional variance equations 

Parameter Estimate Std. error p-value 

1ω  (WIG) 0.0197 0.0048 0.0001 

1α  (WIG) 0.0704 0.0077 0.0000 

1β  (WIG) 0.9208 0.0082 0.0000 

2ω  (DAX) 0.0123 0.0029 0.0000 

2α  (DAX) 0.0708 0.0081 0.0000 

2β  (DAX) 0.9188 0.0087 0.0000 

3ω  (DJIA) 0.0176 0.0048 0.0003 

3α  (DJIA) 0.0508 0.0068 0.0000 

3β  (DJIA) 0.9388 0.0080 0.0000 

. 8.9814 0.7292 0.0000 

The conditional correlation equation 

Parameter Estimate Std. error p-value 

a  0.0080 0.0020 0.0001 

b  0.9919 0.0021 0.0000 

;C�" 0.2739 0.1208 0.0234 

;C�D 0.2749 0.1101 0.0126 

;"D -0.0286 0.1241 0.8177 

Table 1 The results of the estimation of the DCC-GARCH 

The correct statistical properties of the estimated DCC-GARCH(1,1) model indicate the possibility of using 
this model to estimate Value at Risk pertaining to with the formula (4). The VaR estimation was started by 
estimating the DCC-GARCH model based on the first 1000 observations obtained from the set of returns for the 
time period 2000-2012 (3000 observations). The parameter estimates allowed us to compute a one-day ahead 
VaR forecast. Then, the procedure was repeated 1999 times, shifting each 1000 observations window by one day 
(the so called rolling window approach). The performed procedure led to 2000 VaR estimates for each market 
index separately. 
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The next step was to assess the quality of Value at Risk estimations for selected indices. For this purpose, the 
backtesting procedure was carried out, where statistical tests the LRuc test, LRind test, and LRcc test were 
applied. The results obtained are contained in Table 2. Based on the received test results, it can be concluded that 
for DJIA and DAX, VaR properties can be deemed to be correct. For the WIG index, we observe rejection of the 
null hypothesis for LRuc, LRind and LRcc tests. This means that VaR estimates are not in line with assumed 
properties.  

 
Binominal tests LRuc LRind LRcc 

coverage level 99% 95% 90% 99% 95% 90% 99% 95% 90% 

DJIA 

 statistics 3.5917 1.2317 0.0498 0.8538 0.2615 0.4255 4.4455 1.4932 0.4753 

p-value 0.0581 0.2671 0.8234 0.3555 0.6091 0.5142 0.1083 0.4740 0.7885 

DAX 

 statistics 1.6611 5.2050 1.9517 0.6853 0.2920 2.4130 2.3464 5.4971 4.3646 

p-value 0.1974 0.0225 0.1624 0.4078 0.5889 0.1203 0.3094 0.0640 0.1128 

WIG 

statistics 12.9450 0.0418 0.0502 1.6077 7.4608 6.2967 14.5527 7.5027 6.3469 

p-value 0.0003 0.8379 0.8227 0.2048 0.0063 0.0121 0.0007 0.0235 0.0419 
Note: Bold values means rejection of the null based on the 5% significance level. Source: own computations. 

Table 2 Backtesting results 

4  Conclusions 
The subject matter discussed in the article concerned the application of the VaR metric to measure risk on the 
capital markets of Poland, Germany and the United States. This risk results from a dynamic increase in 
interdependencies between financial markets. Therefore, shock events occurring on the markets can contribute to 
a permanent crisis situation and generate significant financial losses. Therefore, quantifying market risk using 
Value at Risk is nowadays a significant  research problem. 

Following the research objective undertaken in this article, we estimated Value at Risk for the selected 
market indices, and then we evaluated their quality using binominal tests. The evaluation of quality was made 
using the backtesting procedure, where the LRuc test, LRind test, and LRcc test were used. The results obtained 
allowed us to determine the correct properties for VaR estimates for all of the analysed indices. 
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Data envelopment analysis models with penalties 
Petra Zýková1 

Abstract. The paper deals with advanced voting systems for ranking of candidates. 

The main aims of the system are to find a general winner and ranking of all candidates. 

Every voter gives ranking of the first t-candidates and also can give penalties to can-

didates who he/she surely does not want to vote for. There are advanced voting sys-

tems being used based on the application of data envelopment analysis (DEA) models. 

Original contribution of the paper consists in formulation of DEA/AR (assurance re-

gion) model with penalty and DEA/AR exclusion model with penalty. These models 

are derived from standard DEA/AR and DEA/AR exclusion models. The proposed 

models and they results are illustrated on Formula 1 World Constructors' Champion-

ship data set in season 2016 and the winner is determined. 

JEL Classification: C44 

AMS Classification: 90C05, 90C90 

 

1 Introduction 

Often, decision makers need to find a general winner based on the ranking of candidates in several voting rounds. 

This task may be solved by various voting systems with ranking of candidates. The problem consists in setting the 

weights (points) to particular ranks. Of course this setting influences final winner or complete ranking of candi-

dates significantly. There is a space for proposal of models that specify the vector of weights. One of the possibil-

ities is to apply data envelopment analysis (DEA) models. DEA models have been first developed by Charnes et 

al. [1] based on the concept introduced by Farrell [2]. Using DEA models, the optimal vector of weights for every 

candidate can be derived. This approach should make candidates confident in impartial and fair evaluation of 

voters' preferences. This use of DEA models was shown in Hashimoto [3]. In this way, the final ranking of candi-

dates is determined. In many cases, the voters are sure that a candidate is unacceptable for them. Then they can 

assign him/her a negative weight (penalty). An original contribution of this paper is definition of two models with 

penalty. 

The problem we are dealing with can be defined as follows: Let us assume a voting system with ranking of n 

candidates and m voters. Every voter gives ranking of the first t-candidates. This means, that he/she has not to 

assign ranking to all candidates but only to the top t-candidates  nt  . Voter must not give the same ranking to 

any two candidates. The aim is to find a general winner and general ranking of all candidates. The general ranking 

of candidates is obtained according to points, which j-th candidate gets from voters: 






t

r

rjrj yus

1

 nj  ,,1  

where ru , tr  ,,1  is the number of points gained for the rth place, rjy , tr  ,,1  and nj  ,,1  says how 

many times the jth candidate was in the rth place. We assume that the values rjy are known. The general winner is 

the candidate with the highest value of js . 

The paper is organized as follows. The next section presents definition of all models used in the study, i.e. 

DEA models, DEA/AR model, DEA/AR exclusion model, DEA/AR model with penalty and DEA/AR exclusion 

model with penalty. The following section contains numerical illustration on the real data set – determination of 

the winner of Formula 1 World Constructors' Championship 2016. Final section of the paper summarizes the 

results of all models. 

2 DEA models 
DEA models are a general tool for efficiency and performance evaluation of the set of homogenous DMUs that 

spend multiple (w) inputs and transform them into multiple (t) outputs. Measure of efficiency (efficiency score) of 
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this transformation is one of the main results of application of DEA models. Let us denote 

 nj,t,ryrj  ,1,1 , Y  a positive matrix of outputs and  n,,w,j,, kxkj  11 X  a positive matrix 

of inputs. The efficiency score of the unit under evaluation 
0

DMU j  is as follows: 

Maximize 
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where ru  is a positive weight of the rth output, kv  is a positive weight of the kth input, and   is an infinitesimal 

constant. Model (1) is not linear in its objective function but may easily be transformed into a linear program. The 

linearized version of input-oriented model (often called CCR model) is as follows: 

Maximize 
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2.1 DEA without explicit inputs 

In numerous applications a situation may occur that there are no inputs or there is one identical (unit) input. In 

such case a model without explicit inputs derived from previous models (1) and (2) can be formulated. This for-

mulation is below: 

Maximize 
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An application of DEA models for the task we study avoids problems with determination of the vector of 

weights. This is the reason why the decision maker cannot manipulate the final ranking of candidates. The model 

is solved for every candidate and it is based on the assumption that it is fair used for every candidate a vector of 

weights which is the most favorable for him/her. 

2.2 DEA model with assurance region (DEA/AR) 

DEA/AR (assurance region) model (4) is the first model suitable for solving our task.  
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subject to 1

1




t
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rjr yu , nj  ,,1  (4) 

  1rr uu , 1 ,,1  tr    

 tu .  

 

In comparison to model (3) this model contains last two set of constraints. They specify that the weight of a 

higher rank is greater than the weight of the immediately lower rank at least by  and the weight of the last rank 

must be at least . The efficient unit(s) or candidate(s) obtains their efficiency scores 
0j

h equal 1. This means that 

more than one candidate can be the winner which is not desirable. That is why, using of this model for our purposes 

is limited.  

2.3 DEA/AR exclusion model 

The previous model (4) does not guarantee obtaining a unique ranking of candidates. This means the results of the 

model can lead to the identification of more than one candidate in the first place. DEA/AR exclusion model (5) 

eliminates this drawback. Its formulation is as follows: 
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This model is a certain version of Andersen and Petersen super-efficiency model [1] that allows discrimination 

among originally efficient units. The candidate under evaluation is removed from the first set of constraints of 

model (5). In this way the units identified as efficient by model (4) have their efficiency score gj0 greater than 1 

and so, they can be ranked easily.  

3 Formulation of the models with penalties 

In addition to the original formulation of the problem in the beginning of this paper, every voter can define negative 

candidates that are not acceptable for him/her. The aim is to find a general winner and a general ranking of all 

candidates. Let us assign the index (t+1) and the weight 1tu  to the negative ranking (penalty). The addition of 

penalty extends the DEA/AR and DEA/AR exclusion models (4) and (5) by new constraints. 

There are two new constraints in models with penalty. The first constraint 1tu guarantees that the nega-

tive weight cannot be equal to 0. The second one 1

1

1






t

r

rjr yu  guarantees that assignment of one of the voters as 

negative does not automatically relegate the candidate to the last place. 

3.1 DEA/AR with penalty 

The first DEA model with penalty is DEA/AR (assurance region) model with penalty (6). This model is derived 

from model (4). Formulation of this model is the following: 
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3.2 DEA/AR exclusion model with penalty 

The second DEA model with penalty is DEA/AR exclusion model with penalty derived from model (5). Its for-

mulation follows: 

 

Maximize 
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4 A numerical illustration 

The application of the above mentioned models is illustrated on a data set of Formula 1 World Constructors' 

Championship results in season 2016. The results of Championship are presented in Table 1. Every team had two 

drivers. The column called technical fault will be considered as penalty in our models. The data set was obtained 

from the public website with Formula 1 results [4]. 

 

Team 1 2 3 4 5 6 7 8 9 10 
technical 

fault 

Mercedes AMG Petronas 19 8 6 2 2 0 2 0 0 0 1 

Red Bull Racing 2 8 6 8 4 2 4 2 0 0 2 

Scuderia Ferrari 0 5 6 8 7 6 0 0 2 0 5 

Sahara Force India 0 0 2 2 1 3 8 7 2 5 4 

Williams Martini Racing 0 0 1 1 4 3 1 5 8 5 4 

McLaren Honda Formula 0 0 0 0 2 2 4 1 4 4 6 

Haas 0 0 0 0 1 1 1 1 0 1 8 

Scuderia Toro Rosso 0 0 0 0 0 4 0 5 4 3 8 

Renault Sport 0 0 0 0 0 0 1 0 0 2 8 

Sauber 0 0 0 0 0 0 0 0 1 0 6 

Manor Racing MRT 0 0 0 0 0 0 0 0 0 1 3 

Table 1 Frequency of placement of teams and number of technical faults (source [5]) 

 

There are results of DEA models mentioned above in Table 2. Obtained values seem to be identical in models 

with and without penalty. It is caused by the given data set because the differences between teams are huge.  
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Team DEA/AR 

DEA/AR 

exclusion 

model 

DEA/AR 

penalty 

DEA/AR 

exclusion 

penalty 

Mercedes AMG Petronas 1.0000 9.5000 1.0000 9.5000 

Red Bull Racing 0.9231 0.9231 0.9231 0.9231 

Scuderia Ferrari 0.8718 0.8718 0.8718 0.8718 

Sahara Force India 0.7692 0.7692 0.7692 0.7692 

Williams Martini Racing 0.7179 0.7179 0.7179 0.7179 

McLaren Honda Formula 0.4359 0.4359 0.4359 0.4359 

Haas 0.1282 0.1282 0.1282 0.1282 

Scuderia Toro Rosso 0.4103 0.4103 0.4103 0.4103 

Renault Sport 0.0769 0.0769 0.0769 0.0769 

Sauber 0.0256 0.0256 0.0256 0.0256 

Manor Racing MRT 0.0256 0.0256 0.0256 0.0256 

Table 2 Efficiency scores given by models (4) to (7) 

The highest efficiency score given by model (4) is 1.0000 for the team Mercedes AMG Petronas. Thus, only 

one team is efficient according to model (4). In is clear that it is not necessary to apply the super-efficiency model 

(5) in our case because we have just one efficient unit (team) but for illustration purposes, we present the results 

for model (5) in the second column of Table 2 as well. The highest efficiency (super-efficiency) score given by 

model (5) is 9.5000 for the team Mercedes AMG Petronas. As presented in Table 2, models with penalty (6) and 

(7) lead to the same efficiency and super-efficiency scores for this team. 

The final ranking of teams according to all models mentioned above is presented in Table 3. All applied models 

allow complete ranking of all teams in our case. The placement on 10th and 11th place is given by the next numbers 

behind the decimal point. The data show that all rankings are similar. The first team and the winner of World 

Constructors' Championship is Mercedes AMG Petronas, second is the Red Bull Racing team and the third is the 

Scuderia Ferrari. The ranking of the teams by models with and without penalty are same in our case. Of course, 

this conclusion does not hold in general. 

 

Team DEA/AR 

DEA/AR 

exclusion 

model 

DEA/AR 

penalty 

DEA/AR 

exclusion 

penalty 

Mercedes AMG Petronas 1 1 1 1 

Red Bull Racing 2 2 2 2 

Scuderia Ferrari 3 3 3 3 

Sahara Force India 4 4 4 4 

Williams Martini Racing 5 5 5 5 

McLaren Honda Formula 6 6 6 6 

Haas 8 8 8 8 

Scuderia Toro Rosso 7 7 7 7 

Renault Sport 9 9 9 9 

Sauber 10 10 11 11 

Manor Racing MRT 11 11 10 10 

Table 3 Ranking of candidates by models (4) to (7) 

 

5 Conclusions 

The determination of a general winner and complete ranking of candidates is an interesting task whose solution is 

significantly influenced by the vector of weights assigned to the candidates. This paper deals with an application 

of data envelopment analysis models that return a unique optimal vector of weights for particular candidates. This 

unique vector ensures that any candidate should not be disadvantaged. DEA/AR and DEA/AR exclusion models 

Data envelopment analysis models with penalties

646



are the first DEA models used in this paper. These two models work only with positive rankings by voters. In 

contrast, DEA/AR model with penalty and DEA/AR exclusion model with penalty work with the rankings given 

by voters and also with the negative points from voters. 

All models were practically demonstrated on determination of a general winner and complete ranking of 11 

teams in Formula 1 World Constructors' Championship in season 2016. The demonstration is a rather illustrative 

case and not a serious study. The results are similar with and without penalty which is given by the data set used. 

This conclusion does not hold true in general. As expected the winner according to all models used in this paper 

is the team Mercedes AMG Petronas. The numerical experiment were realized using original procedures written 

in LINGO modeling language. Voting systems are an interesting subject for further research as the application of 

DEA models in this field is not very frequent. In our future research we plan to extend the presented idea and to 

apply it in more extensive a serious case studies.   
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Assessment of Cluster Benefits to Increase Financial Perform-

ance of Companies: Malmquist Index Approach 
Miroslav Žižka
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Abstract. Cluster organizations are one of the tools to support regional innovation 

performance. The creation and development of clusters is supported by the EU 

Structural Funds. The issue of efficient use of public resources is therefore very im-

portant. The aim of the article is to determine whether member companies of the 

cluster organization in the technical textiles sector achieve better financial perform-

ance in the time series 2009-15 than companies operating in the same industry, the 

same region; however they are not members of a cluster organization. The first sam-

ple includes 16 members of the cluster organization. The second sample consists of 

45 companies from the Northeast Cohesion Region doing business in the technical 

textiles sector. Data envelopment analysis with three inputs and one output was used 

to evaluate the efficiency. Inputs are employee numbers, total assets and capital em-

ployed, and output is economic value added (EVA). Since EVA has both positive 

and negative values, a variant of the radial VRM model was used. For both samples 

and periods, the Malmquist index values were calculated. The Malmquist index 

breaks down the overall change in factor performance into two components - to 

technical efficiency change and to technological change. The research has shown a 

more significant improvement in financial performance at companies in cluster 

compared to other industry sectors. Improvement in performance was driven mainly 

by technological change, it means by shifting the efficient frontier. 

Keywords: Malmquist index, VRM model, cluster of technical textiles, economic 

value added, financial performance. 

JEL Classification: C61, L25, L67 

AMS Classification: 90B90, 90C90 

1 Introduction 

The paper deals with the influence of the cluster on the growth of financial performance of member companies. 

The research builds on the previous article [12], which evaluated the overall change in factor productivity and its 

components in CLUTEX clusters in 2009-14 using the Malmquist index. Several major changes were made in 

further research. The time series was extended by another period (2015) and a second research sample was 

added. In this second sample there are companies from the same industrial sector as the CLUTEX cluster which 

operate in the same region as the cluster (the three regions - Liberec, Hradec Králové and Pardubice, which form 

the cohesion region Northeast), but are not members of a cluster organization. Another change applies to the 

model used. The output (economic value added) is both positive and negative at individual DMUs, which is 

contrary to the requirements of traditional DEA models. In the previous research, negative output values were 

modified by the ratio index construction and by adding a large positive value. In the new research, the issue of 

negative values is treated with the VRM radial model variant.  

The aim of the research is to find out whether CLUTEX cluster companies had a more significant 

performance improvement than other companies that are not members of this cluster. A partial goal is to identify 

components that contributed significantly to the expected growth in performance. 

2 Malmquist index and Data Envelopment Analysis 

In 1953, Malmquist proposed a quantitative index originally for the use in consumer analysis. Later, the scope of 

its application was expanded to production, where it can be used to generate output quantity indices, input 

quantities, or productivity indices as shares of input or output distance functions [5]. The main advantage of the 

Malmquist MI indexes is the possibility of decomposition of the change of productivity into the change of the 

technical efficiency and the technological change between the two periods, see the relation (1). The Malmquist 

index works with panel data. The efficiency change EFFCH expresses a catch-up effect, it means the extent to 

which the DMU approaches the most efficient production frontier. The change in efficiency reflects the 
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organization's internal efforts to improve [8]. Technological change TECH is characterized by an efficiency 

frontier shift as a result of industry innovation. The relationships for calculating both types of changes for the 

input oriented Malmquist index are given in equations (4) and (5). The MI, EFFCH and TECH values that are 

greater than one mean productivity growth, efficiency gains, and technological progress. On the contrary, values 

lower than one indicate deterioration. 

Both components can be further decomposed. The efficiency change EFFCH to the product of a change in 

pure technical efficiency PECH and the scale efficiency change SECH. The first component expresses the unit's 

ability to improve technical efficiency between periods t and t + 1 under variable returns to scale conditions. The 

second SECH component measures the scale efficiency change between periods. If SECH is greater than one, the 

outputs in t +1 are closer to the technical optimum than in the previous period. The unit achieves a 

technologically optimal production range when it is in constant returns to scale (CRS) conditions [10]. Similarly, 

the TECH technology change can be broken down into the product of three components. The first two 

components OBITECH and IBITECH measure the distance between the effective frontiers between periods, but 

in relation to the change in the input/output proportions. OBITECH takes into account the vector of inputs from 

the period of t + 1 and the vector of outputs from both periods. IBITECH takes into account the vector of the 

outputs of period t and the input vector from both periods [5]. Both indicators compare the extent of 

technological change with the ray in the period of t + 1 to the extent of technological change with the ray in 

period t. If the bias indexes are equal to one, the changes in the proportions of inputs and outputs do not affect 

the change in productivity. The change in production function is then referred to as Hicks-neutral technological 

change [5]. The third component, technical change magnitude TECHM, measures the relative distance of 

effective frontiers between periods under the conditions of input and output neutrality. Formulas (1) to (10) were 

taken from [6]. 

 
qq

tttt

q TECHEFFCHyxyxMI  ),,,( 11  (1) 

 
qqq SECHPECHEFFCH   (2) 

 
qqqq IBITECHOBITECHTECHMTECH   (3) 

 
),(

),( 111

ttt

q

ttt

q

q
yxD

yxD
EFFCH



  (4) 

 
),(

),(

),(

),(
111

11

1 






ttt

q

ttt

q

ttt

q

ttt

q

q
yxD

yxD

yxD

yxD
TECH  (5) 

 
),(

),( 111

ttt

qv

ttt

qv

q
yxD

yxD
PECH



  (6) 

 

),(/),(

),(/),(

),(/),(

),(/),(
11

1111111111

ttt

qc

ttt

qv

ttt

qc

ttt

qv

ttt

qc

ttt

qv

ttt

qc

ttt

qv

q
yxDyxD

yxDyxD

yxDyxD

yxDyxD
SECH





  (7) 

 

),(

),(

),(

),(
1

11

111

11

ttt

q

ttt

q

ttt

q

ttt

q

q
yxD

yxD

yxD

yxD
OBITECH









  (8) 

 
),(

),(

),(

),( 1

1

1

ttt

q

ttt

q

ttt

q

ttt

q

q
yxD

yxD

yxD

yxD
IBITECH







  (9) 

 
),(

),(
1 ttt

q

ttt

q

q
yxD

yxD
TECHM


  (10) 

D
t
(x

t
, y

t
) ... the efficiency score of period t referring to the technology of period t, 
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) ... the efficiency score of the virtual DMU [x

t
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t+1
] referring to the technology of period t + 1, 

c ... constant returns to scale (CRS), 

v ... variable returns to scale (VRS). 

Data Envelopment Analysis was used to calculate the values of the distance functions. Before the 

formulation of the model, a problem with negative economic value added had to be solved. EVA gains both 
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positive and negative values. This problem can be solved in several ways. If all output values were negative, they 

could be transformed into positive inputs [11]. However, such a transformation is not possible in this case 

because EVA gains negative values for some DMUs and positive values for other units. Another possible 

approach is to add a large positive constant to all the values of the variable. Such an approach was applied in 

previous research, [12] where EVA was transformed into a ratio indicator to reduce the size of a constant. 

Nevertheless, such an approach leads to the efficient frontier shifts and causes interpretation problems. 

For these reasons, a model with a variant radial measure (VRM) was designed [7] and is suitable for the 

positive and negative values of some of the variables. The VRM model input-oriented equations (11) are 

presented below. Modification of the model lies in using an absolute value of inputs (outputs) instead of their 

actual values. The difference 1 – β expresses the efficiency assessed by the DMU. Thus, β is a measure of 

inefficiency and indicates the degree of improvement required to reach the frontier when applying a proportional 

reduction of inputs [7]. 

 max β 

(11) 
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3 Data and methodology 

To assess the financial performance of textile companies, it was necessary to obtain data from the balance sheet 

and profit and loss statement for the period 2009-15. In addition, data was also gained on the number of 

employees for the same period. All data comes from the MagnusWeb [1] database. The beginning of the time 

series was chosen taking into account the CLUTEX cluster's launch in 2007, since the positive effect of the 

cluster on member organizations has a certain time lag. The end of the time series in 2015 is given by the 

availability of financial statements. At the beginning of 2018, there were not yet available reports for the year 

2016 for a large number of companies. It should be noted that although the Accounting Act imposes the 

obligation to disclose the financial statements on companies listed in the public register, a number of enterprises 

do not fulfill this obligation. According to CRIF's analysis, 69% of companies that have this statutory obligation 

did not publish their financial statements in 2014 [2]. 

The research was carried out in the following steps: 

1. Establishing a list of companies in both research sets - the first research set is made up of member 

companies that form the core of CLUTEX cluster organization. The CLUTEX cluster currently has 28 

members (February 2018). Compared with the previous year, therefore, the number of members decreased by 

five. The activities of the member organizations are very heterogeneous - from the production of textiles and 

clothing, through business to research and education. Business performance can be compared only at 

homogeneous production units. On the basis of an analysis of cluster member's industry focus, the NACE 

13200, 13900 and 14100 sectors were identified as the core of the cluster. There are 19 such companies. 

However, the financial statements in the complete time series 2009-15 were only obtained for 16 companies 

which represent the first sample. The second research set involves companies that operate in the same areas 

of the Liberec, Hradec Králové and Pardubice Regions and are not members of CLUTEX cluster. Each 

company may be part of only one sample. There are 168 companies of this kind. The financial statements in 

the complete time series 2009-15 were obtained from 45 companies that form the second research sample. 

The lower success rate of obtaining the financial statements in the second set is due to the fact that the latter 

sample was represented to a larger extent by smaller companies that are not obliged to publish their financial 

statements. 

2. Input and output specification - basic factors of production were selected as the inputs of the model – the 

number of employees, the total assets and the long-term capital of the company. The output is the economic 

value added (EVA) that represents net operating profit after deducting capital costs. EVA was established 

according to the methodology of the Ministry of Industry and Trade [9]. The basic formula is given in the 

equation (12). The process of determining the individual indicators is described in the MPO methodology. 

EVA can have both positive and negative values. In the case of a positive EVA, the company generates value 

for its owners. If EVA is negative, then the value of the company decreases. To eliminate the impact of the 

price change, financial data at constant prices in 2009 was used. For the conversion of current prices, the 

industrial producer price index was used in the textile, clothing and leather industry, published by the CZSO 

[4]. 
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ROE ... return on equity, 

re ... alternative cost of equity, 

E ... equity. 

 

3. Determination of the Malmquist index and its decomposition – for each DMU and period, the values of 

the distance functions were determined through DEA and then the individual components of the Malmquist 

index according to relations (2) to (10). Finally, the value of the Malmquist index was calculated by relation 

(1). For each period and research sample (CLUTEX, other textile companies), the geometric mean of 

Malmquist index and its components were then calculated. The MaxDEA 7 Ultra [6] software was used to 

calculate the values of the distance functions. 

4. Comparison of the Malmquist Index and its components among the research samples – non-parametric 

Kolmogorov-Smirnov test was used to compare performance differences between clustered CLUTEX 

companies and non-clustered companies. The test compares the distribution of two samples (CLUTEX 

cluster companies and other companies). Test statistics DN indicates the maximum distance between the 

cumulative distributions of the two samples. The non-parametric test was chosen because the values of the 

individual variables did not have normal distribution, see Table 3. Shapiro-Wilk test was used to test 

normality. Statistical testing was performed using STATGRAPHICS Centurion XVII. 

4 Research results  

The Malmquist index values for both of the research samples is shown in Table 1 and 2. It follows from both 

tables that the index value fluctuated considerably within individual years. In the sample of CLUTEX cluster 

member companies, there is recorded a decline in 2011-13 following a growth in 2009-11. Thereafter, the 

financial performance increased in 2013-14 and a relatively surprisingly declined (due to economic growth, see 

the last column in Table 1) over the years 2014-15. In the second sample of other textile companies, the value of 

the index declined in 2009-10, followed by a rise in 2010-12 and again by a decline in the next period. Further, 

the sample was similar to the former one, with the value of the index increasing over the period 2013-14 and also 

surprisingly declining in the last reference period. 

It can be assumed that the general economic situation in the Czech Republic influenced the development of 

the performance of textile companies. In the years 2010 to 2011, the Czech economy showed GDP growth. In 

the next two years, the Czech economy was in recession and since 2014 it has been showing economic growth 

again. This partly corresponds to the Malmquist index values (the MI dependence on economic growth cannot be 

verified for a short time series, the Spearman rank correlation coefficient is 0.43, but the p-value is 0.24). It is 

clear from Table 1 that in the years of economic growth, the Malmquist index values in clustered companies 

were bigger than one, thus increased their performance. By contrast, in 2012-13, the value of the Malmquist 

index was less than one, which corresponds to the recession period. Only the last period of 2014-15, when 

companies reported a decrease in financial performance, does not follow this trend, although the Czech economy 

was growing. The reasons for this fluctuation are not clear. It could be caused by a short-term fluctuation in the 

industry. If developments in the preceding period 2015/14 indicated some structural problems in the industry, it 

would be necessary to verify them on the dates of the following period 2016/15.  

Year MI EFFCH PECH SECH TECH OBITECH IBITECH TECHM Ec. growth 

2010/2009 3.4100 2.3722 6.2784 0.3778 1.4375 1.1354 1.0345 1.2238 1.0227 

2011/2010 2.0096 1.4416 2.7323 0.5276 1.3940 1.0513 1.0007 1.3250 1.0178 

2012/2011 0.7261 0.6682 0.4458 1.4989 1.0866 0.9483 1.0032 1.1422 0.9920 

2013/2012 0.6383 0.6383 0.3553 1.7964 1.0000 1.0000 1.0000 1.0000 0.9952 

2014/2013 1.1475 0.7067 1.0805 0.6541 1.6238 1.2606 1.0000 1.2882 1.0272 

2015/2014 0.9802 0.9802 1.0557 0.9285 1.0000 1.0000 1.0000 1.0000 1.0531 

GEOMEAN 1.2364 1.0017 1.2075 0.8296 1.2343 1.0610 1.0063 1.1560 1.0178 

Table 1 Malmquist index summary of annual means in the CLUTEX cluster 

A rather different development was identified in the second sample of other textile companies. In the first 

monitored period the performance decreased, which may have been a consequence of the previous economic 

crisis (in 2009 the Czech economy was in recession - it showed a decline of 4.8% [3]). Improvements in the 

performance of textile companies in the second set continued until 2012, when the first set of cluster companies 

experienced a decline in performance. In 2014-13, there was a much stronger performance recovery than for 
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companies in the first sample. In the latter period, however, the second sample also showed a decline in financial 

performance. 

Year MI EFFCH PECH SECH TECH OBITECH IBITECH TECHM Ec. growth 

2010/2009 0.9718 0.9483 0.8913 1.0641 1.0247 1.0046 1.0044 1.0155 1.0227 

2011/2010 1.2829 1.2270 1.7362 0.7067 1.0455 1.0211 1.0018 1.0221 1.0178 

2012/2011 1.0568 0.9863 0.8792 1.1218 1.0714 0.9967 1.0069 1.0676 0.9920 

2013/2012 0.7360 0.7326 0.7237 1.0124 1.0046 1.0008 0.9995 1.0043 0.9952 

2014/2013 1.7799 1.7702 3.9958 0.4430 1.0054 1.0008 1.0003 1.0043 1.0272 

2015/2014 0.8805 0.8805 0.6697 1.3147 1.0000 1.0000 1.0000 1.0000 1.0531 

GEOMEAN 1.0722 1.0461 1.1752 0.8901 1.0250 1.0040 1.0021 1.0187 1.0178 

Table 2 Malmquist index summary of annual means for other textile companies 

It can be stated that the financial performance of clustered companies increased more dramatically than in the 

sample of non-clustered companies. In 2009-15, company performance in a cluster organization increased by an 

average of 24% per year, while in other companies only by about 7% per year. Tables 1 and 2 also show that the 

performance of cluster companies was driven mainly by technological progress (innovations). Technological 

change was mainly due to a shift of magnitude, 16% for cluster companies and nearly 2% for the second sample 

of companies per year. Input and output bias indexes contributed only slightly to changing performance (index 

values are around one, with the exception of two periods for the OBITECH index for clustered companies). The 

situation is therefore close to the conditions of Hicks neutrality. CLUTEX cluster companies at the efficient 

frontier increased their performance by 23% per year, while in the second sample only by 2.5% per year. The 

internal relative efficiency of the clustered companies did not practically change. On the contrary, in the second 

sample of other companies, the main source of performance growth was the improvement of internal efficiency, 

on average by about 5% per year. For both samples, it applies that the improvement in internal efficiency was 

due to the growth of pure technical efficiency. The scale efficiency in both samples decreased, on average, by 

17% per year for clustered companies, 11% per year for non-clustered companies. 

Since the Shapiro-Wilk test showed (Table 3) that the indicators did not have a normal distribution, the non-

parametric Kolmororov-Smirnov test was used to assess the differences. Based on the data in table 4, it can be 

concluded that there are significant differences in the change of overall performance, efficiency change and 

frontier shift between the two samples for the period of 2009-15 at alpha significance level of 5%. Only the 

difference between the scale efficiency change is not significant over the same period. 

CLUTEX Other textile companies 

Indicator Shapiro-Wilk test P-Value Indicator Shapiro-Wilk test P-Value 

MI 0.1726 <0.0001 MI 0.08138 <0.0001 

EFFCH 0.1559 <0.0001 EFFCH 0.0800 <0.0001 

PECH 0.1257 <0.0001 PECH 0.06394 <0.0001 

SECH 0.1700 <0.0001 SECH 0.09255 <0.0001 

TECH 0.2608 <0.0001 TECH 0.2694 <0.0001 

TECHM 0.2261 <0.0001 TECHM 0.1519 <0.0001 

Table 3 Shapiro-Wilk test of normality 

Year MI EFFCH PECH SECH TECH TECHM 

2009-2015 
0.1694 

0.0343 

0.2153 

0.0028 

0.2042 

0.0055 

0.1241 

0.2261 

0.8296 

<0.0001 

0.5926 

<0.0001 

Table 4 Kolmogorov-Smirnov Test, DN statistic (P-Values) – CLUTEX cluster vs. other companies 

5 Conclusion 

Based on the above research, it can be stated that a stronger growth in financial performance for CLUTEX 

cluster companies was proved compared to the other textile companies. Improving the financial performance of 

clustered companies was mainly due to a shift in efficient frontier, it means by technological change and 

innovation. Companies in the CLUTEX cluster also responded more quickly to the effects of the 2009 recession. 

Other non-member companies in the textile sector showed improved financial performance with a one-year 

delay compared to cluster companies. For non-clustered companies, the main source of financial performance 

growth was the improvement of relative technical efficiency. 

This has confirmed the presumption of the positive influence of cluster organizations on innovation and 

financial performance of companies as formulated in previous research [12]. This assumption was confirmed by 
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empirical comparison of two samples of companies from the same industry (textile industry) operating in the 

same region (NUTS 2 Northeast). A rather surprising finding is the decline in financial performance in the last 

monitored period of 2014-15 for both company samples, despite the continuing economic growth of the Czech 

economy. In both samples of companies, this decline was attributable to the deterioration of technical efficiency, 

with the simultaneous stagnation of the technology shift. Another finding is probably the exhausted potential of 

economies of scale, especially in clustered companies. 

Some differences from previous research are also worth highlighting. Previous research found the 

improvement in the financial performance of clustered companies driven by technological change, but also 

reduced relative technical efficiency. It should be noted that the samples of companies are not identical. In the 

meantime, the number of CLUTEX cluster member companies decreased by five organizations. This apparently 

had a negative effect on the scale efficiency, which decreased compared to the previous research. 

Further research will focus on extending the time series to another year, tracking technological change in the 

textile sector (recent data suggest possible exhaustion of innovation potential) and expanding research to other 

sectors. 
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